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Abstract

Test of independence of two sets of variates has been considered under the as-
sumpotion that a p:.zrt. of the covariance matrix is known. This has been interpreted
as that of testing the problem with incomplete data. LRT for the problem has been
obtained Ly Olkin and Sylvan (1977). \We have derived an optimum invariant test’
which is LM PI and locally mminimax but the test is not LRT. However, under speccial '
situation LRT hLas been shiown to be UMPL.

Kcey words

Incomplete data, independence of two sets of variates, optitnnm invariant test,
locally minimax.

1. Tutroduction )
let 1}:0(12 x 1),a = 1,..., N be N independent observations froin Wp{s,3.)..

Let us partition ‘}:a = (14, N, ), where X, isapy x 1 vector, i = 1,2, pr+p2 = p.
Siinilarly partition o

m -~ ] . -
=5, Z:(Zn Zn) (1.1)
~ Itz 221 222 '

Let us assunie that the elements of )_,, are known and hence, without any loss
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of generality, we assume that ) _,, = Ip,. Under this set u;;, the problem is to test

Ho[}:21 = 0] against H[}‘_?1 #0) (1.2)
The data of this kind have been considered by Olkin and Sylvan {1977}, where

they have studied the problems of estimation and testing concerning correlations
and ). '

Now this type of model may be interpreted in terms of the model with missing
(or extra) observations as follows: . _

Consider N observations on X; and N + M observations on ).f, 2 and ali the
observations are independent. Thi;.means there are M extra observations on )ﬁg
. This can be regarded as a special case of monotone sample defined generally by
Bhargava (1962). Now for large M, Y .9 may be‘assumed to be a known matrix
and we have the above modcl. Eaton and Kariya(1974) considered the cass when

‘M is finite.

' It has been shown by Olkin and Sylvan that the likelihood ratio test (LRT) of
the problem (1.2) is the same as that obtained when ¥ is unknown and arbitrary.
Thus extra information on X components i.c., 3°,, known has no affect on the
LRT of this problem. In this article we have derived an optimum invariant test for
(1.2) which is locally most powerful invariant (LMPI) and locally minimax level o
test but this is not LRT. Further for p, = 1, the LRT is uniformly most powerful
invariant (UMPI) level a test for this problem.

2. Reduction of the data

‘To construct an optimum invariant test for the problem (1.2), we reduce the
given data of Section 1 by sufficiency and translation, under which testing problem
remains invariant It is known that a sufficient statistic for (1,Y") is (X, S), -

_ N N _ _

where X = & 3 Xoand $=3 (Xo— X)(Xa - X).

. ~ a=1 ~ a=1 :‘ ’ :‘ ~ ~

Since the problem is invariant under X — X +a and § — S, where g is a
p x 1 vector, the reduced sample space is S and the corresponding parameter space

is 3 > 0,3 ,, = Ip,. llence, without any loss of generality, we consider the data
(511.2, 521,_522), wh¢n 511_2 = Sll - 5125521521, which is 1 — lto S and where

Si12 ~ Wy, (n”p{"zu.z) , mp=N-—-py—1

S21[S22 ~ N (522 221,52232)2“'2) (2.1)
Soa ~ Wy, (n, Py, Ip,),n=N -1
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and S1).2 and (591, Su2) are independently distributed.

-

Reduction by invariance
The problem (1.2) remains invariant under the group & of transformatlons,

o= (5 2} e

where g1 € Ge(p1}, 22¢ Olpz). The group action on sample space is -

-

where

Si2 — 9151.291, Sn — 92521 9}, S22 — 9252295 o 23)

and that on parameter space

(211_21 Z?l‘ IF?) is Ell.ﬂ —
o Z“-? i E'-’1 92 Zn g 222 -7 Zz‘z ﬁ; -=.(;.IP; (2.4),

Proposition 1: A maximal invariant in the parameter spaceis$, > ... 2 &,. Lt =
min(pl,pg) where 61,...,6; are the ordered characteristic roots, of the matrix
Yu 2.411 2212 ket B(pa X p1) bea dnagona] matrix such that the diagonal el-

ement B,;n\/—,zzl, ot Then'tr 8 = za,_a(say)

The proof of the proposition is st.ranghtforwa'd and hence omitted:” Under the-
proposition 1, the hypothesis (1.2) can be written as

HO[S = 0)Vs H[6 > 0] - | (2.5)

Since the power function of an invariant test dependsonlyonth ~ \variants,
in the parameter space, withont any loss of generality, we may assume the data are'
such that from (2.1),

Stz ~W(ny,p, 1)) S
Sz [502 ~ N(528, S22(®)1,,) (26)
13 ~ W(n,p2, I,)

where 3 is as defined in proposition 1,
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In order to conslluct optlmum invariant test for tlnc problem (2.5) we counsider
the well- l\nown Wubman s representation thcorem (1967 Theorem 4, eq. 3, Page
394) of the probabllltv ratio of tlle maxitnal mvarmnt in the sample space.

To apply the thcorem we assume -

T,

521..5‘ X 511 2 =YY/, Soz = uu'.
,Tyhren from (2.6) we have,

' N(uu’,@ uu OIP,), 7
Y_ ~ N(O IPl ®Im) L (2.7)
(0 Ip,®1 )

3. Optimum invariant test for (2.5)

It has been shown by Olkin and Sylvani (1977) that'the LRT for the problem

rejects Ho: for small values of the statistic‘

-

”-—S“ Sl)s;)Su' (31)

For ps =_1, this becomes 1 = R' whuo R = bu S“ Slo/Sm the square of the
multiple correlation of X4 on \1 ITence the test which rCJects for large values of R? '
can be shown to be UMPI ]cxcl o test’ (dS shown in theoreni 2 below). In general,
however, for ps "> 1, (3.1) does not prondc oit UMPI test for the problem. To
construct an optimuin invariant test for this probletny, we liave from (2.7) the joint

density of (X,Y,u) w.r.t. Lebesguc measure,

p(z,y, C[uu'l "‘/" é\p[-—h { X uu')‘1 X +) Y'}
+ 17 \ 3= -t; /3’uu [3—'—!1 uu] (3.2)

“In order to appl\ Wi medn s theorem let 1) be Llle left invariant Haar measure
“under G defined in. (2 2., M| the Jacobian of the transformatlon, where |J] =
lg: 91 ["‘/" and R; the probdblhty ratio of the maximal mvarmnt in the sample space.
Now .X/( wu)"IX + ¥YY! benu, non-singular, there emsts a unique goe Gt (py), a
:group of lower trmn;,le mdtnx wnh posnnc dlagonals stich the go{X'(uu)"1X +
YY) gp = Ip,. Then subshtutnu, (g190,92) for (gl,g-)) without changing the value

of Rs, we have from (3.2), after.simplification.
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. e 1
Ry = Dy 1/ lgr g} 1"/* cxp[—Etrm g1l A (g1) 9 (dg1) (3.3)
Gelp1)

Where Dy = [g . lowgi 1"/ exp[=4trg19{]0(don)

Ng1)= [ expl=§trBB gawu' g+ trX gy g) B 92) 9 (dg2).
o(P,)
Since explicit evaluation of (3.3) for p; > 1 is difficult for general alterna-

tives, we consider local alternatives of (2.5). To evaluate R; explicitly under local
alternatives we require the following results due to James (1960, 1961):

Lemma 1: Let H ¢ O(p) be orthogonal matrix in an orthogonal group O(p) and

J(dIl) is the invariant aar measure on O(p). Then

(1) / tr (AT (i = 0,5 =0,1, ...

o(p)

(ii) / tr By I By 11V O(dI) = 1zr,B, irB, (3.1)
p .

Olp)

(¢i%) / (trBy IN*9(dH) = llrl}lB}
: P
O(p) :
Where A, By, By are matrices conformable for multiplication.

Expanding the integrand in A(g;) of (3.3) and applying the results of lenuma

1, we obtain

1 o 1 Lt
AMg)y=1- z)-g—trﬁ/}'lruu' + 21)2trgo.\'.\g(']g§ﬂ'/3g1

+0(tr 8 p') , : (3.5)

Hence from (3.3) and (3.5), we have,

I
Ry=1- tr 3 Btrud
2py .
1 2 1 L o
-+—2p2011/6( )Iyxyill CXP[‘“E“'91.‘/1]“'(904\'4\gaglﬁlﬁgl)V(dgl)
(1941 R

"y ours p) (36)
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Now let g1 = hlkl, where hl eG}(p;) ky eO(pl) ]ndtroducmg this in the integral
: _of (3. 6) and on repeated a.pphca.tlon of (ii) and (iii) of lemma 1, and remembering
-that hihy ~ Wy, (n, I,,), we have from (3. 6)_aft.err'sxmphﬁcat|on,

Rs=1~ -—!—-trﬁ ﬂlruu
2p

s trﬁ'ﬁtrgGX'XgD + o(trﬂ'[}) (3.7)

4 2p_np

It is easy. to show that t.he remamder o(trﬂ’ B) is uniform in (X Y, u).
Smce trgeX'Xgy = trSuS“ and tr uu th‘:gzz; ‘applying Neyman - Pearson
lemma we have the following:

Theorem 1: Let ped, be the level a test functnon in a class of all invariant
level o test functlons 0 such that ..

=1, if}—:'—’. tr Su1 S5 S1a — tr' S > K
. Pro. Dbk ..
0, otherwise . (3.8)

where K is chosen to make @ level a. Then ¥ is umque locally most prowerful
invariant- (LMPI) test for Hp.

Theorem .2: When pg 1, “the test which rejects Ho for large values of I =
Sszu 25;2 is UMP ipvariant level o test in a class of level o invariant tests in 0,, .

Proof For pg = 1 gg m (2 2) s a scalar and in thxs case the group under which

the problem remains mvauant is

L) e

Under this situation, from (Q,S)Zth_e_explicit form of R.s can be easily shown to
e Y , ) ,

1
Razexp 2 22]2 21 ' ( )J (521511 Sm)’

el 6532)?
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where IJ = s,..s:g;;,:,s,, = 3 f;, , where R? is the square of the hultiple correla-
tion of X9 on {1 .
From R; above, the joint p.d.f. of (So2,U) can be easily obtained and hence the
marginal p.d.f of U is obtained as follows.

S0 = rg+rg+j U%4
§ >—4 ? (1 +6):+J [‘"raﬁ;rﬂ_‘u (1+U)zH

(3.10)

It is easy to show that f;(U)/fo(U) has a monotone likelihood ratio in U and §
. Hence the test which rejects Ho for large values of U is unconditionally UM PI
level o test in 84 which is LRT as stated in (3.1)

3.1 Local minimaxity of the test (3.8)

To demonstrate that the test (3.8) is locally minimax in the sense of Girt and -
Kiefer (1964), the first step is to reduce the original problem, using Hunt - Stein .
theorm. It is easy to show that the group

o={r=( 1)

where g16Gr(p1) is non-singular lower triangular matrix and g260(p,) is an orthog- -
onal matrix, which leaves the origninal problem invariant, will satisfy the conditions
of Hunt - Stein theorem.
To obtain the probability ratio of the maximal invariant R; under G,, we observe
that a left-invariant measure on Gr is i '
I(dgr) = aP2, g5 P minsdgy;
and the Jacobian of the transformations is |J| = #fL, ¢5"-
Then from (3.3), Rs under G, may be written

Rs = Dl-l / Iywll’ exp[——— tr g 91] / exp[——trﬁﬂ g2 uu' 9
Gr(m) o(p2) 7
+ tr X go 91 B’ 92} v (dg1) v (dg2) : 7 (3.12)

Let o' = Xg!,0 = B'g> and we first integrate over Gr(p,) for fixed gs € 0(1'2)-_ Thf’“
using v(dg;) and }J| as obtained above, we have from (3.12),
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‘}za 7= Dl—l{ / 7pllga(:‘—pl+'~l)ex[)[__ z g'J
0(})2) Gr(m) i2i=1 -
¥ Z (Yoku,k)g,.]w’;, dg,,} exp[—-trﬂﬁ’gzuu y»] (dg»): :
:>1-1 k .
o ' n p-;+z ;
"-="/[cxp{ Z(ZO,LUJ}.) } (‘———'—‘ (ZokaJk)] 4
| om) 25 k=1 S

| exp[——trﬂﬂ go uu' gov (dgo)

For locat mmlma‘(ny, we write:

Ra—1+" /[Z(Zoakv]kj +E(H—P1+]-—l (Egﬂcv]k)

o(ps) 9 % ‘
‘——t1,3[3'g-7uu g,+R]u(dgo e e o
=1+ [/ E(ka vjk)? +Z("‘P1+J—1)(me v,k)
- O(pa) >k )-—l .
- %u-ﬂﬁ'g-_,u;,'g;uz]ﬁ(dgg) o (3;13)

;Nhere Ni; = 05}76- .
ZNow'choosing

i = 5(" —piti= =p+ )7 (e —p)m
where ni= (Tlm 17.+i), and transforming n — gH , where I is uniformly dis-é‘”
tributed over O(p1), we have (followmg Schewartz (1967) on averagmg over O(Pl), ;
the quantxt.y S .

'SE [Z(thh vJL) +Z(n P1+l—' l)(Zngka)]

l>J —
- 5 epyt w - ol (3:14)

3w
haltS

Where 66 =6 tr o' =tr 00’ ;—'t.x ] g3 -
Thus on taking expectauon over g, (3 14) bcvomes mdependent on g,. Hence sub-
stituting (3.14) in (3. 13) and mtegrat.mg over g2 60(1)9) and usmg (i) of lemma 1,
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we have . "~

P

1ﬁ/3'lrv v——trﬂﬂ truu +0(l7‘,3ﬁ)

t|~

R, . 2 :

. 1 é[—lTSm S“ S]z-ti‘s ]+O(5 - (3.15)

Lt L

cor

Hence from Giri and Kiefer (1964) we have the followmg
Theorem 3: For testing Hy[6 = 0] against H[g > 0], the test (3.8), which is LMPI,

. is locally minimax in:the sense of Giri and Kiefer (1964).
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