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ABSTRACT

Several estimators for estimating the mean of
a principal variable are proposed based on double
sampling for stratification (DSS) and multivariate
auxiliary information, The general properties of
the proposed estimators are studied, search for
optimum estimators is made and the proposed esti-
mators are compared with the corresponding estima-
tors based on unstratified double sampling (USDS).

1. INTRODUCTION

N¥hen the sampling frame within strata is
known, stratified sampling is used; but there are
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many situations of practical importance where the
strata weights are known and the frame within stra-
ta is not available, In these situations the tech-
nique of post-stratification may be employed,
However in other situations strata weights may not
be known exactly as they become outdated with the
passage of time, Further the information on stra-
tification variable may not be readily available
but could be made available by diverting a part of
the survey budget. Under these circumstances the
method of double sampling for stratification (DSS)
can be used,

In the proposed DSS Scheme we select a preli-
minary large sample S(l) of size n' rather inexpen-—
sively from a population of N units with simple
random sampling without replacement (SRSWOR) and
observe the auxiliary variables X19XpseeesX o Let
(xij)’ i=1,2,0eey0; J=1,2,0..4n'" denote the

[}
x-observations and §} = ;glxij/n" the sample
means. The sample S(l) is then stratified into L
strata on the basis of information for one or more
X;'s obtained through S(l)' Let nﬂ denote the num-
ber of units in S(l) falling into h-th stratum
(h=1,2,.,..,L, ﬁ ny = n') yielding the representa-—

tion

np

xi = zwﬁ xih where x{h= jilxijh/nﬂ and wﬂ =

"h
h nt
Subsamples of sizes n, = thﬂ 0 < Vi <1l h=1,2,..,L,
Vi being predetermined for each h, are then selected
independently, using SRSWOR within each stratum and
y, the variable of main interest is observed. Let
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L

n=£n, and (Y) j=12ooon.
h=l h jh ’ 4 4 } h’nh

=1,2,...,L denote y-observations and §£= L Yin/ny
=1

=
[}

n
- - — h
X3 ge= ﬁwﬁ Xjp, where X, = jil xijh/"h

Clearly wﬁ is an unbiased estimator of strata weights
N

W= n
%‘— N -
Similarly the sample means §; and ;Eds based on

first sample and subsample respectively are unbiased

estimators of population mean ?i = thiih of auxiliary
h

variable Xy For estimating the population mean Y, the
customary unbiased estimator based on DSS and its
variance are given by

Yas = I%h Y (1.1)

and V(7 ) = EEs (L - 1)yw 2 (1.2)

[Rao (1973), Cochran (1977)]
nt, 2 _ N =12
where f = N ; S, = I (y ~Y)°/(N=1)
=1
N N
5 h

h
_ AR YA o ¥V =
Sho - jzl(yjh-Yh) /(Nh-l) ’ {h_jf_ th/Nh

1
Some estimators based on DSS and information on a
single auxiliary variable have been proposed by Ige
and Tripathi (1987) for improving the precision of
estimation compared to ?As. In this paper we discuss
several methods of estimation, based on multivariate
auxiliary information, as an effort for further im-
provement of precision of estimation,
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2, MULTIVARIATE COMBINED AND SEPARATE ESTIMATORS
BASED ON DSS
Utilizing the information collected on x-variates
through the preliminary sample S(l)' we define multi-
variate combined difference, ratio and ratio-cum-
product estimators in DSS by

:
e = a; o,
j=1 11
e =ep.~ if o= ?QS-xi(Eids- ‘{) i=1,2,..,p (2.1)
e=e if Sfas & a0 (2.2)
RMC ai ,)_(_ i 1=l,25¢009p .
ids
e=ce if = Ygs X} for i=1 (2.3)
RPMC %=z i SAREA! .
ids
Y. X.
= _Q%TAQQ for i=q+l,e..,p
X{
= ] : p _ 2 .
where a = (al,a2,...,ap) with iilai =1 is a weigh-

function and Ai's are suitably chosen constants,

Using the same amount of information, we can de-
fine multivariate separate difference, ratio and
ratio-cum-product estimators in DSS by

* o wd with d % and
e = w w1l = I a. N
I ¥R h = I 2in%n
* . = - -
e =gy T diy = vy - A (xgpxdy) (2.4)
i = l,2,.-o,p
*_ . yh -
e =ep if d; = Ef— x{ 1=1,2,..0,p (2.5)
ih
e g

:"Lh i=1,2,...,q (2.6)
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o Xin L N
= ;' l"q+ sese 3D
ih
The variables xl,xz,...,xq in eRpMC and €RpMS

are those ones of x which are positively correlated
with y. Obviously ep,~ and ep,c are unbiased for ¥

and exact expressions for their variances are given by
L

1-f 2 1 1
V(eDMC) = '? SO + El E wh(v - l)a'Bha (2.7)
h=1 D Vp

v y = =f£ 42 1 [i‘v(i 1)a!D 2
(eDMS = Thv 2t h=l'h vh‘ an“h3n (2.8)
with By = (byyp) 5 Dp = (dpy,)  i,k=l,ec.,p

2
Bpik = Sho~™15hoi = MShok* MMShik

2
dhik = Sho~Mih%hoi™ MhShok *MnhMhShik

N
- L X X i k=
_where S ;,= Nh—ljﬁl(xihj‘xih)("khj‘xkh) 1,k=0,1,..,p

the subscripts 0,1,2,,..,p Tefering to the variables
prl, cee ’xp reSpeCtively.

For large samples, the approximate expressions
for the biases and MSES of the estimators epmc? eRMS’

eRPMC’ ©RpMS are given by

1 1 P2 2
Bleye) = 0 £ WG - 1) 2 7= (RiShi = Shot!
=4
p a
1 ih (g g2 _ 5 )
Blegye) = oo £ W (G- 1) T = (RinShs hoi
RMS i=1 xih
1 1 a3 =2
- 1
p ay
+ I =S _.]
i=q+l Xi hoi
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1 1 9 3in 2
Bleppug) = 71 Z W(5 -D[ £ =2 (R 5P -5, 1)
h n i=1 y,
ih
P a.
+ .z :LE sh01]
i=q+l Xin
= . - _Y
Mlepye) = Vlepye) with A, = R, = - (2.9)
i
Yy
M(eHMS) = V(eDMS) with A, = R p= §- (2.,10)
ih
M(eppve )= Viepye) with Aj = Bys A =R
for each i,k=1,2,..,q
Ay = =Ry A= =R

for each i,k=q+l,..,p

A= R NS SR

fOr i= 1’2"‘.,q; k = q+l,.o.,p'
(2.11)
Meppus)= Vlepys) with A = R, ; Meh = Bep

for each i,k=1,2,..,q

M T RipiNp = =Ry

for each i,k=g+l,..,p

Ay, =R A

ih? Men = ~Ryp
for i = l,..opq)

ih

k = q+l,..,p-
(2.12)

Using the results of Rao (1973), non-negative
unbiased est i
. estimators of V(eDMC) and V(eDMS) are given

V(eDMC) = l——i s

2
n' o

ey 2
ds * n'g(vh_l)Wﬁ(giaiak(sho‘kishoi

“MeShok M AeShik)
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lef 2 1,1 2
viepys) = 37 Soas * n-ﬁ(vh‘l)Wﬂzzaihakh(sho‘”ihshoi
“MenShok FrinMhShik?
where )
1 1_1
2 _ .M (np 2
Sods = ﬁ h [(nh_l)+ Zn'-lij Sho
n' - 2
+ w1y E 0 - Yoo!
and
n
1 - - L
*hik = B -1 jﬁl(xihj‘xih)(xkhj‘xkh)' 1,k=0,1,..,p
. 2
with Sho = Shoo .

Further, non-negative but biased estimators for

the MSES of e are given by

RMC?* ©RMS’ SRPMC’ SRPMS
mlepye) = viepye) with Ay =1y = Y4/ Xige
m(epyg) = Viepyg) with Ay = ryp= v,/ X3

m(eRPMC)= V(eDMC) with Ay = 15 A = 1)
for each i,k=l,2,-oqu

A= ooy NS ooy

for each 1,k=q+l,cee,P

A=y NS Ty

for 1 = 1,2,...,9

~

= q+l’oo.’po

with }\ih = r.ih: )\kh = Ikh
for each i,k=l,2’ooqu

A A

m(eppys) = viepys)

ih = Fih’ Mh T Tknh
for each i,k=g+l,...,p
Mh T Tin® Mn = Tyn
for i = 1,2,...,q,
k = q+l,oo.’po
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3. OPTIMUM ESTIMATORS
* 2
Let Byy = i Cihﬁoih/ﬁ cr p With Clh—( —l)WhShi
be the weighted average of the strata population re-

jression coefficients g ;) = S of y on x; and

2
hoi” Shi

1. .
L ) P hakSha Shi

ik = ! , 1/2
(205 -1 WShys 2 G l)”h o]

where P, ., = Shik/shishk is the correlation coeffi-

cient between X5 and x, in stratum h.

k
For p = 1, when information on only X5 is used, follow-
ing Ige and Tripathi (1987) the optimum value of Ay in

(2.7) is given by

Koi = Bos
When the choices Ay = B ; are made for each i,
the resulting variance is given by
[V(e DVC)JK .y iﬁ% sﬁ + %'(a'Ba)ﬁwh(%k'l)sio (3.1)
where B = (bik) i,k = lyveeyp
by = 1 - P5y - Por * PikPoifok

Further, when optimum weight vector

-1
g
8, 7 E_'TI_ s § = (l’l’-o-:l)'
g'B g
is used, we obtain
l-f .2 1 -1 -1 1 2
V(e = = == S5 = 'B W (=-1)S
[ ( Dm)])\i_ﬁoi nt “ot nl(g g) %‘; h(vh ) ho
a = ao

In practice, when exact value of Aoi= Boi is not
available, it may be estimated through

Boi™ w,;(};h—l )s

1 2
hol/Z Wh(vh“l)shl
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Using the estimated optimum values, we may define a
combined multivariate estimator for Y in DSS by

(l) _ P * - hval I

ergMC" Ygs ~ Z aiBoi(xids - Xi
For large samples M(e( )C) would again be given by
(3.1).

One may in fact obtain simultaneous optimum
values of T = ai (i =1,2,s.0,p) as follows.

Let S = (Sik) ; Q= (Ql’QQ""’Qp)'

¥*
Q.= soi i,k=O,l,2,...,P

* oL .
where S, = ﬁ wh(vh-l)shik, i

1- 2 2
Then V(epe) = 555 2 + &, (53%-2T1QsT'S*T)
: _ R S |
which gives Topt =T, = 8§ Q (3.2)
i1-f 2 |1 2 2
and v(eDMC)"—TSo*'H S¥ (1 - R%)

where R2 QL——=Q, R being the multiple correlation
s*
coefficient between yds and (d;, 2,...,d ), with
4= Xyge= Xi -
The optimum value of T may be estimated by

-1 . 3
T*= s * Q*; s = (ka), Q*= (QI)...,Q;)'

= Y
where s{k = 4;,; wt']( h—l) Shik
*
ad Qg =12 “’h(%h“l) ®hot

Using these estimated values, we may define a combined
multiple regression estimator for Y as

o2) -5 S R A3
ergMc = Yds ~ iElTi (xids" xi)

Whose variance for large samples is given by (3,2).

For separate estimator, when optimum A,, is used
Separately for each i,
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~-f 2,1 1
V(e - = 3£ 2, L oy (L l1)s? 3.3)
( DMS)Aih—BOih n' Yo' n' ¢ h(vh ) ho?nPhn (
where B, = (bhik)
- 2 2
Phix® 1 = Phoi ~ Phok * Phik”hoiPhok
Bﬁlg
Further if optimum weight vector agp= o1 is used,
g'Bh g
we obtain
1-f 2 1 1 -1
V(epye)y = ==L 2, L ew (2 21)s2 (g'BTYg)
DMS M h=Boih nt 2ot oo h vy ho h

8ih~2o0ih
In practice when the optimum choice A, = - Boin
may not be made, it may be estimated through Boih
hoi/shl and a separate multivariate regression-

type estimator for Y may be defined as

o(1) s * T 7
ergms = EWALYh T21nBoin(Xin=*{p)]

It may be noted that M(eﬁéds) may be approximated, for
large nﬁ in each strata, through the expression in

(3.3).

For obtaining simultaneous optimum values of Tih
= aihlih (i=l,2’ooo,p) let

Th=(Tlh,T2h,o o0 ’Tph)' ; Sh=(shik)! Qh=(th’Qh2, . e ’th)'
where th = shoi‘ We may express

Viepys) = B S5 + BuZU(F 1)(Sho = 2ThaueTy Sy, Ty)
which gives T, 4 = Top = S;lQh

and  Vi(en) = =% s %'ﬁwh(%h-l) '

with Yy = sﬁo(l - Rﬁo(l,2,...,p))

where Rho(l,2,...,p) is the multiple correlation c¢o-
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efficient between y and x 's in the h-th stratum. The
*

estimated value of T is given by T = st Q. where
* oh T * h™ "h  *h
= 1 =
sp= (spids Q= (QupseeesQop)'s Q= Spog
Using the above estimated optimum value,a sepa--

rate multiple regression estimator for Y may be de-

fined as

(2) - = b x = =

®rgms = £ wilyy, - £ Tin (i = X{p))

whose variance, for large samples, is given by (3.4).

4. RELATIVE PERFORMANCE OF THE PROPOSED ESTIMATORS

From (3.2) we observe that if the weighted par-
tial regression coefficients Toi are used as Ti=aixi,
the variance of the corresponding estimator would be
always smaller than that of the customary estimator ?&s-

In practice, however, exact optimum T may nhot be
known, Let T = T0 = qS* Q,than for any T we find from
(1.2), (2.7) and (3.2) after some algebraic simplifica-
tion that

V(T46) = Viepye) = 51 a(2-a)TES*T (4.1)

We note that ep,~ would be better than ias as far as
O < a € 2. In practice good guessed values TX of T, may
be available through census data, past sample survey
data or pilot survey and be used in enMe which would be
better than 755 if T* = qT , O < g < 2. Similarly from
(1.2), (2.8) and {3.4) we find that epMS would be better
than yds if
Th = “hToh' 0« ap < 2 for each h = 1,2,.,.,L.
From (1.,2) and (2,9} we find that a sufficient con-
dition for ep. to be better than Y4s i given by

c R
o _ih 1 T
— X > 5 for all 1 = l,2,u..,p
h 1,2’000’1- .

il
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If the strata ratios Ri
duces to

n = Ri’ then the condition re-

C
Proi Eﬁ? > il— (4.2)
which is the usual condition for customary separate
ratio estimator to be better than mean per unit, Simi-
larly from (l.2) and (2.10) it follows that enMS would
be better than ?Es if (4.2) holds, It may be noted that
the separate ratio, ratio-cum-product and regression
type estimators discussed in Section 3 are suitable

only for large values of n, in each stratum,

5, COMPARISON WITH CORRESPONDING UNSTRATIFIED DOUBLE
SAMPLING (USDS) ESTIMATORS
The multivariate difference (Raj (1965)), multi-
variate ratio (Khan and Tripathi (1967)) and multiva-
riate-ratio-cum-product (Rao and Mudholkar (1967))
estimators for the population mean Y in USDS are de-
fined by

- p - U
be = ,Zlai“i where o;= y—ki(xi—xi) 1=1,2,404,p
i=
- p 7 - ‘ (5.1)
yf{M - -Elaiai where @i= = Xi 1=1,2,..44p
i= X3
- P 7 -
YhpM= .E aja; Where g,=-= x! 1=1,2,..4,q
i=) )(i
Y- .
= :'Xi 1=q+l’o-o’p
Xi
p
and I a; = 1. Further
i=1
v 1 1.2 1 1
! = - o —
ViYpw) = (5= )55 + (- 51) IZajaby ) (5.2)
_ o2
bik So - Aisoi - Kksok + xixksik
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M(?m) = V()71')M) with A; = R, =

M(

x| =<

1

Ai=—Ri;xk=—Rk i,k=q+l,e00,p
Ai=Ri; Akz—Rk i=l,2’ooo’q

k=q+l,.°.,p

2601

i,k=1,2,400,p (5,3)

YAPM) = V()TI')M) with A;=R;3 N =R, 1,k=1,2,...,q (5.4)

where n is the size of the second phase sample selec-—
ted randomly. It may be noted that expression in (5,2)

is valid for all sample sizes while the expressions in

(5.3) and (5.4) are approximate and valid for large

samples,

tors that sample allocation to the strata is propor-

For comparison, we assume in case of DSS estima-

tional (nh « nﬁ, h=1,2,,..,L) that is

n

h n
Vh = EE = ;'
We obtain that
— 1 l 1
V(v = Viepye) = (§ - 5¢) zw.a bl )a
> - ¢4 1 , 2)
Myfy) - M(eRMC) = (G- ﬁﬂha'Dg a
v = (+_ L (3)
M(yhpy)~ MCegpyc)= (5 - 7v) ZWya'Dya
where Dﬁm)= (dﬁ?ﬁ) m=1,2,3,
(1) _ (7 _FVr (X, _% v v = % yqe
desi = [V=0)=2 (X =X ] [ -2 (X =X ) 13
i’k=l’2)ooo,p
a2) = (FRi%;p) [ToR%, 0 kL2,
dﬁfﬁ = [Yh"aix-ih] [Y-R.X ] for i,k=1,2,...,q

[Yh‘Rixlh] [Yh+RkYkh] for i=l’2’00.’q

k=q+l,...,p
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= [Y£+Riiih] [?£+Rkykh] for i,k=q+l,eessp

It is noted that D{*7, p{2), D(3) are all posi-
tive definite matrices. Thus under proportional allo-
cation of the second sample, the multivariate combined
difference, ratio and ratio-cum-product estimators in

DSS are always better than the corresponding estima-
tors in USDS.

ACKNOWLEDGEMENTS

The authors are thankful to the referee for
valuable suggestions leading to a better presenta-
tion of the paper. Further, the second author ex-
presses her gratitude to the authorities of F, C.
College, Hisar, Haryana, for granting study leave
and to Prof, R,K. Tuteja for providing facilities
to work at Deptt., of Maths., M.,D. University.

BIBLIOGRAPHY

Cochran, W.G. (1977). Sampling Techniques;3rd Edi-
tion, New York, Wiley,

Ige, Abel F, and Tripathi, T.P. (1987). On double
sampling for stratification and use of auxiliar{
information; J. Ind, Soc, Agr. Stat., 39,191-20L,

Khan, S. and Tripathi, T.P. (1967). The use of
multivariate auxiliary information in double
sampling; J. Ind, Stat. Assoc., 5, 42-48,

Raj, D. (1965 (a)). On method of using multi-
auxiliary information in sample surveys;
J. Amer. Statist, Assoc., 60, 270-277.

Rao, J.N.K. (1973). On double sampling for strati-
fication and analytical surveys ; Biometrika,
60, 125-133,

Rao, P.S.R.S. and Madholkar, G.S. (1967), Genera-
lized multivariate estimators for the mean of

a finite Eogulation; J. Amer., Statist, Assoc.,
62, 1009-1012,

Received December 1990; Revised April 1991,

Recommended Anonymously.



	B<*W - k- I	^ (»lhShi-shoi)

	xih

	s rr i=q+l xih M^eRMe) = V^eDMC^ with xi = Ri = r	(2.9)

	M(*W = V^eDMS) with Xih = Rih= =** (2*10> Xih


	xi “ -V V

	+ (HTiry l - yds^2

	k = q+l»...,p.


	M-W Veoi' ^ n'(s'B"lgrVh(V1)s^

	V<«Wx,„.« ^ So+ n'5»h(7-1)Sht,(9'B^9>'1

	V<<W = ^ So + K^b^^ho - 2Th<VTh Sh V

	v. = 2k = 2.




