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ABSTRACT

Several estimators for estimating the mean of 

a principal variable are proposed based on double 

sampling for stratification (DSS) and multivariate 

auxiliary information. The general properties of 

the proposed estimators are studied, search for 

optimum estimators is made and the proposed esti­

mators are compared with the corresponding estima­

tors based on unstratified double sampling (USDS).

1. INTRODUCTION

When the sampling frame within strata is 

known, stratified sampling is used* but there are
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many situations of practical importance where the 

strata weights are known and the frame within stra­

ta is not available. In these situations the tech­

nique of post-stratification may be employed,, 

However in other situations strata weights may not 

be known exactly as they become outdated with the 

passage of time. Further the information on stra­

tification variable may not be readily available 

but could be made available by diverting a part o f 

the survey budget. Under these circumstances the 

method of double sampling for stratification (DSS) 

can be used.

In the proposed DSS Scheme we select a preli­

minary large sample of size n' rather inexpen­

sively from a population of N units with simple 

random sampling without replacement (SRSWOR) and 

observe the auxiliary variables x^,x2 , . . . , x  . Let 

i = 1 ^2 ^ . . . ^ p r j = 1 , 2 , . . . ,n ' denote the 

_  . ,n'
x-observations and x.' = 1 x. . /n ',  the sample

1 j=l

means. The sample is then stratified into L

strata on the basis of information for one or more 

x^ 's  obtained through Let n^ denote the num­

ber of units in S ^ ^  falling into h-th stratum 

(h = 1 , 2 , „ . . , L ,  Z r\! = n' ) yielding the representa-

vh being predetermined for each h, are then selected 

independently, using SRS’MDR within each stratum and 

y, the variable of main interest is observed. Let

h
tion

x,' = EwJ x.', where x 1 . h ih

Subsamples of sizes n^

h



L

n = ^ h ’ and fyjh) » J = l , 2 , . . . , n h ;n
__ h

h= 1 , 2 , . . .  ,L denote y-observations and y.= £ y . . / n L
h j- l'jn' h

nh

xids= £wh xih where xih= xi jh /nh

Clearly wJ* is an unbiased estimator of strata weights 
Nu

iV = —  
wh N •

Similarly the sample means x£ and x^ds based on 

first sample and subsample respectively are unbiased 

estimators of population mean auxiliary

variable x^. For estimating the population mean Y, the 

customary unbiased estimator based on DSS and its 

variance are given by

yds = £wh ^  c1-1 *

and ^ d s *  = S20 + i  - 1)W S2 (1 .2 )
n n

[Rao (1973), Cochran (1977)]

where f = J  (yj_ 7 )2/(N-l)

Nh Nh

Some estimators based on DSS and information on a 

single auxiliary variable have been proposed by Ige 

and Tripathi (1987) for improving the precision of 

estimation compared to Yds. In this paper we discuss 

several methods of estimation, based on multivariate 

auxiliary information, as an effort for further im­

provement of precision of estimation.



2. MULTIVARIATE COMBINED AND SEPARATE ESTIMATORS
BASED ON DSS

Utilizing the information collected on x-variates 

through the preliminary sample we define multi­

variate combined difference, ratio and ratio-cum- 

product estimators in DSS by 

P
e = £ ajdi 

i=l 1 1

e eDMC if ai yds“ Xi^xids“ XP  i - l ,2 , . . ,p  (2 .1 )

Yds -

® ~ eRMC ai — — xi i - 1  »2 ». .  o ,p (2 . 2 )

xids

/We —
e = e„„w„  if  a . = --- x ' for i = l , . . . , q  (2 .3 )

' RPMC “ i “ 7  i 
ids

_ ydsxids

x;
i

where a = (aj_»a2 ». • • »a ) 1 with E a^ = 1 is a weigh-
P 
E 

i=l

function and X.^'s are suitably chosen constants.

Using the same amount of information, we can de­

fine multivariate separate difference, ratio and 

ratio-cum-product estimators in DSS by

* L P

6 = h=lW*dh dh = i ^ aihdih

0 = eDMS lf dih = *h - Xih^xih_xih^ (2 *4)

i = 1 >2 , .  . .  ,p

* Yu __
e = eRMS lf di h “ - xih i = 1 *2, . . .  ,p (2 .5 )

xih

•if" y

e = eRPMS if di h = r l x ih (2 .6 )
xih



_ yhxih , 

xih

The variables x1 ,x2 , . . . , x q in eRpMC and eRpMS

are those ones of x which are positively correlated 

with y. Obviously eDMC and eDMg are unbiased for Y 

and exact expressions for their variances are given by

V<eDMC> '  So + j / h 'v , ,-  1 )a ' V  <2 -7 >

V<eDMS> = ^  Sl + n- J / V v , , -  ‘ K V b  (2-e ) 

with Bh = (b hik) I Dh = (dh ik ) i , k = l , . „ . , p

bhik = Sho-Xi Shoi ~ XkShok+ Xi XkShik
2

dhik = Sho~XihShoi" XkhShok+XihXkhShik 

Nh

.where Shik= N ^ i ^ ^ i h  j~ *ih ^xkhj~\h^ i,k= 0, l ,  ,p

the subscripts 0, l , 2 , . . . , p  refering to the variables 

y,xJL, . . . , x p respectively.

For large samples, the approximate expressions 

for the biases and M3ES of the estimators ep^,, 

are given by

s  1 1  J i  |  ■ S h o i >

i i i - n ’  ^  (Rihsu  - s hoi)

eRPMC» eRPMS

B êRMC ̂
1

_  n 1

1
B êRMS ̂ = n ‘

1
ff(eRPMC) “ n )

+ Z —  S, . ] 
i=q+l 7 . hoxJ



P aih 
+ . £ . ^  shoi]

B< * W  - k- I ^  (» lhShi-shoi)
xih

P a.
s rr 

i=q+l xih 

M^eRMe) = V^eDMC  ̂ with xi = Ri = r  (2 .9 )
1 X .1

M(* W  = V^eDMS) with Xih = Rih= =** (2 *10> 
Xih

M(SRPMC)= V(eDMC} with Xi = Ri» \  = \

for each i ,k = l ,2 ,  ..

xi “ - V  V

for each i ,k = q + l , . .

' R P M S ' ~  ' e D M S ‘

X.
X «  \  F

1II*<

Rk

for i := 1 , 2 , . . •  f  q f k = q+1 , .  

(2 . 1 1 )
with X.. 

ih "  Rih ' Nch - Rkh

for each i , k=l, 2 ,

"ih = -Rih' \ u  = kh ~Rkh

for each i ,k=q+l,

Xih
= R * 

ih ’ \ u = kh " Rkh

for i = 

k =

1  * *  *  o

<3 + 1  »  • •  * p «  

( 2 . 1 2 )

Using the results of Rao (1973), non-negative

unbiased estimators of V(e ) anri vfa i 
by ' DMC' and ' QMS are 9lven

v<eDMC> "  *od,  ♦ ; , I ( 7 - l H ( I t aia. ( s2 .
h h  n it 1 k ' ho l hoi

*“ îrS, ,+X. A., s, . . ) 
k hok i k hiky

■ *q

■f P

fP.

»q

fP



v (eDMŜ  -

where 

_2

1-f
n 1 sods + n '^ v ,  ^whS^aihakh^sho *lhshoi 

h h

~\hs hok+^ih^khS hik ̂

w'
(nh~1) 2 
(n '- l)] Sho

+  ( H T i r y  l  -  y d s ^ 2

and

hik

nh

n ^ l  jf 1 (xihj-xih )(xkhj“xkh) ’ i .k = 0, 1 , . . ,p

.2 
’ho hoo

Further, non-negative but biased estimators for 

the MSES of e ^ , .  eRPMC» eRPMS are 9 lven by

~ eDMC ̂  

m^eRMS  ̂ = V ̂  eDMS ̂  

m(eRPMC)= v<eDMC

With k± = rjL = yds/  x .ds 

with Xih = r .h= yh/  x .h 

) with X. = r..; Xk = rk

fox* ©3ch •«• >cj

\  = ~ri ; V  -rk

for each i ,k = q + l ,. . . ,p

Xi = rl  1 Xk= " rk 

fox* i —

k = q+l». . . ,p.

m^eRPMS  ̂ v ^eDMS
) with

Xih * * 1 h ’ \ h  = r kh

for each i ,k = l ,2 , . . . ,q

u =-r ■ u» K u lh ih ’ kh -rkh

for each i ,k = q + l ,. . . ,p

Xih = r ih» Xkh “ ^ k h

for i = 1 , 2 , . . . ,q, 

k = q+1 , . . . ,p .



3. OPTIMUM ESTIMATORS

.rk , c
hiLet f>ol * I  ci > o l h ^  Ci'h " ith

be the weighted average of the strata population re-r\
jression coefficients = Shoi^Shi of ^ on xi and

h ^vh_ 1 ),VhPhikShiShk
Q = I.1. ...11 - , . , , .......... ■ ■ ■
lk

where Ph^k = shik/ShiShk is the correia'tion coeffi­

cient between x. and x, in stratum h.
1 K

For p = 1, when information on only x^ is used, follow­

ing Ige and Tripathi (1987) the optimum value of in 

(2 .7 ) is given by

\>i “ ^oi

When the choices = pQ^ are made for each i ,  

the resulting variance is given by

tV< *D M C > V 3 „ i  * ^  S» + k ‘ * ’B'‘ > £ V 7 h-1 , 4 >  ( 3 ' 1 >

where B = i»k = 1>**«*P

bik = 1 ~ Poi “ Pok + PikPoiPok 

Further, when optimum weight vector

an = B-I i L  , g = ( 1 , 1 , . . . , 1 )'
° g'B g 

is used, we obtain

M - W  V e o i '  ^  n ' ( s 'B" l g r V h(V 1)s^

0 °  ao

In practice, when exact value of X .= fi . is not
ox oi

available, it may be estimated through 

o* - r tfi. i /*» ./■! i \ 2
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Using the estimated optimum values, we may define a 

combined multivariate estimator for Y in DSS by

ergMC= ^ds "  J j ^ i ^ o i ^ i d s  - xi '

For large samples M(epgj^O would again be given by

(3.1). ^

One may i'n fact obtain simultaneous optimum 

values of T\«* (i = l , 2 , . . . , p )  as follows.

Let S = (Sj_]{) , Q = (Qĵ »Q2> • • • >Qp^1

where sik = I  Wh(7  V  Soi i ,k = 0 ,l ,2 , . . .  ,P
n h

Tten V<«DMC> “ T  So ♦ n- (SJ2-2T'Q*T'S«T)

•hich gives Topt = T„ = S* - 1 Q ( 3 . 2 )

and V 9DMC> = ^  So + ^  ^ t 1 - " 2 >

2 0 1 S*—̂  0
where R = *— 0 R being the multiple correlation

S*
o

coefficient between yds and (d^,d2 » . . . ,dp ), with

d.= x. — x *1 ids i *

The optimum value of T may be estimated by 

T*= s *~1 Q*', s* = (s£k ), Q*= ( Q * , . . . , c f ) '

where s ,^  = z  w - ^ - l )  s h i k

and Q* = 1  w ' ( ^ - l )  s h o i

Using these estimated values, we may define a combined 

multiple regression estimator for Y as

a(2 ) _  y _ S T* / x _  I )
'rgMC yds ^  1 '■ids i ;ej

whose variance for large samples is given by ( 3. 2 ).

For separate estimator, when optimum is used 

separately for each i ,



V ^eDMS^Xih=poih= ^  So + n' ^Wh^vh-1 ^ShoahBhah ^3*3  ̂

where Bh = <bhik)

^hik“  ̂ ~ ^hoi ~ Phok + PhikPhoiPhok
Bj^9

Further if  optimum weight vector a h= ---—  is used,

g 'Bh 9

we obtain

V< « W x , „ . «  ^  So+ n '5 »h (7 - 1 )Sht, ( 9 'B^ 9 > '1
ih poin h h

aih=aoih

In practice when the optimum choice = ^oih

may not be made, it may be estimated through 

= shoi/shi and a sePara'te multivariate regression- 

type estimator for 7  may be defined as

= rw.'Tv. _Va..
*igMS = Jwhtyh-pihPoih(xih-xi h ^

It may be noted that M(e£g^<j) may be approximated, for 

large n^ in each strata, through the expression in 

(3 .3 ) .

For obtaining simultaneous optimum values of

= aih^ih ( »2 »• • • »P ^

Th= ^Tlh ,T2h ' ’ * * ,Tph^' ’ Sh= (Shik^' Qh= ̂ Qhl*Qh2 ’ * * »Qhp^' 
where Qhi = Shoi. We may express

V< < W  = ^  So + K ^ b ^ ^ h o  - 2Th < V Th Sh V

which gives Thopt = TQh = S~1 Qh

and V W  = ^  S?+ Vh

with Vh = Sh o ^  "  Rh o (l ,2 , . . . , p ) )

where Rho(1^ is the multiple correlation cn-



efficient between y and x 's in the h-th stratum. The

estimated value of T . is given by T s, Q, where
* * oh * * h h h

sh= ^shik^’ Qh= (Qlh ’ “  • ,Qph^'» Qih= shoi •

Using the above estimated optimum value,a sepa^-' 

rate multiple regression estimator for Y may be de­

fined as

ergMS = £ wh ^ h  “ if i Tih ^Xih “ xi h ^

whose variance, for large samples, is given by (3 .4 ) .

4. RELATIVE PERFORMANCE OF THE PROPOSED ESTIMATORS

From (3 .2 )  we observe that if  the weighted par­

tial regression coefficients TQ^ are used as T^=a^X^, 

the variance of the corresponding estimator would be 

always smaller than that of the customary estimator yds *

In practice, however, exact optimum T may not be
— 1

known. Let T = aTQ = aS* Q,then for any T we find from 

( 1 .2 ) ,  (2 .7 )  and (3 .2 ) after some algebraic simplifica­

tion that

v<?ds) - V<eD»/!C> = n' «<2-«)TiS *To t4-1 ’

We note that would be better than yds as far as

O  < a < 2. In practice good guessed values T* of TQ may 

b e  available through census data, past sample survey 

data or pilot survey and be used in e^^, which would be 

better than yrfs i f  T* = aTQ , 0 < a < 2. Similarly from

( 1 . 2 ) ,  (2 .8 )  and (3 .4 ) we find that e ^ g  would be better 

than yds if

Th = ahToh' 0 < ah < 2 for eaCh h =

From (1 .2 )  and (2 .9 )  we find that a sufficient con­

dition  for to be better than yds is given by

Phoi “ r7 > 2 for a11 1 = 1 »2 » • • • »P

h ~ 1 » 2 , . . . , L  .
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If the strata ratios = FL, then the condition re­

duces to

phol c j f  > i  <4-2 >

which is the usual condition for customary separate 

ratio estimator to be better than mean per unit. Simi­

larly from ( 1 . 2 ) and (2 . 10 ) it follows that e ^ ^  would 

be better than y^g if (4 .2 ) holds. It may be noted that 

the separate ratio, ratio-cum-product and regression 

type estimators discussed in Section 3 are suitable 

only for large values of n^ in each stratum.

5, COMPARISON WITH CORRESPONDING UNSTRATIFIED DOUBLE 
SAMPLING (USDS) ESTIMATORS

The multivariate difference (Raj (1965 )), multi­

variate ratio (Khan and Tripathi (1967)) and multiva- 

riate-ratio-cum-product (Rao and Mudholkar (1967)) 

estimators for the population mean Y in USDS are de­

fined by

YjqM ~ .£ aiai where “ 1= y - ^i^- x j) i = l ,2 , . o. ,

-  v y  —
yRM = -5 aiai where aj = — xJ i = l , 2 , . . . , p

l-l xi

p 7  -
Yrpm- . ^^aiai where a^- i —l , 2 , . . . , q

P

(5.1)

i=q +l,. . . ,p

P
and Z a- = 1 .  Further 

i=l 1

V^yDM  ̂ ~ ^n'~ N ^ o  + ^n “ n '^ ?^ai akbik (5 . 2 )

bik = So ~ XiSoi "  XkSok + Xi XkSik



= with \  = Ri = - i » k = l ,2 , . . . ,p  (5 .3 )

Xi

M(ŷ pM) — ^CyD)vî  wi^h Xi~Ri ' Xk=Rk *k=l »2 ,. o. , q (5 .4 )

^ =—R-̂» ^   ̂> k=q+l, . . . ,  p 

Rj_ > i =l»2 » . . . , q

k=q+l,. . . , p

where n is the size of the second phase sample selec­

ted randomly. It may be noted that expression in (5 .2 ) 

is valid for all sample sizes while the expressions in

(5.3) and (5 .4 )  are approximate and valid for large 

samples.

For comparison, we assume in case of DSS estima­

tors that sample allocation to the strata is propor­

tional (nh a n^, h = 1 , 2 , . . . , L )  that is

v. = 2k  = 2.
h n^ n •

We obtain that

V<>’DK) - V (9DMC) = <£-£■> J V ,Dh1)a

»(?m> - M(eroc) "  <n - s .)  » h » ' Dh2>a

» < 5 W -  “ ( ' r m c )- - £•> » h a ' Dh3)a

where ^ h i k ^  m =

dhik ’  t < V 7 > - V *kh - *k > ]5

i f k .1 ̂  2 ̂  « • *p

dhik = t^h-Ri^ih^ ^h ~ Rk^kh^' i ,k = l ,2 , . . . ,p

dhik = t V V i h H V V k h ]  for i»k=l ,2 , . . . , q

= [ V Ri*ihJ [?h+V k h ]  f0r i = l ,2 , . . . , q

k=q+l, . . .  ,p



“ [^h+Ri A h J  f^h+Rk\h^ for i»k=q+l,. . .  ,p

It is noted that ^ h ^  are Pos^“

tive definite matrices. Thus under proportional allo­

cation of the second sample, the multivariate combined 

difference, ratio and ratio-cum-product estimators in 

DSS are always better than the corresponding estima­

tors in USDS.
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	B<*W - k- I	^ (»lhShi-shoi)

	xih

	s rr i=q+l xih M^eRMe) = V^eDMC^ with xi = Ri = r	(2.9)

	M(*W = V^eDMS) with Xih = Rih= =** (2*10> Xih


	xi “ -V V

	+ (HTiry l - yds^2
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