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Methods for classification of two thyroid follicular tumour classes

S. K. PARUItE, U. JUETTING? and G. BURGER}

The goal of the present paper is to show that certain cytometric (morphological,
photometric and textural) features of isolated cell nuclei can be useful for discrimi-
nation and classification of two thyroid tumour classes, namely, follicular adenoma
and follicular carcinoma which cannot in general be visually discriminated in
cytological smears. Several lincar classifiers both at cell and specimen levels are
proposed. In order to estimatc the true error rate of these classifiers, a ‘hold one
specimen out’ scheme is employced.

1. Introduction

Important goals in clinical cytology are cancer diagnosis, cancer typing, prog-
nostic grading, etc. These tasks are patient oriented and final decision making refers
to specimens and not to cells. One approach to these tasks is through certain quanti-
tative features of isolated cell nuclei (Burger er al. 1985, Burger and Juetting 1986).
In this case, first the cell images in a specimen are segmented and then a set of
morphological, photometric and 1extural features are extracted from the nucleus of
each cell, Specimen classification may then be a two-stage scheme. In the first stage,
each of the cells in a specimen is classified into one of the member classes. In the
second stage, on the basis of the first stage classification results, the speciraen itself is
classified into one of the specimen classes. The two-stage specimen classification
problem has been considered first by Castleman and White (1980, 1981) and later by
several others (Burger and Juetting 1986, Timmers 1987, Smeulders 1986). The
present paper deals with two cytopathologically relevant thyroid tumour classes
where a fine needle aspirate specimen is to be classified into one of them. It is assumed
that there are two classes at cell level also. We employ statistical linear discriminant
analysis to obtain an optimal classifier at the cell level and on the basis of that devise
a specimen classifier which is not necessarily optimal at the specimen level.

Also proposed is a specimen classification approach that does not involve cell
dassification but is based only on the cell features mentioned above. The two thyroid
classes that are dealt with here are follicular adenoma and follicular carcinoma which
in general are not visually distinguishable in cytological smears. It is assumed that an
overwhelming majority of cells in the carcinoma specimens are carcinoma cells,
though they cannot be identified. Now, since a pure carcinoma cell class cannot be
formed, the pooled cells from all carcinoma specimens are treated as the carcinoma
cell class. This is later proved to be not so unreasonable by the results of a ‘hold one
specimen out’ scheme where a cell classifier is devised using all but one specimen and
then the cells in that specimen are classified by the classifier. The cells that are
classified as “carcinoma’ are called positive. Specimen classification is done on the
basis of the positive cells. The adenoma cell class is formed by pooling all the cells
from all adenoma specimens.
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It is well known that if the training sct is used as a testing set for a classifier, the
estimate of the misclassification rate is optimistically biased (Hand 1981). In order to
solve this problem the "hold one specimen out” scheme is employed to achieve a more
reliable estimate of the misclassification rate. It is finally shown through numerical
results how reduction in dimensionality may lcad to reduced true misclassification
rates.

2. Cytological material and feature set

The present analysis is based on 27 follicular adenoma and 20 follicular carcinoma
specimens which were obtained by finc needle aspiration before surgery and on the
diagnosis that was done by a pathologist after surgery. The smears were air dried and
pappenheim stained. From cach specimen. about 100 isolated well preserved cell
nuclei were visually selected for analysis without any pathological biasing. The images
of the cells were captured by a TV camera with microscopical objective magnification
of 100X (oil) using a narrow band optical filter at 500 nm wavelength, and digitized.
The nominal local resolution of the digitized images was 0-25 yum and the nominal
gray value range 256. Using ILIAD procedures (Eriksson er al. 1982) which are
interfaced with a VAX 11/750 (Gais and Rodenacker 1987), 43 features are extracted
from each cell image. These featurcs include (¢) morphological features such as area
and perimeter, (b) photometric featurcs such as integrated optical density and ()
textural features describing the staining pattern of a cell. Details of the features ar¢
available elsewhere (Rodenacker 1987).

At the cell level the set of cells pooled from all 27 adenoma specimens form th
sample adenoma cells. The sample sct of carcinoma cells is formed similarly. Thest
two sample sets were used to devisc the cell level classifier. The classification here is
supervised and uses linear discriminant analysis.

3. Feature reduction and cell classification

To use all the 43 features in discrimination and classification is not practical for
two reasons. First, to compute all the 43 features for each cell in an unknow?
specimen is very expensive in terms of computing time. Second, the accuracy Of,a
classifier may, beyond a level, decrease with increasing number of features; this 15
known as Bellman’s ‘curse of dimensionality’ (Hand 1981). This curse of dime?
sionality is demonstrated in a later section.

It is seen that there is a high amount of redundancy in the set of 43 features Wifh
respect to discriminatory power. As a first step to reducing the number of features ”
the classifier, a smaller number of features from the original set of 43 features ¥e'*
selected. For this purpose, a stepwise discriminant analysis was employed.

The stepwise method selects only the features with significant extra discriminatofy
power and the number of computational steps involved in the process depends on the
data set. The method starts with no features in the model. At each step, if the mode’
is non-empty, the feature in it that contributes least to the discriminatory powef o
the model as measured by Wilks’s lambda is considered. If this contribution is ot
significant (in terms of a preassigned value) the feature is removed from the mod¢
Otherwise, irrespective of whether the model is empty, the feature not in it t*
contributes most to the discriminatory power of the model is considered. If i
contribution is significant (again in terms of a pre-assigned value), then the feature'
included into the model. When each feature in the model contributes signiﬁcarltl)/t
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Adenoma Carcinoma Total
{(®o) (%) (%)
(a) Using all 43 featurcs. The misclassitication rate is 33-21% (1494)

Adenoma 1673 843 2516
(66-49) (33-51) (100)
Carcinoma 65) 1331 1982
(3285 (67-15) (100)

(#) Using only 13 best features. The misclassification rate is 34-17% (1537)
Adenoma 1629 887 2516
(64-75) (35-25) (100)
Carcinoma 650 1332 1982
(32:80) (67-20) (100)

(c) Results using only the canonical vanable are the same as in (b)

Table1. Cell level reclassification results using hnear disciminant analysis with equal a priori
probabilities. There are N, = 2516 cells in 27 adenoma specimens and N, = 1982 cells
in 20 carcinoma specimens.

the discriminatory power of the model and no feature outside the model does so, the
stepwise selection procedure stops.

In the present case, both the criteria above are made stringent so that not too
many features are finally selected in the model. In terms of the F test the significance
level is taken to be as low as 0-005 in both cases. The final model obtained through
this stepwise selection consisted of only 13 features. The loss in the classification
tesults at the cell level due to the removal of 30 features is insignificant and shown in
Table 1.

Thus in the first phase of featurc reduction, a subset of 13 features from the
otiginal feature set is selected. But 13 is considered still too high for the dimensionality
of the cell classifier. In the second phasc of feature reduction, the aim is not to reduce
thecost of measurement of features but 1o increase the accuracy of the classifier (Hand
1'981). For this purpose the canonical discriminant analysis is used which derives a
11{lear combination of the 13 features (the first canonical component); this gives the
highest between class variation. This linear combination is called the canonical
Variable. This variable alone is used in the cell classifier. The increase in accuracy
dchieved by replacing 13 features with the canonical variable in the cell classifier can

seen later (in Tables 3 and 4).

4 Specimen classification
41, Reclassification scheme
S0 far the classification has been confined to the cell level. The problem now is to
ClaSSlfy a specimen on the basis of its classified cells. Here it is assumed that each
SPecimen clasg is characterized by the proportion p of positive cells present in a
*Pecimen and that the number of these cells follows a binomial distribution Bin (n, p)
Cre 1 is the total number of cells in the specimen. Let p, be the population
Paranieter for this proportion in the adenoma specimens and p, for this proportion
U the carcinoma spec1mens Let pt be the ratio of the total number of positive cells
PeSent in 27 adenoma specimens to the total number of cells in them. Similarly, p¥
lk°°mputed on the basis of 20 carcinoma specimens. pf and p¥ are the maximum
elihood estjmators of p, and p,, respectively. It can be shown that p¥ follows an
YWptotic normal distribution with mean p, and variance p¥(1 — P¥)/N,. Similarly,
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Adenoma Carcinoma Unclear Total

(@) Using all the 43 features. Number of cosrectly classified specimens is 33 (78:57%).
Number of incorrectly classified specimens 15 9 (21:43%)

Adenoma 18 6 3 27

Carcinoma 3 1S 2 20

(b) Using the best 13 features. Number of correctly classified specimens is 32 (78-:05%).
Number of incorrectly classitied specimens 1s 9 (21:95%)

Adenoma 17 6

Carcinoma 3 15

(c) Results with only the canonical variable are the same as in ().

27
20

) &

Table 2. Specimen level classification results with reclassification scheme corresponding to the
cell level classification results shown in Table 1. The percentages exclude unclear
specimens.

p¥ follows an asymptotic normal distribution with mean p, and variance pf(1 — p¥)/
N,. (N, and N, are the total numbers of cells present in the adenoma and carcinoma
specimens, respectively). Let these two distributions be denoted by f; and f;, respect-
ively (p, and p, being replaced by samples p®* and p?. respectively). Let ¢ be the
threshold value for the positive cell proportion such that f,(f) = f3(¢) and ¢ lies
between p, and p,. Now the specimen classification problem reduces to deciding which
of the above two populations a specimen with n cells (among which x are positive
cells) is coming from., Let p be the population ratio of positive cells in such a specimen.
Then p* follows an asymptotic normal distribution with mean p and variance
p*(1 ~ p*)/n where p* = x/n.

Note that the 90% confidence interval for p is (p* — 1-645./(p*(1 — p*)/n),
p* + 1:645/(p*(1 — p*)in). If p* + 1:645 (p*(1 — p*)/n)is less than ¢, then the
specimen is classified as adenoma. On the other hand. if p* — 1-645./(p*(1 — p*)/n)
is greater than ¢, then the specimen is classified as carcinoma. Otherwise, the specimen
is not classified but left as unclear. That is, a specimen is not classified if ¢ falls inside
the above confidence interval. The spccimen level classification results using this
scheme are shown in Table 2.

4.2. Hold one specimen out scheme

In Tables 1 and 2, the results are of reclassification in the sense that the same set
is used for both learning and testing. To obtain the true error (or misclassification)
rate one should use a different testing set from the learning set. But in the present case
(and in the medical field in general), not enough specimens are normally available
which can be divided into a learning set and a testing set. For this reason, a hold one
specimen out scheme is employed. That is. when a specimen is being classified, it is
excluded from the learning set while all other specimens are included, and the
excluded specimen becomes the testing set. This is repeated for each specimen and the
average proportion of misclassified cases is an estimate for the true misclassification
rate. But is should be noted that two things are learnt on the basis of all the specimens
together: first, the set of 13 most discriminatory features and second, the coefficients
of the canonical variable. These are learnt only once and learnt before employing the
hold one specimen out scheme. The results of three different classifiers at both cell
level and specimen level using this scheme are given in Tables 3 and 4, respectively.

In specimen level classification also, the fact that less number of features can be
more accurate is evident. For the classifier with all 43 features, results with the hold
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Adenoma Carcinoma Total
(%) (%) (%)
(a) Using all 43 features. The misclassification rate is 45-40% (2042)
Adenoma 1398 1118 2516
(55-56) (44-44) (100)
Carcinoma 924 1058 1982
(46-62) (53-38) (100)
(b) Using 13 best features. The misclassification rate is 42-49% (1911)
Adenoma 1447 1069 2516
(57-51) (42-49) (100)
Carcinoma 842 1140 1982
(42-48) (57-52) (100)
(¢) Using only the canonical variable. The misclassification rate is 34:24% (1540)
Adenoma 1627 889 2516
(64-67) (35-33) (100)
Carcinoma 651 1331 1982
(32:85) (67-15) (100)

Table 3. Cell level classification results with hold one specimen out scheme using linear
discriminant analysis. All threc tables below show true error rates. The results
demonstrate how a classifier with more features can sometimes be less accurate
(Bellman’s curse of dimensionality).

one out scheme are far worse than those with the reclassification scheme. For the
classifier with 13 features, the difference is less. Finally with the canonical variable the
difference is nil. Thus, the instability of a classifier increases with larger number of
features and this can be explained in the following way. For a classifer with more
features, more number of parameters are to be estimated. But the number of obser-
vations on the basis of which this estimation is to be made remains the same. In other
words, the same set of observations if seen in a higher dimensional space is quite likely
to be sparsely distributed and hence will lead to unstable and unreliable estimates of
the parameters. Consequently, the performance of a classifier with more features
becomes worse.

The specimen classifier above classifies each cell of a specimen. An alternative way
is not to classify the cells which lie very close to the boundary between the two classes.

Adenoma Carcinoma Unclear Total

(a) Using all the 43 features. Number of correctly classified specimens is 24 (61-54%).
Number of incorrectly classified specimens is 15 (38-46%)

Adenoma 12 11 4 27

Carcinoma 4 12 4 20

(b) Using best 13 features. Number of correctly classified specimens is 25 (65:79%).
Number of incorrectly classified specimens is 13 (34-21%)

Adenoma 13 9 5 27

Carcinoma 4 12 4 20

(¢) Using only the canonical variable. Number of correctly classified specimens is 32
(78:05%). Number of incorrectly classified specimens is 9 (21-95%)

Adenoma 17 6 4 27

Carcinoma 3 15 2 20

Table 4. Specimen level classification results with hold one specimen out scheme
corresponding to the cell level classification results shown in Table 2. The percentages
exclude unclear specimens.
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Adenoma Carcinoma Unclear Total
%) “o) (%) (%)
(a) Cell level classification results
Adenoma 1431 9| 494 2516
(56-88) (23:-49) (19:63) (100)
Carcinoma 433 1116 383 1982
(24-37) (56-31) (19-32) (100)
(b) Specimen level classification results
Adenoma 20 6 | 27
Carcinoma 3 16 1 20

Table 5. Cell and specimen level classification results with hold one specimen out scheme on
the basis of new cell classification approach where only a cell with ¢ posteriori probability
more than 0-55 is classified. Only the canonical variable is used.

This may be appropriate since the overlap between the two cell classes is quite high.
A cell is classified if the maximum of the two « posteriori probabilities is greater than
0-55. Otherwise, the cell is left unclassificd. Then the same specimen classification
technique is applied as is described for the first specimen classifier above based on the
classified cells of a specimen. The classification results in the cell and specimen levels
are given in Table $. It can be secn that four out of six specimens unclassified before
are now classified correctly.

The specimen classification discussed so far involves. directly or indirectly, single
cell classification. Now a specimen classification scheme is proposed which avoids
single cell classification altogether and 1s based on the mean value of the canonical
variable ¥ within a specimen. It is assumcd that ¥ is normally distributed within
adenoma specimen cells and within carcinoma specimen cells with different means but
equal variance. Thus, the average of the two mcans is taken as the threshold value 7.
It is seen that the adenoma mean is greater than the carcinoma mean. Now, suppose
a specimen with n cells and mean 3 is to be classified. The standard erroris s” = s/\/r—z.
Thus, the sample or specimen mean I is normally distributed with mean ¥ and
standard deviation s”. If Prob (¥ > T)is greater than 0-95, that is, if 4 — 1-645s” is
greater than T, then the specimen is classificd as adenoma. On the other hand, if
Prob(V < T) is greater than 0-95, that is. if ¥ + 1-645s” is less than T, then the
specimen is classified as carcinoma. Otherwise, the specimen is not classified and is
left as unclear. The specimen level classification results using this approach are
given in Table 6. It can be seen that the specimen classification results based on the
specimen mean are more or less the same as those based on single cell classification
(Table 4(c)).

Adenoma Carcinoma Unclear Total

(a) Using only the canonical variable. Number of correctly classified specimens is 33

(80-49%). Number of incorrectly classified specimens is 8 (19-51%).
Adenoma 18 5 4 27
Carcinoma 3 15 2 20

Table 6. Specimen level classification results on the basis of the specimen mean of the
canonical variable V. Reclassification and hold one specimen out schemes produce the
same results.
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S. Discussion

The intention of this paper has been to explore the possibility of using certain cell
features for the classification of some thyroid tumour classes on the basis of smears
from fine needle aspiration without having to go for surgery. The results above
indicate that the cell features do contribute to the classification. But it is to be noted
that though the cell level classifiers are optimal the specimen level classifiers are not
necessarily so. Thus, there is a scope for improvement in the specimen classifiers. It
has been observed that within a diagnostic class, the between specimen variability is
quite high though it has been implicitly assumed that a specimen can be treated as a
random sample from a normal population (of the pooled cells from the corresponding
diagnostic class). A more realistic model will possibily be that of a compound
distribution where one can assume one distribution within a specimen and another
between specimens within a diagnostic class (Timmers 1987, Bartels 1988). For
example, it can be assumed that the cell feature vector X follows N(u, o?) within a
specimen and pu follows N(x. 63) within a diagnostic class, where o7 reflects the
variability within a specimen and 43 the variability within a diagnostic class.

For the present analysis of data the statistical software package SAS (SAS
Institute Inc., U.S.A.) has been used on an IBM 4381-2 machine.

As mentioned earlier, there is no information on which are the carcinoma cells in
the carcinoma specimens. In casc it is in some way possible to identify the carcinoma
cells in a carcinoma specimen, the two thyroid tumour classes under consideration
may be discriminated more successfully employing the methods proposed in the
present paper.
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