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SUMMARY. Ovary {1358) snd Khemia, {1969, 1970) prupowed a oow clas of indox oumbers
for comsistont price and yusntity compansons. These acv based vn tha eoncopta of "exchange rato’ of the
curroncy and ‘avorage price’ of & cummodity. Thoso index numbers emarge from the salation of & system
of linoar squations. In Lhis paper, wo cbtan the mdex aumbers uxing only the conospt of ‘oxchangs
rate’. Wo also derive nocemary and mufficionl conditians fur Lhe sxutenca of thess mdex nambers. Wo
prove thet uaique wt of meaningful indox uumbars ox:sta if and only if the gruupe under comparison cannot
bo divided into two nonempty subclassce such that there is ny commaodity in us common to both of thess
classon. Finally, wo teckla a practical problem which arimm duo ta tha absence of prics and quantity com.
position of the expenditure on wome ilerms. Wo illustruta this by teking the oxpenditure deta on Rural

Indis from the 18th round of National Sample Barvey.

A new class of index numbera was proposed by Khamis (1969; 1870) which
leads to consistent inter-country comparisons. These index numbera are based on
aset of M4+ N homog quations (1), formulated by using the concepts of ‘average
price’ and ‘exchange rate’. These equations were first proposed by Geary (1958).
Geary observed in his paper that nontrivial solution exista for the system {1) depending
on one of the arbitrary parameters. Khamia (1970) derives some sufficient conditions
for the existence of unigue positive solution for the system (1).

In this paper, we arrive at the required cquationa by nsing only the concept
of ‘exchange rate’ and some definitional identities. Thia way of formulating the system
implies that this approach is unique if one wishes to make use of the concept of 'ex-
change rate’. Further, we derive necessary and suffici dition for the
of positive solution for (1) in terms of data on prices and quantities, which are easily
verifiable. We prove that unique positive solution exists if and only if the set of
groups involved in the comparison cannot bo divided into two non-empty subclssses
such that there is no commodity which is consumed in hot,b the clesses. Tlul mluh is
proved by using some properties of d ¢ i J
und graphs. This condition justifies tho intuitive feeling that the eompamom are
meaningful only when the groups under comparison are related in a partioular manner
and our result gives an objective criterion for doing this, Results in thia paper are
stronger than Khamis® presonted in (1970) whero only sufficient conditions for the exis-
tence of positive solutions arv derived.

Finally, we consider a practical problem, which arisee due to the abeence of
price and quantity composition of the expenditure on some items. We tackle this
problem by distributing this expenditure to varions commodity groups, by snitably
modifying the method desoribed in Section 1. We illustrate this by taking the ex-
penditore data on Rural Indis from the 18th ronnd of NSS.
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1. DzyNTTIONS

Lot py and gy, repressnt the price and quantity of the i-th commodity in j-th
group reapectively, for § =1, ..., N and j = 1,..., M. Let R; and P represent the

oxohange rate of j-th ocurrency and average price of i-th commodity respectively.
Then they are defined by the following equations

3
o— for j=1,.., M

Pi='gt — for i=1,..,N w (1

N
Denote® & =Py By = 'E|¢41. vy = eylEy;

¥
Q= E, Qi 9y = qulQ and R} = RE;

Equations (1) can be simplified by substituting the valuea of Py in the valuee of R,
and put in the form

BR=10 @
N

where B = ((by)) and by = 8y— X ghvy; Su=1if k=1and =0 if k!, and
=1

R=[R .. Ry
If we are to form the equations (1) and hence {2), we must assume that

Assumplion 1: For all i and 7, (i) py > 0, (i) @; > 0 and (iii) £y > 0. This
assumption can be interpreted easily. In most of the practical situations this ia
satisfied.

For all practical purposes, it is enough to work with system (2) sinoce any solu-
tion for (1) is a solution for (2) and vice versa. So in our paper we conaider only (2).

ALTERNATIVE FORMULATION

We will obtain (2) by considering some sort of consistent conditions. Suppose
that R represents the exchange rate for one unit of money in j-th gronp forj =1, ..., M.
Under the same notation aa above Ry Ky representa the worth of the money expenditure

*Wo bave deviated from Khamia' (1870) notation for convanianes.
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s
Ey in the j-th group in & common ourrency unit. Similarly I e,R, represents
Jat
the worth of the total money expenditure on the i-th commodity in all the groups
M
taken together in a common currency unit. q:,lzl eyR,represents the shars of the

¥
k-th group in’El ¢yRy. This can be defined for commodities, s = 1, ..., N. This above
definitions imply that, for k=1, ..., M

N M
ReEx =% g} T eyR,
=1 g

Therefore

MM
R‘,—E, R E]q,,v,,:() fork=1,.. M.
These equations can bo rewritten and be put in the form

BR=0.

We could arrive at the system of equations, by the definition of Ry’s. Thia
way of formulating the problem seems to be more simple. We need not define average
prices to arrive at theso equations. This way of formulating the problem has another
important advantage. Thie formulation implioa that any one who wants to introduce
the ‘exchange rate' concept would, eventually, arrive at system (2). This increases
the need for this approach in the index number problem.

However the motivation for solving (2) ie the following. Once we arrive at
solution for (2), we can arrive at Py's from (1). Using the values of E}’s and Py's we
can define the price and quantity index numbers in the same way as Khamis (1989) did,
where the readar would find various properties of these index numbers.

2. EXSTENOB AND UNTQUENBSS
Consider the equations
BR=0.
The wmatrix B has the following propertiea.
(i) Theelement by > 0if k=1 and by, Oifk71 for all k and L
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{ii) Each column sum in B is zero. Consider the 1-th calumn.

¥
Wo have b=3 bn
=

N M N
=(1-£ q.,v,,)_ £ I ghw
=1 k=1

=1

BN
=1- L I gy
k=1 iml
N M
=1-ZwIq
i~ kel
M N
=0(sinl:e2 gp=1 nndEv‘,:l)
£= =1

By property {2) we have that B is singular.
Let C=B={n)

N
where g =0nu— L vyqpond Sy =1 if k=1land =0 if k #1.
f=1
So ¢y > 0 for k = 1 and ¢y € 0 for k 3 ! and each row sum in C ia zero and hence
M
leex| = E |em], for all K.
)

Also ¢y = 0 if and only if ¢y = 0. These properties {ollow by assumption 1.

We will try to solve (2) in the following manner. We put one of the Ry's
to be t and arrive at the solution for the rest of the R;’s. Without loss of generality
put R, = 1. Then we have

BR=y . (8)
where B,is the matrix obtained by deleting the M-th row and the M-th column. R
ia obtained by deleting the M-th element in R and y is abtained by deleting the last
eloment in the last column of B. Define A4 = 5.
Some pertinent definitions are given below.

Definition 1 : Let @ be the graph with the groupe as vertices and join vertices
k and 1 if there is a commodity i for which gy and gy are positive. Call @ the ‘adjacent
graph’ of the given data.

Definition 2 : The graph G is said to be connected if we can pass from any
vertax to any other vertex.

3



EXISTENCE AND UNIQUENESS OF A NEW CLASS OF INDEX NUMBERS
Definition 3: We eay that the i-th row of the matrix 4 is dominated by ita
diagonal if |ay| > Iglaul-

Definition 4 : A matrix A, is said to possess property P if the removal of
any K rows, 1 { X  n—1, and the corresponding columns, leaves the matrix with
at loast one row dominated by its diagonal elemont.

Definition &: A matrix 4,y i 8aid to be dominant disgonal if thore oxist
positive numbers A,, Ay, ..., A, such that for all i

A > Z2 .
i aul z g lagy| e (4)

Definition 8 : Wey say that a matrix is a P-matrix if all the principal minora
are positive.

Definition 7: A non-negative matrix A,, . = (ay) iz said to be indecomposabla
if there ia no nonempty proper subset J of {1, ... n) such that ay = 0 for icJ
and jeJ.

Definition 8: Let A,x, = (a) > 0. Then lot * bo the graph adjoint to
the matrix A with the vertex sot (!, ... . n} and join i-th vertex to j-th vertex if there
oxista n chain of vertices (Ko K,.....K)). Ky =1 and K; = j suoch that for any
consecutive K, and K,,,, axn"nu > 0.

Observe that the graph is a directed graph,

Our aim is to arrive at the necessary and suffioi ditions for the
and uniqueness of the non-negative solution for the system (3). In arriving at these
conditions we will prove a sequence of lemmaa tending to tho ultimate goal.

Lomme 2.) : A necessary and sufficient condition thal the matriz C has property
P ia that the adjacent graph G is connecled.

Proof : Suppose first that G is connected. If the rows numbered i, ..., iy
and the corresponding columns of C are deloted lot the new matrix be C;. Now sinco
@ is connected, there is an edgo joining one of i, ..., iy to some vertox ! outside. Then
in the I-th row of C there is a non-zero element in one of the columns 1,, ..., 1; and
since

1Cal = 2, 161

it follows that the I-th row of C is dominated by its disgonal eloment. This proves
sufficiency.
Next. let C have property P. 1f G is not connected, then the vertices can be
partitioned into non empty subseta iy, ..., f2} 8nd (jy, ... ji} euch that there is no edge
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joining an s and aj. Now we have O, , = Ofora=1,..,keadf=1,..,1. Thus
“»

the matrix obtained from O by deleting the rows numbered i,, ..., iy and the corres-
ponding columns have no row domi i by its diagonal el This contradicti
proves the neoeeaity.

Lot 4 be the matrix obtained by deleting the last row and the laat column
of C. Then we have

Lemma 2.2: 4 is dominant diagonal if and only if A Aas property P and A
haa a row dominaled by its diagonal element.

Proof : First let 4 be dominant diagonsl. Then there exist positive numbers
Ay, -y Am_y satisfying (4) above. Suppose now that A does not have property P.
Then there exist iy, ..., i with !  k ¢ M —2 such that the matrix obtained from 4
by deleting the rowa numbered f,, ..., 1 and the corresponding columns does not have

any row which is domi d by its di 1 ol
Thus laa] = M.(l.z-nJ. lagl for & iy .., in
Let Ay =min{Ay:j # 4y, ..., ix)

Then we have

z Al z Aay| = A > z A
s glay| > ety i|ay| = Adlay| e glayl

...........

& contradiction whioh proves that 4 has property P. Since 4 is dominant diagonal
there exists a row which is dominated by its diagonal element. This proves the only
if part.

Conversely let 4 have property £ and let a row be dominated by its diagonal
element. Then we construct positive numbers Ay, A,. ..., Ay, satisfying (4) above.

Let iy, ..., i be the rows of 4 domi d by their di ! el Then
choose any numbers 4, ... s, such that

z

Z el
A

fa, |

Lot M = mu(p“'_”lp,‘) and define

<4 <1 fora=1,..K.

A=Ay = =2, = u1).
In our construotion all the A's will be less than unity. Henoe for =1, ..., k,

Aoy | =nVla, | > o 1> % la | > E Ala,
. 2
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Now delete the rows numbered iy, ..., i and the corresponding columns from A and
let jy, ..., ji bo tho rows which are domi d by their diagonal el in the new
motrix. Then choose numbers 4, , ....;a,l such that for #=1,...,1,

f

E a4+ B Alay)
by '3 Ity

R A
a,
s

<y, <l

This choice is possible since

a, = X a, .+ p
la,! m,.«l.---.«,‘ K4 l;-al.:'....«.la’n‘]

! -‘1-‘,~»»-.I.[a"‘l >0 end M <1 for j=i ik

Let u'® = max (4. “,,;4,‘) and define

1
A =4 == =D
1, TN, g = H

Then for f=1

Ay Loy | = uPla | > fay

> X la;s]+ I Aa
gy "" bt dy q ’,’I

I A .
>m‘ l|",‘;|

Now deleting the rowa numbered jy. ..., js and the corresponding columns we got some
rows which are domi d by thoir diagonal el The ponding A's can
be defined similarly and the process is ropeated until all rows are oxhausted. It is
evident that the resulting numbers A, ..., Ay_, are leas than unity and satisfy condition
(4) above. Thie completes the proof of the lemma.

Lemma 2.3: A has properly P and A has al least one row dominaled by ils
diagonal element if and only if C has properly P.

Proof : If part ia trivial, for, the removal of rows numbered 1y, ..., iy and the

ding col of A is equivalent to the romoval of the rows numbered
iy, iy, .-y i M and the corresponding columns from C.

‘To prove the only if part supposo that A has property P, A has a row dominated
by ita disgonal element and C doee not have property P.

Let 1y, ..., i be such that the removal of rows iy, ..., iy and the corresponding
columns from C gives a matrix with row dominated by ite diagonal element. Then
evidently M iy, ..., 5x. Lot now (M, j,, ....5} = {1, ..., #} —(iy, ..., ). Now by
definition of 4, ..., fy, we have

Oy =0 for a=1,..,0and f=1,.. .k
oy}

Opg =0 for f==1,..,k
4
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But then 0,“ = 0 and 0,‘,, = 0 and 80 the deletion of the rows and columns num-
'

bered M, j, ..., 2 in C leaves 8 matrix with no row dominated by its diagonal element,
a diotion to the hypothesie. This pletea the proof of the lemma,

From Lemmas 2.2 and 2.3 we get

Theorem 2.4 : A is dominand diagonal if and only if C has properly P.

Theorem 2.6 : A malniz A = (ay) having a positive dominani diagonal is a
P-matriz.

Progf : See Nikaido, (1988), pp. 386-87.

If A is » matrix whoee typical element ay; and ay = ply—dy where &y = 0
for k 2 Jand 8, =lfor k=1 anddy > 0 forall kand land p > 0
Az =y . (8)
is a system of equations, we have
Theorem 2.8 : The following stak ls are sval

(i) System (5) has a sel of non-negative solutions z, » 0(3 =1, ..., n) for
some set of positive y; > 0(i=1,..,n).
(ii) Syatem (B) 35 solvable in the non-negative unknowns z; 2 0(i =1, ..., n)
for any set of non-negative y >0 (i=1,..,n).
(iif) AU the principal minors are posilive.
Proof : See, Nikaido (1968), pp. 90-93.
As a result of the above theorem, we get
Corollary 2.7: If 4 is @ P-malriz and of lthe form required by (6) then A-!
exials and i8 non-negalive.
Proof : A~ exists sinee 4 is a P-matrix. A-' is non-negative follows from
(ii) of the above theorem.
If A-' exists and is non-negative wo have thut B! exists and is non-negstive
which ussures that R is non-negative.

Our aim ia to show that existenco of 4! implies that the graph @ is connected.
Lot us prove the following.

Lemma 2.8: If A-' exists then graph G is connected.

Proof : We have that A is non-singular. Now suppoes that & is not oon-
nected. Then the vertices can be partitioned into non-empty subsets {3y, ..., g}
and {j;, -, fi} suoh that there is no edge between these two sete. Observe that {M}
cannot be equal to either of the sets, for, the matrix 4 whioh is obtained by daleting
the row and oolumn numbered M from the matrix C, would not have any row domi-
nated by ite diagonal eloment. This implies that A is singular.
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Further the fact that there are no edges botween the sets (5, ..., 5z} and
{j1 -+ Ji) imaplies that 4 can be written in the form

[3+-3)

where onoe of the matrices 4, and A, has all the row sums equal to zero which means
that 4 is singular. This contradiction proves the theorem.

In view of the above theorem, we have that if B inverss exists, which means
that A-! exists, then @ is connected,

Theorem 2.8 : A is non-negative invertidle if and only if the ‘sdjacent graph'
G of the daia is connecled.

Proof :  Follows trivially from the lemmas, thoorems and corollaries proved
before.

Theorem 2.9 implies that unique non-negative solution existe for Rj(j = 1,
M—1), given R}, = 1, since A = B’ is obtained by deleting the M-th row and M-th
coluran of B’. Thia theorem holds for tho matrix obtained by deleting any row and
the corresponding column of B". This means that any (M—1) equations in system
(2) are linearly independant. Thus we are able to get unique solutions for the ratios
of Rj’s. The ratios are same no matter what R; is chosen to be unity. We shall derive
the condition for tho existence of positive solution for R;'u. Wae state two theorems,
proofe of which appear in Nikaido (1968, pp. 107-108).

Theorem 2.10: A matriz A = (ag) > 0 2 indecomposable if and only if
the ‘adjoint graph’ @ of A iz connected.

Theorem 2.11: If the matriz (pI—A), p> 0 and A > 0 is non-negatively

ible for an ind ble A, ils inverse (pl — A)~! is a posilive malriz.

Lot us now state and prove the following Main Theorem of the paper.

Main Theorem : Unigque posilive solution for system (2) exiels if and only if
the ‘adjacent graph’ G of the dala is connecled.

Proof : Necessity follows from Theorem 2.9. To prove the sufficiency, let
the ‘adjacent graph’ G of the data bs connected. Then we can find at least two vertices
whose removal would result in conneoted graph (Berge, 1962). Let k be one such
vertox. Let A = B’, where B is obtained by doleting the k-th row and k-th column.
It is enough if we prove that A-! is positive. Obasorve that 4 is a matrix of the form
(I—D)and D » 0. Further the 'adjoint graph’ G° of this matrix is connected sinco
it has the property that ay = 0 if and only if ay = 0. Henoo the ‘sdjoint graph’
of D is connected. By Theorems 2.10 and 2.11, we have that 4! is positive. This
completea the proof of the theorsm.

Thus we have arrived at the necessary and sufficient condition for the existence

of unique poeitive solution for the system (2). Further the conditions are eaally
verifiable.

849
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3. SoME EMPIRIOAL RESULTS

It is evident that formulation of system (1) and system (2) needs the informe-
tion regarding the prioes and quan'-mea of all items in all groups. However, in
many practical idered in Mukherjee (1969), we come a cross
& situation when the price nnd quantity information is absent for some items. In
this case it would be difficult to form the equations (2). One way of forming these
equationa is to ignore the item for which price and quantity counterparts of the
exponditure are not known. This is in fact equivalont to assuming that prices of theas
items in this group have the same trend as the prices of other items taken together.
Wo will try to get a more satisfactory solution to this problem.

The traditional way of accounting for the expenditure of the itom is to dis-
tribute this exponditure over the other commoditics according to some criterion. For
example, we may distribute this expenditure over other items according to the value
ratios of other items. We will explore the possibility of introducing similar ideas into
our analysis. Without loss of gonerality wo may combine all items for which the data
is missing and call it ‘composite commodity’.

Suppose wo start with a grouping of commodities, say K groups represented
by the sets A, A,, ..., Ax such that QIA, and A (" 4y = ¢ for i # j. where A isthe

get of all diti The expendi on the ' posi dity' can be split
up into the oxpenditure related to various groups. In some cases, it could be that a
part of this expenditure is not related to any of the groups. For example, in the
National Sample Survey data on Rural India’s consumption pattern, price and quan-
tity components for the service itoms are ubsent and theso items form a group by
themselves and hence cannot be related to any other groups.

Distribution of the expendituro on ‘composite commodity’ over all groups,
implies the ption that the exchange rate of currency in a particular commodity
group i8 also the exchange rate relating to the part of the expenditure on composite
commodity. If we want to have a similar set up as (1), we need to define some new
variables. We will try to distinguish b hange rate of in various
commodity groups. Let Rf (k=1,..., K, j=1,..., M) be the exchange rate of
currency in j-th group restricted over the k-th commodity group. So restricting to
the k-th commodity group, we have

where Pf repreeonta the average price of i-th commodity taking into account only R}
and given by

Riey
Pi=1I3 ——  forall isd;.
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The above definitions of Rf and P{ forj =1, ..., M, i€ Ay will load to a system which
in similar to (1) for k=1, ..., XK.

If this system is to be solvable we should have that each system separately
satisfies the necessary and sufficient conditions derived in the oarlier section. If
every system is solvable then our problem is to arrive at overall purchasing power of
currency in each group. Easiest way of doing this is to get a weighted averago of
RY's for each j. tho weights decided by the value ratios. However, we will try to justify
this in a moro objective (ashion. Considor the equations in (1). Recalling the defi-
nitions of Ry's, we have forj=1,... 8

¥

L Pyy
=

L pyqy

K
I I Py
k=) (.Ak

L puqy
A=y

E Pyy
X Hl" -E’

_I-IE Puqu E,

where Ef = I pyqy. But for the Py's in these equations, the value Ry is same as
1A
¥

X o Ef
.gl R; Ei ’
Now we are well equipped to tacklo tho problem of ‘composite commodity',

Wo distrit the di on the P dity to various commodity
groupa with the xmplmc wnmpuon '.l\ul. gonoral price level in the k-th group reflects
the prico lovel g the \t d to k-th group, This means that
R} will be tho same for the group L whatever be the share of the expenditure on com-
posite commodity allocated to k-th group. But the essential difference is reflested

in the value of Ry which ia a weighted average of R}'s.

Lot us illustrate these points by idering & ical lo. We
consider the decile groupe of Rural sector of India aa our groups. We taks the Nltlmul
Sample Survey 18th round dats on the consumption expenditure in these groups for
the illustration. We take the 58 items of consumption for which the prios and quantity
information is available for analysis. The following table shows the expenditure on
the 58 jtams and the reaidual oxpenditure for which the price and quantity information
is not available.

as1
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TABLE 1
Rs. por oapits par month

fractile oxpenditure  rosidusl total
group on 88 itoma
[§3) (2) 3) (O}
0-10 8.6048 1.8882 8.34
10-20 9.3373 2.1627 11.49
20-30 11.1078 2.5821 13.60
3040 12,7240 2.748) 16.47
40-50 14. 1080 3.3639 17.47
50-80 15.8846 3.0184 19.81
80-70 17.173 4.8627 22.58
70-80 20.2066 8.0846 26.26
80-90 23.9850 8.2350 32.23
90—100 34.58842 21.2488 66.81

We have calculated the exchange rates taking into account only 56 items.
To take into account the regidual item, we have grouped the 56 items into three groups,
(i) food, (ii) fuel and light and (iii) clothing. Then the residual expendituro is
distributed over these commodity groups so that wo may assume that the average
pnoe levsl in the correspondmg resndunl item, Rest of the residual item which is

g is supposed to be corresp g to the service items and there is no justi-
fication in distributing it over the three groups considered. So we assume that the
prico of this commodity is governed by an average price obtained by combining the
three groups purchasing powers in the manner described above. Table 2 represents
the distribution of actual and residual expenditure over the various commodity groups.

TABLE 2
Re. por capita por moath
food fuol and light olothing

fraotilo ini total

groap satusl  residual  sotunl  rosidusl  actusl  residus!  residual

allocsted allocatod allocated (sorvicos)

(£}) (2 (3) ) (8) 18) m 8 (8)

0-10 5.8014 1.1671 0.8204 0.1471 0.1240 0.0701 0.3108 8.
10-20 8.8133  1.3843 0.7926 0.1673 0.2316 0.1130 0.4072 11.49
20-30 9.7786  1.6251 0.9873 0.1943 0.3470 0.1878 0.8051 13.69
3040 11.3469  1.4030  0.862¢4  0.1861 0.4260  0.2464 0.9287 15.47
40-50 12,4388  1.8410 1.0725 0.2664 0.59558 0.3283 1.1417 17.47
60-80 19.0579  1.8842 L. 1406 0.2442 0.7082 0.3067 1.3003 16.81
80-70 15.4406 2.1513 1.2103 0.3560 1.0674 0.5647 1.7662 £2.68
70-80 17.5080  2.4387 1.3398 0.3438 1.3569 0.7811 2.4041 20.26
80-80 20.2704 2.8877 1.6800  0.3660  2.1437 1.2480 8.7883  38.38

90—100 28.0088 4,7208 2.1220 0.5778 4.4384 2.7041 13,1448 £8.81
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Now we will present the R}’s caloulated for the three groups and the overall
g power Ry obtained by caloulating the weighted average, along with the
R,u u.lung into account only the 58 items, taking the purchasing power of currency
in the firat decile group to be unity.

TABLE 3
oxchange rats for ourrenoy
fraatilo food fusland  clothing  woightod  based on
group ight uversge 56 jtems
] ) 3) ) () ®)

010 1.000000 1.000000 1. 000000 1.000000 1.000000
10- 20 0.070153 0.908822 0.091014 0.085609 0.984602
20- 30 0.948358 0.808573 0.932449 0.940478 0.840848
30- 40 0.945371 0.872800 0.058381 0.033310 0.940061
40- 80 0.934709 0.848008 0.917023 0.0920750 0.92722)

80- 60 0.910017 0.843338 0974110 0.911747 0.912272
80~ 70 0.82)276 0.840770 0.857001 0.810210 0.91201)
70- 80 0.912262 0.807593 0.857443 0.896908 0.802036

80~ 90 0.911300 0.828575 0.793610 0.801484 0.897035
90-100 0.893130 0.783937 0.71321 0.854400 0.868122

With the help of the above tables and discussion we are in a position to present
the price index numbers bascd on system of equations (1), using only 56 items, using
regidual item also, Laspeyres’ and Paascho's index numbers for comparison purposes.
Wo present theso indox numbers with the first decile group sa the base.

Table 4 shows that the above method is useful when the exponditure on
‘composite commodity” is high. In the groups 70-80, 80-90 and 90-100 there is signi-
ficant difference These now index numbers lie in the range given by Laspoyres’
and Paasche’s index numbers calculated for these expendituro groups.

TABLE ¢

deolle oow indox  now index  Lasy * Paascho'
group nos, based  numbers peymes *

on 86 items
rosidual
item
) 2 (5] ) ()
0-10 100.00 100.00 100.00 100.00
10~ 20 103.68 103.57 103.61 103. 44
20- 30 108.31 108.33 108,48 108.08
30- 40 108.38 107.14 108.59 108.16
40- 50 107.85 107.80 108.38 107.77
80- 80 109.62 109.88 109.39 109.62
60- 70 109.87 109.88 106.60 109.62
0- 80 110.78 112 11.41 110.80
80- 80 111.37 1218 110.90 111.58
$0-100 118.48 117.08 112.43 115.63
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