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SUMMARY, Thro mote of remilte aro containad in thin paper. The firat is on A now matrix

product, 11 A and 2 aro two malrices of ordors pxr and ¢ X7 rospectively, and if @, ..., av Are column
veetors of A and By ..., By aro thoss of I8 thon tha new precuct A () 1 ia the partitioned matrix
(a@P § @@ -} @@

whore @) donolea tho Kronorker product. Propositions involving U new product of matricos are alatod.

Tho socond is on the solution of functional 6quations of two typas. One ia of the form
5:I o Walel 4 'él by dila; ) = gy (conatant), Jm1,.ng
R b

involving a vector varinblo f whore #yare unit voclors of an idenlity matnx of onloe p, w sre given
column vootors and Y, ¢¢ Aro unknown continuous functions.  Another is of the form

s
'_E‘duﬂbl’)-ﬂ- imlng

involving an unknown function ¢ of a singlo varinble 1. Contlitions undor which 1he unknown functions in
thesa twa typos of equalions aro polynominta of an asaignod degros aro given.

‘The third, on the tharactorization of normal and gamma distributiona, extenda the earliar work
of the authors (Rno, 1067 and Khalei anil Rao, 1988%).  Woe conaitler twa sota of funcliona Ly, ..., Lyand
Af,, .. My of indopondont mndam varinbles Xy, ..., Xa with the condition

E(L My vt M)y (constant)

for{m 1,...,g. Whon Li and Ay nro lincar, tha X; hiave normal distributions. Whon L; aro lincar in
ths reciprocala of the varinbins nnd M)y aro linoar in the variables, the X have gnmma or conjugito gamma.
distributions. When the X; varinblea aro non-nsgative, Li are lincar in ihe varinhloa and M; ars lincar
in tha logarithma of the variablos, the Xy have gamma diatributions. These reeults are proved unilor somo
on the T i for p > 1, and in (ho easo of p 1 with the further comlition
1hat the X, aro identically diatributed,

1. IxTRODUCTION
Linnik {1904) considered a functional equation in two variables ), ¢, of the typo

Al Ebia) 4o+l +bedy) = By(t) +Eolty) e (LD
defined for |1)] < 8, |4] <9, for some 9> 0, whero ¢, ..., ¢, and &, &, are unknown
continuous functions, and showed, by an oxtremely elegant method, that all tho func-
tions involved in (1.1) must bo polynomiala provided only that b,, ..., b, aro all different.
TIni n recent paper Rao (1966) considered a slightly extended form of (1.1)

Alti o)+ ..+t Fbcy) = E(0)+ Eolly)+ QN 1y) o (L2)

* Publishiad In this fwao, sco pp. 167-188.
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defined for |4 | <, |4 < 9, where @ is a quadratio function in 4, !y and showed that
ench function involved in (1.2) is & polynomial of degree not more than max (2,r)
provided that by, ..., b are diferent.  In tho caso of (1.1), without the quadratic func-
tion, tho degree of each polynomial is found to bo utmoat r.
Wo now eonsider a functional equation in p(>)2 varinblea 2y, ..., Ip of the type
Bl i) = B+ HEsllp) N
defined for |4] <, i=1,...,p, where  represents the column vector of variables
Iy ooy Ipand @y, ... a, avo given column vectors, Our object is to determine tho condi-
tiona on a,, ..., a, under which each function in (1.3} is & polynomial and to find an
upper bound to the maximum degreo of the polynomials, It is shown that moroe precise
estimates of tho maximum degreo than in the case (1.2) can be found depending on the
nature of the vectors a, ..., a,. Tha case where the maximum degreo is utmost unity
(sco Lemma +) is of apecial interest and is considered in some detail. Conditions under
which the maximum degreo is k < r are given in Lemma 5. Thus, an increase in the
number of variables in Linnik's equation (1.1) places a restriction on the degreo of
the polynomials.

As a generalisation of the equation (1.3), wo ider multiple equations of the
form
» s r K
Z eupuleit)t B bpgdail) =g §=1, g e (14)
= -

defined for || <3, i =1, ..., p, Where ¥y, ..., ¥p; $y, 1o §r 010 unknown continuous
functions, gy aro constants, e, are unit column vectors of the identity matrix I, of
order p and a,, ..., a, are given column vectors. In Lemmas 8, 7 and 8, we determine
the conditions under which the functions involved in (1.4) are polynomials of a degree
not exceeding a given number.

Finally, wo consider multiple equations of the form

!}': dyp(bt) = g (constant),  §=1,..,9 - (LB)
-1

in a gingle variable ¢ defined for |¢] < 3, where ¢ is an unknown function. Thisisa
generalization of the ringle oquation

ay B0, ... a,gba ) =0 o (18)
considered by Rao (1067). It is shown that when () is of the form c41(t) where
Y(0)-> a (constant) aa {— 0, then () is a linear function under some ditions on
the cocfficients.

We uso the solutions of tho equations (1.3), (1.4) and (1.5) in characterizing
normal and gamma distributions. These results oxtend thoso obtained in earlier
papers by Rao (1067) and Khatri and Rao (1868).

Tn Section 2 of the paper we defino a now product of matrices and consider
ita propertics. The solutions of the functional equations (1.3), (1.4) and {1.5) aro dis-
cussed in Scetion 3 and the main theorems on characterization of tho normal and the
gamma distributions are given in Soctions 4 and &.
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2. A NEW YRODUCT OF MATRICES

Let A = (ay) and B Lo any two matrices. Then the Kronecker product
A@N is defined by
AQB = (ayh). w2

If A is p X q matrix and I} is m X n matrix, then the order of AQM is pm X qn.

Now we shall consider two matricea A of order pxr and I} of order g% r and
denoto the column vectors of .1 by @, ..., ay and thoso of 13 by @, ..., B

Definition : The new product A © B in defined to bo the partitioned matrix
AQ B = (2@, i 0,8, ; ... : a®B)) o (22)
which is of order pgxr.

We stato some propositions involving the new product of matrices, which
follow from the definition or which can be casily established.

(i) Tt is easy to sce that if C is of order #xr with column vectors y,, ..., y,,

then AQBOC =(@,@R®Y:: -  %@F®Yr) - (23)

is of order pqaxr and
AOBMOC=4A0Q(BOC) . (24)

and o on.

Further AQ Band B A differ only in a permutation of rows. Hence the
six possiblo orders of multiplying threo matrices, A, 13, C, lead to matrices which
differ only in a permutation of rows.

(i) Let T, bo a matrix of order mx p and Ty of order nxq. Then
(T\RTXAO B =T,AQT,n. - (25)

(i) Ifay, ..., e and B, ..., B are all non-null vectors, then A B has no null
column. If A hns a null column vector, then tho correaponding column vector in
AQRis null. Conversely if .1 © I3 has a null column vector, then the corresponding
colurmn vector in A or I must bo null.

(iv) If two non-null columns in A ® B are proportional, then the two corres-
ponding non-null column vectors in A 08 well as in B will be proportional and
conversely.

(v} Let all the column vectors of I} correaponding to independent column
veetors of A be now-null.  Then rank (A B) > rank A. Similarly, if all the column
vectors of A corresponding to independent column vectors of I3 aro non-null, then
rank (1Q B) > rank B,
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(vi) Ifrank (A @ B)=r and the i)-th, ig-th, ..., iz-th column vectors of 1}
aro proportional, then tho i;-th, iyth, ..., fu-th column vectors of A are lincarly inde-
pendent, and all column vectors of /A and 13 aro non-null vectors.

(vii) If rank A =r, tho number of columns of A, and & is tho number of
null column vectors in I3, then rank (A Q B) = r—s.

Definition :  Tat A* bo the matrix obtained from A O A by deleting the p
rows involving tho square terms (i.e,, by deleting tho lst, (p+2)-th, ..., pt-th rows),
where A is of order pXr.

(viii) If rank A®=r, then

(a) no two columns of /1 are dependent, and
(b) each column of A contains at least two non-zero clements.

Note: Weo observe that while rank (A Q@ A) > rank A, it is not possible
tomake a general statement regarding the relative magnitudes of the ranks of
A and A%, We givo somo examples to show that rank A * may bo less than, greater
than or equal to rank A.

Consider the matrices

i U | 1 12 .

-1 « .« 1 |

A= . A=

I T T R G G

IS T B AP
11 2 1 1 -1 11 -1
Ay= v o= v 1| o a=[. 1 1
1 . 1 . . 1.

By actual computation we find

(a) rank A, =4, rank A,* =2, and rank (4,0 A %) = 4.
(b) rank A, =2, rank A,* =3, and rank (4, %) = 4.
(¢) rank Ay=2, rank A =3,
(d) rank A, =3, rank A4 =2,
e) rank A;=3, rank Ag*=3.
Definition : Lot us denote, for any positive integer 8,

AQ NP = (1O P40 4%

= 404Q,. 104" e (20)
\—r_—J
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CHARACTERIZATION OF PROBABILITY DISTRIBUTIONS
{ix) If no two column vectors of (A QO )A* or A*(O AY aro proportional,
then
(a) no two column vectors of /1 aro proportional, and
(b) cach column vector of /1 has at least two non-zero entrics.
(x) Rank (A O )A* >rank(AQY A for a5 15 0.

(xi) Ronk of A A » rank A whero A iy of order pxr, but if no two
column veetors of A aro proportional to each other, then rank of A® A > min
{r, 14rank A).

3. SOLUTIONS TO SOME PUNCTIONAL EQUATIONS

First we quote a lemma proved in sn carlicr paper (Lemma 2 in Rao, 1008)
which is used in proving the main results of this scetion.

Lemma 1:  Let A be pxr matrix auch that the i-th column veclor of A ia not
a multiple of any other column vector of A or of any column veclor of B of order pxm,
and the firsd element of the i-th coluwmn veclor of A is non-zero (without loss of generality),
Then there exists a 2Xp malriz

[ 1 0 ... 0 ]
= w (31
0 by i by &h

C,=MUA, C=1UD . (32)

asuch that the matrices

of orders 2xr and 2Xm respeclively satiefy the properly thal the ik column veclor of
€, it nol a multiple of any other column veclor of €, or of any column vector of €.

3.1, Funclioral equation (1.3). Consider tho functional equation
Sulal O+ +oda 1) = Ey(t)+...+Elfy) . (33)

defined for |#] < d, i =1,..., p, where £ ia a column voctor of the variables 1}, ..., ¢y
and a,, ..., &, aro the column vectors of a given matrix A (of order pXr). The fune-
tiona g, ..., @8, €y, ..., Ep aro unknown oxcept that they are continuous, The object isto
determine the form of theso functions under differcnt conditions on the clements of A,

Lemmo 2:  Lel ay, the §-th column vector of A, be not proporiional lo any other
column of A or lo any column of Ip an identily matriz of order p. Then the function
& is a polynomial of maximum deyree r.

Proof :  Without lous of gencrality wo tako tho first elemont of i-th column of
A us non-zero. By Lomua 1, there exista a matrix

) [1 0 .. u]
1 = . (34
0 by . hy @4

1



SANKHYZX : TIIE INDIAN JOURNAL OF STATISTICS : Sentes A
such thut the i-th column of It = JI.1 is not proportional to any other column of
A or to any column of M. Lot
U= (o bp) = (uy, u)lL . (3.5)

Then tho equation (3.3) Locomes

Honty+d1atta)+ . L Prbayry+byytty)

= Ey(u)) +5Aau) + +Eplhpuy)

= §y{uy) +(ug) e (3.0)
valid for somo interval round the origin of u, and uy.  In (3.6), (bsy, bi,) is not propor-
tional to (byy, byy), J % ¢ or to (1,0) or to (0,1). llence the term Silbuyuy+bygmy)
cannot Lo combined with any other ¢, ‘Then by using Linnik’s lemma as stated by
Rao (1968), ¢ is a polynomial of degreo r utmost,

Lemmn 3 If no column of A is proportional to any other column of A or to
any column of Ip, then @y, ..., 9y and &, ..., Ep are all polynomials of degree r utmost,

Proof: By Lemma 2,4, ...,¢, aro all polynomials of degreo r utmost, and
hence Ey, ..., £p aro all polynomials of degreo r utmost.

Lewma 4 :  Consider the malriz A* of order p(p—1) X r as defined in Section 2.
If rank A% is v, then §,, ..., $r and &, ..., Ep are all linear funclions.

Proof : 'Tho proof consists of two parts. By (viii) of Scetion 2, runk A% =
implics that no column of A is a multiplo of any other column of A or of any column of
I, Hence using Lemma 3, all ¢; and all §¢ aro polynomials of degreo r utmost.

Now lot

$ilu) = Apur+...+Aput A i=1..,r
@
Ew) = v tpputpge j=L.p

and donoto A} = (Ayy, ..., Atr).  Using tho functional forma (3.7) in (3.3) and collecting
tho coefficients of 4, § # j we find
AR, =0 . (3.9)
which implies that A; = 0, sinco .1 ¢ has full rank cqual to r by assumption. Thus
tho sceond degreo terms in the polynominl forms (3.7) aro absont.
Now collecting the coofficients of l:ll,"l:'. T#£i#k ad (1 4m4m) =3
with at least two n's non-zero, wo find
(AQ A =0 or (AYQ A2, = 0. e (39)

By (x) of Suction 2 rank (24 © %) = s sinco rank A* =s. Thus A, = 0, or the third
dogreo terms aro absent.  Similarly collocting cooflicicnts of f;"l,"l:'l:‘,i #igb#EL
and (m+my+m+n,) = 4, with at least two n's non-zero, wo find
' (AQ M4, =0 or [AY(OAPP, =0 - (310)
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and by the same argument used to show Ay = 0 wo have A, == 0 and 50 on. Thus,
all terms of degreo higher than unity are absent in the polynomials (3.7) which proves
that @y, ..., @, can utmost Lo of degreo ono and so must bo &, ..., Ep.

Lemma 5: Consider a non-negative inleger 8 < r—1,  If rank [{AQpA4]=r,
ther By vves 1 Eyy oovs Ep are all polynomials of deyree (s+1) ubmost.

Proof: Sinco rank (1 @QPA® =, no two columns of (A OFA¢ are propor-
tional. Henco using (ix) of Section 2, no two columns of A aro proportional and cach
column of .1 has at least two non-zero entrics. Then Lemma 2 shows that ths functions
B vesBrs Egv ooy Ep aro all polynominls of degreo r utmost,

Sinco rank (A O)A* = r, by arguments wimilar to thoso of Lemma 4, the
(s42)-th degreo terms in tho polynomials aro absent. Further, tho condition, rank
(A QpA* = r == rank [(A O)‘"zl:_] =r. Then the (3+3)-th degreo terma are
absent and 80 on, 8o that tho maximum degreo of @, ..., ¢ can bo (s+1) utmost,
This proves Lemma 5. !

Corollary :  Let Abeof rankr{ < p) auch that each column has al leust o non-
ser0 entries. Then &,, ..., @ By -0 Ep are all quadratic funclions.

Proof: Noto that in this caso (A% has all tho columi™ vectors non-null.
Henco rank (A @ A%) » rank A =r which is truo only if rank (AQAY) =r.
Then by Lemma 5, wo got tho result.

3.2. Functional equation (1.4). Consider a partitioned matrix
¢ B
(7xp) (gxn)
I A
(pxp) (px1)
and represent thoe i-th column vectog of .1 by a; and the (x, i)-th clement of .2 by

ay. Similarly By, by, Yu, ¢ju are defined for the matrices I and € respectively.  The
column vectors of I, are denoted by €y, ..., €p.

@3.11)

Consider the g equations in p unknowns & =y, ..., {p)
» r
_§‘ o Valet)+ 'Elb,a Sudait) = gy (constant), j=1,..,q . (312)

defined for || < 9,4 = 1, ..., p, whoro {7y, ..., ¥,i @y, ..., §y ato continuous functions.
Lommo 6: Let
(a) cach column of C and I have at leust one non-zero enlry, and

(b) cuch column of A be nol proportional to any other column of A or to uny
column of I,.

Then ¥y, ..., ¥p and @,, ..., $r are ull polynomials of degree r wtmost.
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Proof : Tho proof follows on the samo lines as thoso of Lemmas 2 and 3. Tho
condition (b) of Lemma 6 can bo replaced by the moro gencral condition (b’).
(b’) Suppoo that a column a, of A is proportional to other columns a,
e of A and somo €,. Then it should bo possiblo to find constants a,, ..., ag such
that in the equation

?n, o "/.(c;l)+2‘.‘ by dait)—g;) = 0 e (313)

tho coeflicicuts of functions involving the arguments a,'.l, c,'.l. v €ul are all zero
amd the coclticient of the function involving the argument a; L is not zero.  Observo
that the equation (3.13) is obtained rom the cquations (3.12) by multiplying tho
Jjeth cquation by a; and adding over j.

Lemma 7: Let in (3.12) rank (BQ A8) = r. Then y,, .o, Vi P1 vor B
are linear funclions.

Lemma 8: Let in (3.13), rank [BO(AQY A¢)mr (where s <r—1).
Then Yy cees Vo Pro ons §r are polynomials of degree (s41) ulmost,

Noto that on account of (vi) and (viii) or (ix) of Section 2, tho condition (V')
of Lemma 6 will bo satisfied. Hence, proofs of Lemmas 7 and 8 aro similar to thoso of
Lemmas 4 and 5.

3.3. Functional equation (1.5). Consider the g cquations involving an un-
known function @ and a single variablo ¢

Ig:ldu;i(b,l)=m. iml g . (314)

defined for |t} < d, whero by, ..., b, aro difforent without loss of generality, By
multiplying the i-th equation of (3.14) by a; and adding over i, wo obtain a compound
equation

a 3oy )+, Hbat) = b

wliero aymSaidy, h=YXag e (3.15)
' 3

Lemma 9: L there exisl conslunts ay, ...,a, auch thal the coefficients
), ..., tg salisfy the following conditions.

(a) Saby=0, and

(L) ifay,...,afs & n) ure non-zero without loss of yenerulity, then there i only
one clement in the set (|b,], ..., |b,|) which exceeds the others. If |b,] > max
(163]s s [64]), without loss of generality, then ag by, § = 2, ..., 8 have the same siyn but
different from that of a\b,. Further let (1) = c+2yy(t) there yit)— conslant us §~» 0.
Then ¢(t) i a lincar funclion of .
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Wo obscrve that, if somo of tho by are tho same we can rewrite the cquations
(3.14) by combining somo of the terms such that in tho resulting equations the by aro
all different though with a leaser number of terms.  Tho conditions of the lemma ean
then bo atated in terms of cocflicients of the reduced equations.

Tho proof is similar to that of Lemma 2 given by Rao(1067), using the compound
equntion (3.15).
4. CMABAOTERIZATION OF THE NORMAL LAW

Let X, ..., X bo independent random varinbles, not necessarily identically
distributed. Consider a lincar function

a,X)+...+a,Xy e (40)
with all non-zero cocffici which by suitablo scaling can be written as
L=XptotXn. . (4.2)
Further let
b Xate o +8inXa
. . e (43)
bpy Xyt 45,0 X

bo p linearly independent functions, which by a suitable transformation can be written
in a canonical form

My = Xty XpatokeapXa
e . (4.4)
My = Xp+epXp oyt tepnpXa.

Denoto tho matrix of the ¢y cocfficients in tho equation (4.4) by € which is of order
pX(n—p) and let ¢ be tho 1-th column vector of C.

Theorem 1:  Let p > 1 and each column vector of C be not proportional lo any
other eolumn vector of C or lo g column of the identily matriz, Furtherlet Xy, ..., X,
have finite first moments. Then the condition

E(L|M,, .., M;)=0 o (4.5)
i1 neceasary and sufficient that X,, ..., X, are all normally distribuled.

Proof :  The condition (4.5) is equivalont to

E(Lclnlul+---otl’nl,) —o )
which gives the functional equation
Vi) o+ Yt} Ppaile] O Hd(es ) = 0 e 47)

valid for |i| <@, i=1,..., p, where ¢ = @i/éi, i Deing tho characteristic function
of Xi.  Using Lomma 2, we find ench ¥ is a polynomial and hence X is normal.
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Theorem 2:  Suppose that ¢; is proporlional lo Cppr Cpgr oens and lo ¢, the 8-th

column of @ wnit matrix. Lel

o= '\nc" €= /\,' Cly vy € = A0 o (4.8)

Iy /\,l. A,.. vees Ag are all of the same sign and at least one column of C contains lico non-
zero enlries, then Xy, X W .\',2. ... are all normally disiributed when (4.5) holds and the
first moments of the variables exial.

The proof follows on tho samo lines as in Theorom 3 of Rao (1007).

Wo now consider two scts of g and > 2 linear functions which aro all indepen-
dent and hence can be written in canonieal forms

P L)
Li=% Xut T bypXe, j=1ug
w=t lapil

"
=X+ I a1y Xy, t=1,..,p e (4.9)
uaptl

and examine tho restrictions on tho coeflicients under which the conditions
E(Ly| My oo M) =0, j=1,.q e (410
imply normality of the variables X, ..., X,.

Theorem 3: Lel A = (ay) be of order pXn—p, B = (by)) be of order gxn—p
and C = (cy) be of order gX p. Then under the resirictions on the elements of A, BB, C,
mentioned in Lemma G, the condition (4.10) and the exislence of the first moments of
the variables imply normality of the variables X,, ..., X,.

Proof :  Tho result follows from tho functional equations obtained from the
conditions

E{Lyexp(ity, My +...+itpd )] =0, j=1,..,q o (411)
by applying Lemma 6,

The result is, however, truc under more general situations than thosoe considered
in Lemma 6. When some of the veetors in the matrix A aro proportional, a theorem
similar to Theorem 2 could Lo stated.

Tho case of p = 1 nceds rpecial discussion which wo stato in Theorem 4.

Theorem 4 : Let Xy, ..., X, be independent and identically distribuied random
rariables, and

Li=%dyX) i=1,..q (412
i3
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be g linearly independent funclions and
A =bX+...4+5,X, e (413)

be a function lincarly independent of Ly, ..., Ly.  Then under the conditions of Lemma 9
on the cocfficients by and dyy, the condilions

E(Li|d) =0, i=1,..9q v (414)
imply thal Xy i3 normally disributed.

Proof : Let ${t)=f(0)[f(t) where f(1) is the characteristic function of Xy. Then
the condition (4.14) gives

f dyg(byt) = 0, i=1.,9 e (4.15)
valid for [¢{] < 9. It is shown by R. N. Pillai® that the condition (4.15) implies that
E(X}) < o0, 80 that @ is of the form £)(1) where (1) a (constant) as t— 0. Then
applying Lemma 9 ,wo find ¢ i3 a lincar function and henco X is normally distributed.

6. CIARACTERIZATION OF TNE OAMMA DISTRIBUTION

Let X,, ..., X, be independent random variables, not necessarily identieally
distributed. We consider two situations where X; are non-negative and when X;
are arbitrary, When X, are non-negative, let

Y =log X

M= anYy+...44a,Y, we (BD)
and when Xy are arbitrary, let

My =ay X+, X, o (6.1%)
In a previous paper (Khatri and Rno, 1068), it was proved, under somo conditions,
that

E ( ;‘.‘buer’ |4y, ey M,_,) = g1, (constant), s.=1,...,,g& n—2 .. (5.2)

when Xy are non-negativo or
E(E by X7 |35, coos Mig) = gis (comstant), i=1,..,¢ (n=2) .. (52)
when Xj are arbitrary, implics that X, ..., X, havo gamma or conjugato gamma distri-
butions. Now, wo consider tho conditions under which
E(Sby e’ | My, oy Mp) = gifconstant), i=1,.,q; ¢+p <2 . (53)
when Xy are non-negativo, or

Eby XA, ., M) =giy (comstant), §=1,...,¢; g+pLKn .. (53)

*Publishod in this b, a0o pp. 143-140.
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when X aro arbitrary implics that X, ..., X, have gamma or conjugato gamma distri-
butions. It may be noted that the g lization consists in reducing tho condition-
ing variables to p from tho full compl t of né-g idered in the earlier paper by
the authors (Khatri and Rao, 1008).

Wo observo that the lincar functions A, ..., 3fp enn Lo considered to bo linearly
independent in which caso they may bo represented in the canonical form

A= Yx+”nYlo|+ -ta, -DY
(6.4)
AUy = Y,+n,, yyu+ +ap, ¥

The functions 3}, ..., 2, havo a eimilar representation. Let A denoto tho matrix
(ai5). We shall first consider the caso of g = 1.

Theorem 6: Lel Y, ..., Y5 My, .0, Mp and Ay, .., M, be as considered
in (5.1), (6.)') and (5.4) respectively. Further let 1 < p < (n—1) and the rank of A®
defined in Section 2 be v = (n—p). Then the condition

B e ™ My, .., My) = g (constant), ... (5.5)
when X; are non-negative and E(X;} < 0 for all i, implies that X,, ..., X, have gamma
distributions. The condition

E(X7'4.. XM, ..., ML) = g (conslant) e (5.5%
tohen Xy are arbitrary and E(X7') 3 0 and | E(X7")| < co for all i, implies that X,,..., X,

have gamma disiributions when E{X{)> 0 and conjugale gamma distribution when
E(X;) <.

Proof: Let
o) = [ §eMe" aR( Y,)] / [ jear Y,)] . (50)
when X are non-negative or
#it) = [ f27e"! aF(ey)] |[ 1 € aF i) - (58)
when X{ aro arbitrary and E(X7) # 0. Then the condition (5.5) or (6.6°) is equivalent
to

S0+ +85llp) +Epirl@it) ..+ ulan_pl) = constant o (69)

valid for |i] <3, § = 1,..., p, whero a,; I8 tho i-th column vector of A and ¢’ = (1,

wu15). Wo now apply Lemma 4 which shows that, under tho condition rank A% =r
=n—p, the functions ¢, ..., §, aro all linear in ¢, In such a caso, it ia shown in the
carlier paper of Khatri and Rao (1968) that X, has a gamma distribution for each i,
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It may bo noted that in the conditions (8.5) and (5.5) we could havo choson
the moro general function under the expectation,
a,ey'+...+a.3r‘, ag#0, §=1..,n .. (8.8)
or aXi'+..+a XN3h @ #0, i=1,.,n w (5.8)

and obtained the same result.

Theorem 6: Leb Xy, cuey X, be independent and non-negalive random variables
with finite expeclations and Yy, ..y Y be as defined in (5.1). Consider

Lim e Mot et Pbge P B g™, iml g . (59)
My=Yy+ouYpyptampYa i=haup> L .. (810)

If the matrices € = (cy), B = (by) and A = (ay;) salisfy the conditions of Lemma 1, and
E(L;| My, ..., M) = gi{conslant), i=1,..,q, e (8.11)

then Xy, .., X o have gamma distribuliona,
Proof : It is ecen that condition (3.11) gives riso to a functional equation of
the form (3.12) and hence an application of Lemma 7 yiclds the desired result.
Theorem 7: Let X, ..., X, be independent variables with and finite
expectutions for X7', ..., X3, and
Ly = e, X"+t epXp H00 X+ by X34 i= 1,000 o (612)
Mj= XptapXp,+.tamnp Xo, i=Lawp>L . (813)
1f the malrices C = {eyy), B = (byy} and A = (ayy) satisfy the conditions of Lemma
1, and

E(Lq| Ay, oo M) = g (conslanl), §ml,..,q w (8.14)
then X; has a gamma or a conjugale gamma disiribuli ding as E(X) > Oor <0,
t=1,..,0

Theorem 8: Let X, .., X. be gative independend and identically
disiyibuted variables. Consider
Y,
LimTdye’ iml,.,9 e (5.18)
M=bY,+..+8,Y, e (5.16)
where the cotfficients by and dig salisfy the conditions of Lemma 0. Then the conditions
E(Li| My = g (constant), i=1..9 e (817)

and E(X; log X;) is bounded imply that X; has a gamma distribulion.
Theorom 0: Let X, ..., Xu be independent and identical variables (not neces-
sarily non-negative) auch that E(1)X,) exists and is non-zero, Further let
Li=X dy Xjt, i=1..,¢9
and A = b X ..+ ba Xy
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where the coefficients by and dyy sutisfy the conditions of Lemma 9. Then the conditions
E(L| )') = g; (conslanl), §i=1,..,q

smply that X; has a gamma or a conjugule gamma distribution according as E(X\)> 0
or <0,
The proofs of Theorems 8 aud 9 follow on the same lines as the other theorems,
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