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Chapter 1

INTRODUCTION

1.1 Introduction

Image skeletonization, also popularly known as thinning, is a process in which o
given image is transformed to a single pixel thick image preserving important im-
age featurcs such as skeletal points, image symmetry, connectivity ete. It helps in
reducing the storage space requirement for storing input data by [CINOVING VUINCC-
essary details and is also useful in extraction of the important image featurcs. Tt is
an important preprocessing step for many image analysis tasks such as finger print
identification, optical character recognition, remotely sensed imagery, automated in-
spection of PCBs ctc.

In literature, there exists several thinning algorithius which can be broadly classifiod
Into two categories: sequential and parallel algorithms. A parallel algorithm vses only
the result obtained from the previous iteration for deleting(or reducing graylevel of)
a pixel in the current iteration [1, 3, 4, 5, 7, 11]. On the other hand, a scquential
algorithm makes use of both the result obtained from the previous iteration as well as
the results obtained so far in the current iteration to process the candidate pixel |7,
13, 14]. The sequential algorithms have advantage that they are faster to implement
on the usual gencral purpose sequential computers than parallel algorithms 117].

In case of two-tone images, there are only two graylevels one for backgronnd pixels
and other for object pixels. Using a sct of rules, it is required (o decide whether
a pixel is to be deleted or not. If the pixel satisfics the deletion eriteria then its
graylevel is changed to background graylevel. On the other hand, in case of graytone
images, the whole deletion procedure becomes rather more complicated due to the
fact that the object as well as background both may have a range of graylevels instead
of single graylevels. One approach for thinning a graytone image, is ‘o first convert. it
into a two-tone image by suitable thresholding and then apply any two-tone thinning
algorithm to get the desired result. A problem associated with this method is that
the information other than the object outline is lost forever and further Processitg in
the graytone domain is not possible. Also, the method is very scnsitive to nolse, All
these shortcomings could possibly be eliminated to an extent if thinping is performed
in the graytone domain itself. Aun additional advautage of using a graytone thinning
algorithm is that the resulting image is enhanced both in contrast of the object and
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smoothing in the background[1, 8].

In this introductory chapter, some definitions associated with thinuing has beoen
given. A very brief survey of the existing parallel thinning algorithms has heen
made and some of the algorithms, which we will refer in subsequent, discussions

has been briefly described. Also, nature of the thinning problem and applicability
of some of the existing artificial neural net(ANN) models for thinning has been
discussed informally. Then, based on that a Multilayer Perce ptron{MLP), also know
as Backpropagation Neural Network(BPNN) has been sclected for forming a basic
building block, which will be finally used for development of the Connectionist Mool

for thinning. Scope of the thesis has been given in the last, section,

1.2 Some Definitions Associated With Thinning

Let the image ¥ be a bounded regular grid of points in a two-dimensional planc.
In 2, 1t is assumed that the background pixels have lower graylevel than the object,
pixeis. In case of two-tone images, the graylevel of a background pixel is considered
to be 0 and that of an object pixel to be 1. Some standard definitions associatosd
with two-tone images and two-tone thinning algorithms are as given below:

border point An object pixel is calied a border point if it has one or more hack-
ground pixel as its direct neighbors. It is also known as contour point.

internal point An object pixel is called an interual point if it has no backgronnd
pixel as its dircct ncighbor.

end point A border point with exactly one object pixel as its diroct neighbor s
called an end point.,

single point a border point with no object pixel as its direct neighbor is called
single point.

connectivity Any two points I”and @ in ¥ are said to be connected if there oxists
a path from P to @ such that all intermediate pixcls in the path are object
pixels.

simple point A border point is called simple if the set of its 8 direct neighbors form
exactly one connected component.

connection points Border points which are neither single points nor simple points
are called conncction points.

skeletal points Border points which are connection points, end points or singlo
points arc called skeletal points.

thinning {9, 17] Based on these definitions, the two-tone thinning can be defined
as repeated replacing of border pixels by background pixels provided this does
not disconnect auy pair of object pixels in its local neighborhood. Basically,
the final result. of any thinning algorithm should have no simple point oxcept,
that it is an end point.
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In case of graytone images we can modify the definitions as follow:

border point A pixel of graylevel 1 is called a border point of graylevel 1 if i1 has
one or more pixels with graylevel less than [ as its direct neighbors,

internal point A pixel of graylevel [ is called an internal point if it has no pixel
with graylevel less than I as its direct neighbor.

end point A border point of graylevel [ with exactly one pixel with praylevel > ]
as 1ts direct neighbor is called an end point.

single point A bhorder poiat of graylevel { with no pixel with graylevel = 7 a0 gt
direct neighbor is called a single point.

connectivity [2] Let o P) denotes the graylevel of a point P € 3. Any two paoints [
and (Q in 2 are said to be connected if there exists a path P = 1%, 1, . ... P, - ()
such that for each 7%, a( %) 2 min(a(P),0(Q)). i other wonlds, two points are
satd to be connected if there exists a path joining them on which no point i«
lighter than cither of them.

simple point As given above.
connection points As given above.

skeletal points As given above,

thinning {2, 9, 10] Based on these delinitions, the graytone thinning can be defined
as repeated replacing of each point’s graylevel by the minimum of its neighbors
provided this does not disconnect any pair of poits in its local neighborhood

1.3 Some Existing Thinning Algorithms

Here, we provide a brief survey on parallel thinning algorithis. Thinning algorithms
came into existence sometimes in late fifties. In 1966, RQutowitz (3] presented in proper
form. This algorithm is computationally very expensive. So, later many rescarchoers
tried to unprove this classical algorithim and in this way a large number of algorithms
came into existence. Some thinning algorithins has been presented by Stefanelll o
al.[16]. In 1975, Rosenfeld[15] gave a characterization of paralle]l thinuning algorithins.
Later Dyer and Rosenfeld[10] presented a thinning algorithan for graytone images and
then a formal definition of graylevel connectivity was presented by Rosenfeld]2] which
formed the mathemnatical basis of graylevel thinning. A significant improvement over
Rutowitz algorithm was achieved by Zhang and Suen{4] in 1984, which was further
modified by Lu ct al.[b] in 1986. Oue can refer Smith|12] {for a detailed survey of
different types thinning algorithms existing (il that time. Unfortunately, Zang-Soen
thinning also suffered from a problem of two subiterations. Receutly, in 1988, Zhany
and Wang|11] presented a heuristically modified parallel thinning algorithm for two-
tone images which not ouly eliminated the problem of two subiterations, but as far

as my knowledge goes it is also the most efhcient known parallel thinning algorithm
till today.
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Figure 1.1: {3 x 3‘).nnj_ghh{_)rllm)d of the candidate pixel P

In graytone domain a parallel graytone thinning algorithm has been presented by
Kundu et al.[1] The PGTA is basically a generalization of the modified Zhang-
Suen thinning algorithm for two-tone images. Rutowits, thinning algorithm, modified
Zhang-Suen thinning algorithun, Zhang-Wang thinning algorithm and PGTA will be
referred in our subsequent discussion and hence, these are briefly described in the
following subsections.

1.3.1 Rutowitz Thinning Algorithin

In 1966, Rutowitz|3] gave a thinning algorithm for two-tone images. It is an iterative
algorithm. In this algorithm, a 3 x 3 window as shown in figure 1.1 is used for cach
of the candidate pixels Py in cach of the iterations. In a iteration, a candidate pixoel
Py gets deleted if all the conditions are satisfied:

1. I’ =1
2< B(P) <6

2 S

AP =1
Pk Pyx Py =0 ar A(D) #

5. Iy * Py Pg = 0 or A(D) # 1

where, A(’) = Number of 01 patterns in the ordered set £, Py, . 1y, D).
B(P;) = Number of nonzero neighbors of Py and
all *'s denote logical ANDs.

A new iteration starts only after the current iteration has been completely Ginishod.
The algorithm terminates when no pixels gets deleted in o iteration.

1.3.2 DModified Zhang-Suen Thinning Algoritlan

In this algorithml4, 5] also, the same 3 x 3 window as showu in tigure 1.1 is nsed.
Here, each iteration has been divided into two subiterations. In a subiteration. a
candidate nixel Py gots deleted all the fotlowine conditions are satistied:
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2. 2 < B(I) <6
3. A(P) = 1

4, Py« Pyx Dy = 0
5. Py*x Py« Py = ()

In the next subiteration, every thing except conditions (4) & (5) remains same.
The conditions (4) & (5) chavge to (6) & (7) respectively as given below:

6. Pg*Pﬁ*I}g:
7. P,;*Pg*]'-]ﬁ:ﬁ

It can be noted that the first and third conditions of the Rutowitz and modificd
Zang-Suen algorithins arc same. ln the second coundition, the lower linit of (301
has been increased from 2 to 3 and in last two conditions, the expensive calculation of
A(Pz) and A(F%) has been snccessfully avoided in the modified Zang-Swen algorithmn.

1.3.3 Zhang-Wang Thinning Algorithm

In this algorithm, a 4 x4 window as shown iu figure 1.2 has been used for each candi-
date pixel I’ and the 4_th and 5_th conditions of Rutowity algorithim are heuristically
madified to

4. PQ*P(;*P};:()H?‘IJ]I = ]
. PQ*P;;*R;::OU?‘ 11”13';':.

This is the most eflicient algorithm so far known which also elimuinates the probiem
of two subiterations present in the modified Zang-Suen algorithm.
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1.3.4 PGTA

This algorithm is a gencralization of the modified Zang-Suen algorithm.  Here,
graylevels of the ncighborhood pixels of a candidate pixel P, is mapped to a 2 levels
compatible state depending on their spatial graylevel distribution. This two- o
mapping (thresholding) is done around a threshold value calculated locally.

The threshold value T calculated over N x N window is given by

1 N?
7.1.“::: 2]- - i
NZ -1 Zﬁ_:_,‘,_ ‘ (1.1

where P; is the gravievel of the (2 — 1)_th neighborhood pixel, while candidate X!
18 not considered for computing 7T

For a 3 x 3 window |
T = — & (1.2
52 )

Assuming that the graylevel of background is lower than the graylevel of object, the
thresholded value of a neighberhiood pixel P is given by

(1.3)

‘

| { O if <

Jf. LT
| 1 otherwise.

The condition {2) of the Modified Zhang-Suen algorithin has been slightly modified
by reducing the upper limit of B(P) fromn 6 to 5 and rest of the counditions (i.0.(3)
(6)) remained same as in the Modified Zhang-Sucu algorithm. In a subiteration.
graylevel of a candidate pixel I is changed to

Py=min(Py, Py, Py, .. 1) (1.4)

it all the following conditions arce satisfied

1. Py > min(DP, Py, ... I%)
2. 3< B() <5

3. A() =1

4. Py x Py x P, = 0

o. Pyx Py I’ = ()

In the next subiteration only condition (4) & (5) are changed to
: A -
6. I+ P+ Iy =0
7. Py« Py I = ()
Also, let ng denotes the munber of pixels where the graylevel has changed fion,

(kA — 1)_th to k_th iteration. if n, is less than a predehined nusuber, the aleorithm
stops.
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1.4 Applicability of an ANN Model to Thinning

Thinning is a process where change of graylovel of a pixel depends ou its local neiph
borhood. Morcover, all pixels can be processed simultancously.  There are tiany
classical parallel thinning algorithms already existing for this PUrpose,

Since, artificial neural network(ANN) models are mainly used for local neighbor-
hood operations. Moreover, ANNs provide robust, massive parallel computational
framework; ANNs are most suitable for this purpose. we will consider only the basic
methodology adopted by the parallel thinning algorithms to form a basis for de-
velopment of the Connectionist Model. ANN models are also popularly knowun asc

connectiomst models, parallel distributed Processing models or neuromorphic sys
tem.

In literature, There exists many standard ANN models ke Hopfield net, muttilaye
perceptron(MLP), self-organising nets, functional-link nets, cellular neural net (CNN)
ctc. Some of them require learning while others do not.. Learning may be supervised
or unsupervised. Here, neither it is possible to enumerate all properties of these noets
nor we are mtended to do so. Here, we want to sclect an ANN model, based on some
desirable features and nature of the parallel thinning procedures, which may be most
suitable for developing a basic building block for thinuning. Then, ausing this Hasic
building block, a complete model can be developed.

Supervised learning can be performed Since, in case of parallel thinning algo-
rithms, we have given a candidate pixel along with cervain numbers of its local
neighbors in the form of a window and a set, of rules specifyiug that when to
delete({or reduce the graylevel of) that pixel. So, it is already known to us that
what will be the possible input and what will be its corresponding output. So. a
training data set can be generated and a supervised learning can be performed

Training data are not orthogonal Since, a pixel in a given window can have any
possible graylevel in the given range, if we want to perform learning then we
have to learn all possible patterns exhaustively., If we want to store these e
terns in some other form, c.g. as done in Hopficld net when used as associat ive
memory, then also all patterns has to be stored exhaustively. So, these patiers
to be learned or to he stored are not, orthogonal 1o each other Corthoponality
among only input data is of concern).

The basic building block should have generalization capability Since, o
pixel Ina given N x N window can take any of the possible graylevels in i
given range; if there are m graylevels, then there will be total 707 patterns to
learn. c.g., for a 3 x 3 window with only two-tone input, there will be tofal
212 patterns to learn. In case of graytone images, it is not possible to learn
all possible gray patterns due to its astronomical size. One way to deal with
this problem is: learn only two-tone patterns and then generalize it to gravione
images. So, the Model to be used for forming basic building block should have
this gencralization capability.
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Suitability of Hopficeld Nt

The Hopficld net is generally used as an associative meinory or to solve optimization
problems. This net has two major limnitations when used as an associative memaory
First, the number of patterns that can be stored and accurately recalled is severolv
limited. If too many patterns are stored, then the et may converge to a novel
spurious pattern different from all stored patterns. Also, If the number of nodes
in the Hopfield net is N, then the number of classes in which randomly gencrated
exemplar patterns can be classified is gencrally kept well below 0.15N. A second
limitation associated with this net when used as associative memory is that it regnires
orthogonality among the patterns to be stored. If patterns are not orthogonal then
they becomes unstable when stored. A number of orthogonalization procedures have
been developed which climinate this problem and mprove performance of the net
but increased complexity of the net is unavoidable [20}

Iy

-

Also, the hoptield net is normally used with binary mputs. o, if we store only binary
patterns 1n the net then it may not be possible to generalize the net for graytone
images [20)].

Due to these limitations, the Hopfield net when used as associative ICIory is not
a good choice for forming the basic building block. Note that, it does not mean
Hopfhield net is not at all suitable. Some other technique may be empioyed.

Thinning using CNN

Recently, a Cellular Neural Network{CNN) model for thinning has already boon
developed by Matsumoto ot al. [25]. It uses a CNN with cight plancs, cach one
defined by a set of peeling templates, and a set of stopping temnplates. 1t is an analog
and parallel processor, where thinning has been accomplished by implementing the
following two tasks:

1. peeling the thick pixels off.  Peeling templates has been cnployed for this
purpose.

2. stopping the peeling process when the pixel size veduces to exastly one Stop-
ping templates has been used for this purpose.

Suitability of MLP

As pointed out carlicr, a set of training data can be penerated and a supervised
learning can be performed; a maltilayer perceptron{ ML

} can possibly be used for
forming the basic building block. Moreover, ML does not demand orthogounality
among training data set. The decision regions formed by perceptrons are similar o
those formed by maximuin likelihood Gaussian clossifiors whicl assumes mput are
uncorrelated and distributions for different classes diffor anly inmean values [20]. Do

to this sort of classification property an MLP learned with only two-tone paticrns
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can be able to generalize itself for use in thinning graytone images. Al these inherent
properties of MLI” ruake it an excellent choice for use as a4 basic building block.

There are many other nets whose suitability can be cheek, Hoere, we have celect o]
MLP for forming the basic basic building block.

1.5 Scope of the Thesis

In a recent paper, a thinning algorithm which is characterized as “A parallel graytone
thinning algorithm (PGTA)” is presented by Kundu of al.{1] There are somne concerns
regarding this algorithm which bring into question its ubtlity as a parallel graytone
thinning algorithm. In this dissertation, It has been shown that the PGTA is BV
not able to ensure protection of skeletal points and as a consequence it is not able to
preserve the graylevel connectivity in the image. Also, Lhere is no proper stopping
criteria for the iteration.  All these problems arises nuninly becanse of improper
selection of threshold.

In this work, we have proved that the candidate pixel’s graylevel is the unique value
which can be used for thresholding its window: and, if used it will be able to eliminate
all the above mentioned problems, effectively. In fact, there is no need to generate
a thresholded window explicitly, in this case. Also, using Zhang-Wang algorithm|[11]
instead of modificd Zhang-Suen algorithinf4, 5] a more eflicient(almost twice as effi-
cient as PGTA) and generalized version of parallel graytone thinning algorithm has
been presented. We will refer this algorithm as Modified I’GTA, henceforth. Also, a

comparative study has been done to check capabilitios of PGTA and Modified PC'TA
in case of noisy images.

Since, thinning requires massive parallel processing on its pixels in their local neigh-
borhood, an artificial neural network( ANN) model is ideally suitable for this PUrpose.
Here, an informal study to check applicability of an ANN model for development of
a basic building block has been carried out in section 1.4 and based on that a multi-
layer perceptron(MLP), also known as backpropagation neural network(BPININ) has
been chosen for forming the basic building block. Then, using this basic building
block a new Conucectionist Model for thinning has been proposed.

dince, it is not. possible to learn all possible gray patterns due to iks astronomical 120
the MLP has been learned only for binary patterns and then these learned weis his
are used in the proposed connectionist model. Several attempts has been made o
use this model for graytone thinning, The methods used can be classifiod Tt o 4w
categories : normalization which can be global, local or dynamnic and thresliolding
which can also be global, local or dynamic.
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Modification of PGTA

2.1 Introduction

In a recent paper, a thinning algorithin which is characterized as “A parallel graytone
thinning algorithm (PGTA)” is presented by Kundu et al.|1] There are some concerns
regarding this algorithm which bring iuto question its utility as a parallel eraytonoe
thinning algorithm. In this chapter, it is shown that the PGTA is even not able to
ensure protection of skeletal points and as a consequence it is not able to preserve the
graylevel connectivity in the image. Also, there is no proper stopping criteria for ¢ he
iteration. All these problems arises only because of improper selection of threshoid.

In this chapter, we have proved that the candidate pixel’s graylevel is the uniqgue
value which can be used for thresholding its window; and, if used it will be able to
eliminate all the above mentioned problems, effectively. In fact, there is no neod
to generate a thresholded window explicitly, in this case. Also, using Zhang-Wang
algorithm(11] instead of Modified Zhang-Suen algorithm[4, 5] a more efficient (almost,
twice as efficient as PGTA) and generalized version of parallel graytone thinning
algorithm named as Modified PGTA has been presented. Also, a cotnparative stady
has been done to check capabilities of PGTA and Maodified PGTA in case of OISy
images.

2.2 Problems associated with PGTA

Deletion of Skeletal Points

If we take mcan of the 8 direct neighbors graylevels as threshold 70 then the skeletal
poinfs cannot be protected. Consider, some examples as shown in lipures 2.1-9 1.
Note that in figure 2.1, the candidate pixel with graylevel 9 is a single point el
deleted. Similarly, in figure 2.2, the candidate pixel with graylevel 9 is a conneci i
point(for pixels I; and F%) as well as an end point(for graylevel 9} gots deleted. 16 enn
also be noted that in both these cases T < P, Let us consider another oxample as
shown in figure 2.3, In this case where T~ 2 then also the candidate prxe] 17 vt
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Figure 2.1: (i) Given a 3 x 3 image window(with background graylevel - 111 Ot
Qutput of PGTA: The candidate pixel which is a single point, gots deleted. Himve
T < 1.
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Figure 2.2: (1) Given a 3 % 3 nnage window({with background grayicevel SEREATY

Output of PGTA: 'The candidate pixel which is a connection point as well as well o

an end point, gets deleted. Here, 7<),

oraylevel 2 which is a skeletal point gets deleted. Iu eactv of all the three cases o oan
also be seen that the deletion of the candidate pixcel divides the given window mto
3 components which was originally an 8-connected single component. hus, 37 A
cannot preserve conuectivity in all these cases. It has been suggested to redure Lhe
upper limit of B{) from 6 to 5; but it can also not serve the purpose,

Also, due to this threshold problem, the basic image features which we want to
protect, may completely destroy after certain number of iterations. e.g., see figure 2.1
where two branches of skeleton with higher graylevel degenerates to lower graylevelled
branches. Thus, the mean of direct neighbors is not at all suitable for use as o

threshold value.

Improper Terminating Coudition

In PGTA it has been suggested to terminate processing when the number of graylevel
changes from (k - 1)_th to kA iteration is less than a predetermined value o Un

o

avanalEakar
(01210 01010
e Rl Bl
RSN RS Ue
(1) (1)
Figure 2.3: (i) Given a 3 x 3 unagoe window(with background grayievel = 41, i

Qutput of PGTA: The candidate pixel which is »

Here, 17> 1.

conpection poiat gets dejeied
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Figure 2.4: (i) Given an input image of character ‘1’ where all dots indieate Lk,
ground pixels with graylevel 0. (ii) Output of PGTA. (ii1) Output of raodified PGTA.

fortunately, n depends not only on size but also on the texture of the lrage, and one
cannot find an optimal value of n for an arbitrary image in reasonable time, whatever
heuristics he or she will use. In PGTA paper it is not mentioned why we should take
such n; why not n = 0 always. Oune probable reason we feel may be the destruction
of basic image features as pointed out carlicr in this section.
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2.3 Proposed Modifications

Modification of Threshold

As pointed out in section 2.2, the mean of direct neighbors is not at all suitable for
use as a threshold value. From the examples given in this section 2.2, it can also he
observed that when T # Py the skeletal points cannot be preserved. On the other
hand, if we take graylevel of 7| as threshold and threshold all pixels in the given
window using cquation

¥ L

[

- .
1 otherwise. (2.1)

{ 0 if P < I

then these skeletal points can be preserved. Based on these observations we have
claimed that the graylevel of the candidate pixel is the unigue vidue which can he
used as threshold. The clanm and i6s formal proof are as siven below:

Claim 1 The graylevel of the candidate preel in a gioen winde:w is the unigque
value which can be used as threshold for thresholding the window preserving
connectivity between any pair of points e the local neighborhood of the can-
didate pirel. In othey words, of we teke T = D) then even of graylevel of D
will get replaced by min( Py, Py, .0, 1), of will not disconncet any pair of points
which were connceted inittially, within its windou.

Proof: 'The most fundamental requirement of any thinning algorithan is that it mest
preserve conuncctivity, Also, it is necessary as well as suflicient to protect skeleinl
points of the irnage from getting deleted 1o preserve connectivity:.

Let us consider 3 situations: T'< Py = Py and 1> 1y

When 1" < P, there will be more nuwmber of paths connecting P2 to other points in
the thresholded window than what is actually in the original gray image windosw.
ie. in a given window if there exists a I such that T < /7, < I’y then there can b
no path from I to a pixel P2, > P, for some 3, via F;. DBut, in thresholded window
such pseudo paths can exist. This overcstimation of connectivity is undesirable. i
D is a skeletal point in the oripinal image window, it, tnay become a simple polnt on
its thresholded counterpart and if all the deletion condiiions of PGTA get sabisthied
then this skeletal point’s graylevel will be changed to the minimun of its 8 direct,
neighbors. Thus, T < I does not ensure protection of skeletal points (see figures 21

and 2.2).

Also, when T > P, with similar arguments we can say that there will be less nuinber
of paths than what actually it should have. This nuderestimation of conuectivity
is also undesirable; because, it can also transform a skeletal point of the originad
image window into a simple point in it's thresholded counterpart. Finally, if all the
deletion conditions get satisfied then this skeletal point’s graylevel will be changed
to minimnum of its 8 direct, neighbors, bince, thinning pertsits only deiction of cinple
points, this is against the definition of thinuing {see Higure 2.3).

Now, if we take T"= 7, then there will be exactly same number of connection paths
from P to anv point. % 1n the fhroshobded window as in the ortginal Tmaee window
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of the candidate pixcl £, All pixels within the window with eraylevel = P0owif] b
thresholded to 1 and with graylevel £ will be thresholded to 00 In this cose. i
Py is a skeletal, simple or internal pomt, it will remain skeletal, simple, or inferpal
point respectively, in its thresholded window.

Thus, the candidate pixel P is the only threshold which can protect the skelota]
pownts and heuvce, preserves the connectivity. Q. F.D.

Now, if we take graylevel of I’ as threshold and threshold all pixels in the window
using equation 2.1, then for P, = min(l, Py, Py, the candidate pirxel will became
an internal point in the thresholded window aud all conditions of PGTA will heronne
FALST. So, there is o need to explicitly check whether 77 i< mainimum o not. AL
since we need not to calenlate 17 there is no need Lo explicitly generate o chroshiodoo s
window. We can dircetly use the image window itseld

Modification of Terminating Condition

It we take T'= P, there is no need of taking some predetermined value n for tor
minating condition. We can always take n = 0. Also, there is no need of counting
number of changes 1u graylovel; instead of that. a flag can be used to indicate change
1t graylevel.

Elimination of Two Subiterations

The PGTA is a generalization of modified Zhang-Suen algorithm and bence each
iteration cownsists of two subiterations. Now, an algorithm which does not contain
any subiteration inside a iteration and is almost twice as efficient as the modificd
Zang-Suen algorithm has already been developed by Zhang and Wang, for two tone
images. So, generalization of this algorithm can be used as PGTA.

Thus, with these modifications, we have presented the proposed algorithm, named
as modified PGTA | in the next section,

2.4 The Modified PGTA

For each candidate pixel P, consider a 4 > 4 window as shown i hgure 1.2, The
graylevel of a candidate pixel I’} will be changed to min (%, 1y, . ), i all the
following conditions are satisfied -
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e b
A,
-

4 (Py < D)+ (D = D)+ (B = D) or (Prg > 1)

where, A{(P)) = Number of { P, () patterns jn the ordered set J45 700000 16 1 wach
that I < Py aud Py > Py
B{) == Number of direct neighbors of I having graylevel > 17 and
All +'5 denote logical ANDs

Also, a complete algoritlin for simudating the Modified PGTUVA oo sertal connet o
is given 1 Appendix A.

2.5 RESULTS

Both PGTA and modified PGTA have been simulated on SUN SPARC station s
well as on VAX&650 under VAX /VMS operating system cnvironinent.

Both these algoritluns have been tested on many real life images. Some of these
images and their corresponding outputs from PGTA and modificd PGTA have been
shown in fignres 2.5-2.8. The finger prints as shown in figure 2.5 and higure 2.6 are
of size (256 x 206), the noisy cclamp as shown in figure 2.7 and the noise free cclimp
as shown in figure 2.8, both arc of size (384 x 256). One can visnally see the effect
of modifications. It can be casily scen in figure 2.7 that the effect of noise is guite
different from cach other. A discussion on noise handling capabihties of PGTA and
modified PGTA and a method to preprocess such noisy hnages is as given below:

Handling Noisy lmages

In case of PGTA, it should be noted that due to averaging of direct neighbors fon
calculation of threshold, an smoothing effect occurs in the rnage. So, when the given
input image is noisy then also it can thin the image upio certain extent, but nod
upto single pixel thickness; otherwise, important image features may get destroyed
due to reasous discussed earlier. But, in case of modified PGTA, we olways assiunes
that the given image is a noise free image. So, the modificd PGTA can not handle
a noisy image automatically. Indeed, We have to first remove noise from the image
separately and then input for thinning. |

It should be noted that smoothing is not a good method for noise removal, specially
when the image is to be used for thinning. Because, by smoothing a small localized
aoise get dispersed into a lavge region, and if we thin such image then the effect of
noise may be more pronounced.

A better method is thresholding. The image has two types of regions: background
and object. Where, cach of these regions have a rauge of graylevels and in graylevel
thinning we want to thin the object keeping grayness of the object as well as back-
ground intact. So, the total graylevel range of the image can be divided into several
subranges and only a few subranges {may be ouly one) can be thresholded to a suit-
able eravievel. say menn or mode of pravievels jn that subrange. The mode mav be
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a better measure in this case; because, total number of pixels affected by noise will
generally be smaller than total number of unaffectod image pixels. The minimur o

maximum graylevels of a subrange, say k_th subrange of the image can bo oblained
using following two eqnalions, respeoetively.

* TRLE QUL - TRATLE N
bgray = mungray -+ (A — 1) % ( A A _i_"'_) 22

ti

, (rmaxgray — mingray |
ngray = mingray + k * ~———>—2 ———) L
| n

-
-“-—-

where, mingray = minimum graylevel of the Image.
maxgray = maximnm graylovel of the image.
lgray = lower limit of the graylevel in the k_t/: subrango.
wgray == upper limit of the graylevel in the & ¢h subrange.
n o= Number of subranges and 1 < k < n.

Then, the mean or mode of that subrange can be found out and all pixels graylove
in that subrange can be thresholded to that graylevel

2.0 Discussions

In this chapter, a thorough study of PGTA has been carried out. {6 has been 1O
that the graylevel of the candidate pixel is the unique value which can be wsed s

threshold. Also, terminating condition has been modified and a more officiont. ver<ion
of PGTA has been presented.

In image processing jargon there is a saymg, “What you see is what you get™. B3t
human visual system is not powerful cnough to recognize very small variations. Not
ounly this, but, the display systems commercially available at present are also not
having sufficient resolution for distinctly displaying each of the graylevel of the e
Due to these reasons, it is very diffieult to recognize small variations of grayievel
caused by noise. So, one may claim that the given lmage s a very nice itmapelin
the sense that it is a visually noise free image), and expect that the thinned image
shouid also be a single pixel thick image in the visual scnse. But, due to noise, he /vhe
will get a single pixel thick image in mathematical sense(where actial grayiovel o of
concern) which may not. be visually single pixel thick and hence. a PIORrOCessing fon
nolsge removal 18 required.,

As far as I know, there is no robust method known til] today which can antornatio ity
handle a noisy mnage. FPurther rescarch ean be carried out in this area to STRIRNERTE
such thinning algorithms.
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Chapter 3

Development of the Connectionist

Model

As discussed in section 1.4, we know that the generated binary traluing data can be
used for supervised learning, the training data are not orthogonal to each other and
it 1s not possible to learn all gray patterns. Based on these observations, we found
that an MLP can be one of the most suitable model for forming the basic building
block. So, in this chapter, we will first design the MLP as the basic building block in
the first section, and then the connectionist model will he developed in the following
section. There are basically two way of mapping graylevels of an image into 10,1]
range; these are thresholding and normalization. Also, each of them can be elobal,
local or dynamic. These different strategies used for thinning using the Connectionist
Model has been discussed in section 3.3.

3.1 Design of MLP as Basic Building Block

There are many parallel thinning algorithms which generally use a 3 x 3 window
such as Rutowitz algorithm [3], Modified Zhang-Suen algorithm [4, 5], Holt et al.
algorithm [6] etc. or a 4 x 4 window such as Zhang-Wang algorithm [11]. Tf we
consider a window of size N x N for N > 3 then there can be at most. N? inputs and
s0, at most N* input nodes will be required in the ANN model to be developed for
this window. Also, There will be only one output node which will give either a new
graylevel for the candidate pixel itself or will give an indication about the deletion{or
reduction of the graylevel) of the candidate pixel. This ANN model for a window
will form the basic building block.

Ouly binary patterns has been considered for learning with graylevel of a bDackground
pixel as 0 and graylevel of an object pixel as 1. the input patterns can be roushly
divide into three clusters: one containing those patterns in which the candidate pixel
is 0 and hence output of the MLP will also be 0. The second containing those patterns
in which the candidate pixel is 1 and do not satisfy all the deletion conditions; so.
the output of the MLP will remain 1. The third and last class may contain all t hose
patterns for which the candidate pixel is 1 and satisfy all the deletion conditions so
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that the output of the MLP will become 0.

Given an n-layer MLP, some authors treats it as an MLDP with n layers of nodes
excluding input layer, while the other treats as n layers of weight links Through ont
the discussion, we will follow this convention. e.g., a 3-layer MLP means it consists
of one layer of input nodes, one layer of output nodes, 2 layers of hidden nodes and
3 layers of weight links connecting the adjacent node layers.

If it so happens that our all 3 clusters turn out convex(which is very unlikely) thoen
a two-layer MLP with only 3 hidden nodes is sufficient, for proper learning. So, the
lower limit for the network architecture is a two-layer MLP with 3 hidden nodes.
On the other hand, proper classification of given traimng data into 3 clusters of
arbitrary shape, in worst case, requires a 3-layer MLP with number of nodes in t he
second hidden node layer greater than or equal to the number of clusters and pumber
of nodes in the first hidden node layer equal to twice the number of nodes in e
second hidden node layer. Thus, the upper limit for the network architecture in
present case 1s a 3-layer MLP with first hidden node tayer consisting of 6 nodes and
the second hidden node layer consisting of 3 nodes.[20)]

The training data for learning has been generated using conditions of only one subit-
eration of the Modified Zhang-Suen thinning algorithm viz. a candidate pixel 17, in
a 3 x 3 window, as shown in figure 1.1, will be deleted only when all the following
conditions are satisfied:

1. Py =1

2. 3< B(P) <6
3. A(P) =1

4. Ppx Py Py = ()

0. A x yx Iy = 0

where, A(P)) = Number of 01 patterns in the ordered sot o, Py, .0 1y, 1
B(P;) = Number of nonzero neighbors of P, and
all +'s denote logical ANDs.

Practically, it is found that with a two-layer MLP model, having 3 or 4 hidden nodes,
the rate of convergence becomes very very slow and after sometimes error becomes
almost stable. With 5 hidden nodes also the rate of convergence is not so good. But,
for 6 onward the rate of convergence is reasonably fast and hence, a two-layer MNLT
with 6 hidden nodes can be used as the Basic Building block. With 6 hidden nodoes.
it is also not necessary to learn threshold for individual nodes. All thresholds can b
tied to 0. The MLI model used for learning is as shown in figure 3.1. Tt is basically
a semilinear feedforward net as reported by Rumelhart ot al.[22] For learning The
Gencralized Delta Rule with Backpropagation of Frrer, as described in 21, 6]
has been used.

Where, the net input to a node in layer ji.c., in the hidden layer is given by

nel; = 3 15500, - (1)
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Figure 3.1: MLYP: The basic building Block. We have used 9 mput. nodes, 6 hid-
den nodes and 1 output node during learning the training data generated by one
subiteration of the modified Zang-Suen Algorithm.
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and the corresponding output ts given by

= f(net;) (3.2)

where, fis the activation function. We have used a sigmoidal activation function as

given below:
1

1 4 ﬁ-—{ni’t_f"+ 0_,')/0,.,'

Uj' —

(3.3)

Similarly, the net input to a node in layer & i.e., in the output layer is given by

??JGt'k — Z '?U;;j{]}' (34)

and the corresponding output is given by

or = finety) (3.5)

In equation 3.3, the parameter 8; serves as a threshold for that node. In present case,
it has been taken as 0 all nodes. The parameter 8, is a constant, and has been takmi
as 0.1. But, it hardly matters, one can take it as 1; the only thing happen is that
the weights will become 10 times larger than what is given in table 3.1

The average system error is given by

. if‘ y S“‘ (Lo — O ) (3.45)

and, the weight change from n_th iteration to (n 4+ 1)_t/ iteration is given by

Aw;(n+ 1) = n(d;0:) + adw;{n) (3.7)

where, 1 is the learning rate,
v 1s the momentumn rate; and
the deltas are given by the lollowing two equations

bpk = (tpk - ﬂﬂ*‘)”??k(l = f}.,..;:) [.i?}))
6]3_;5 —= {-jpj(l - Upj) Z 61}5:“}&}' (Jl))
k

for the output-layer and hidden-layer nodes, respectively. The subscript p denotes
the pattern number.

3.2 The Connectionist Model

Block diagram of the Conncectionist Model is as shown v figure 3.2 and a detatled
diagram showing input, hidden and output layers and their interconnections is as
shown in figure 3.3. It can be build using the basic building block as follow. To
input an image of size (M x N) a two-dimensional grid containing (M x N} nodes

will be reguired. Similarly. a grid of same size is required for outputting, the result.
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Figure 3.2: Block diagram of the Connectionist Model for thinning.

Since, in figure 3.1, each input node is connected to all the hidden nodes, if there
are h nodes in the hidden layer of the basic building block, then either (Af - N)
grids each consisting of h nodes or ki grids cach consisting of (M »x N) nodes can be
taken. Since, the sccond alternative gives uniformity in the architecture as well as
there will less number grids to manage, in this case; it is a better choice. So, in the

Connectionist Model I grids cach cousisting of (M < N) nodes has been used to form
the hidden layer.

The weight connections will be as follow: If a (n x 1) window is used for learning
the basic building block, then for outermost |51 rows and columns of the grid, al
neighborhood pixels are not available. So, for these boundary nodes a 1-1 connec-
tion should be made. i.e., connect a boundary node(i, ) in the input grid to the
corresponding boundary nodes in all the hidden layer grid and connect the bound-
ary node(i, 7) in all these hidden layer grids to the output boundary node(i, 7). Al
connection weights of these connection links are equal to unity.

In case of internal nodes, connect an internal node(d, j) in the input grid to the
corresponding node(i, j) in the hidden grid fi; by a connection link having weight
equal to the weight of the link connceting Py to fry. Also, conncet ail the neighbors
within the (n xn) neighborhood (because, we have taken (nxn) window for learning)
ol the internal node(2, 7) in the input grid to the node(i, ) of the hidden grid A, by
weight links having weights eqaal to the weight of the corresponding link in (he hasic
building block. e.g. weight of the link between the input node node(i — 1, 4) and the
internal node(i, 7) of hidden grid A, is equal to weight of the link connecting 7' to
/iy in the basic building block. Similarly, weight of the link between the input nodse
node(i -~ 1, 74+ 1) and the internal node(i, 7) of hidden grid fiy is egual to weirht of
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Eachinput node (1,)) is connected to nade (i,3) and its diresct nelohbore in
each of the hidden grids. Also, asch node (i,1) in each of the hidden Qrid

is connected to output neda {(i,]).

Figure 3.3: A detailed diagram of input, hidden and outpat layers of block diaerang
of the Connectionist Model for thinning.
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the link connecting I to iy in the basic building block, and so on. Also, the internal
node(i, 3) of the hidden grid /1, will be connected to the internal node(i, 5) of the
output grid by a weight link having weight equal to weight of the link joining node
hi to the output node in the basic building block.

Similar connections will be made for each of the internal node(i. ) in the input and

the output grids with all hidden grids using weights of the corresponding weight links
in the basic building block.

The result obtained from this network by processing image from input grid to outpat
grid will be equivalent to the result that can be obtained from the thinning algorithm
used for learning, after one iteration. In case of learning using training data gener-

ated by Modified Zang-Suen thinning algorithm, where, each iteration consists of 2
subiferations, it is equivalent to the result that can be obtained after one subiteration.

50, the result has to be feedback to the input grid for further processing. In case,
when Zang-Suen like thinning algorithms used for generating training data, where
each iteration consists of 2 subiterations, the transpose of the output image will
be feedback to the input. i.c., an output node(i,5) will be fedback to the input
node(j,1), for all ¢,5. In all other cases where the thinning algorithm for generating
training data consists of only one iteration, feedback the output directly to input.
i.e., feedback output of an output node(i, 7) to the input node(s, 7).

3.3 Thinning Using the Proposed Model

one approach for thinning a graylevel image is to first. convert it into a binaty imapce
by suitable thresholding and then apply any binary level thinning algorithm to get the
result. The same approach can be adopted here. First threshold the given image and
then use the ML for thinning this thresholded two-tone itnage. The thresholding can
be done globally or locally. But, the problem associated with this method is that the
information other than the object outline is lost forever and further processing in the
graytone domain is not possible. Also, the method is very sensitive to noise [1, 8]. All
these shortcomings could be eliminated to a great extent if the thresholding is done
dynamically by thresholding only the window to be applied into the input of MLD,
just before applying it. Then separately check whether the value of the candidate
pixel has been changed or not. If changed then replace the candidate pixel's valne
by minimum of its direct neighbors {1]. In this method, we will not only be able o
thin the image but we can also retain the grayness of the image.

Normalization based methods is rather more suitable tor graylevel thinning. in case
of global normalization, we can hrest normalize the whole image in [0,1] range using
the equation:
P mangray
' [ . . : '
1]:-{ e - ——————— '; 1“)

(haxgray - mingray)

where, P2 = Nornalized graylevel of a pixel P in the given image,
mingray = minimum graylevel of the hmage and
maxgray = maximum graylevel of the jmape.
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Then thin this image by MLP. After thinning is over, the actual graylevel can be
obtained by following equation:

I - I« (maegray - At gray) - mangray 4 0.5 (3.11)

Since, ML has been learned only with the two-tone patterns, during thinning the
normalized gray image will slowly change into two-tone thinned mmage, if allowed
to terminate the processing voluntarily. So, one has to check after few iterations
whether the desired thinning has been obtained or not. The main problem with
global normalization is due to change in graylevel of the background itself. In real
life images, the background may not be of siigle graylevel but may have some range.
Similarly, the object also have a range of graylevels. Also, it may happen that the
two ranges may overlap on cach other upto certain extent. So, instead of global
normalization, if we do some sort of local normalization then the result may be of
better quality. This leads to the method of local normalization.

In case of local normalization, a candidate pixel is normalized over its small local
neighborhood. e.g., In casc of thinning using any 3 x 3 window inethod, we can take
slightly larger window, say 5 x 5, for normalization. But, if all the pixels have samec
graylevel in this 5 x 5 window then a larger window, say 7 x 7 can be taken, and
50 on. After getting normalized image it is used for thinning and then the actual
thinned image is computed back from this normalized thinned image. Note that
during computation of the actual thinned image, the local maxgray and mingray
values of the given input image will be used.

Since, the local maxgray and mingray values of a pixel in the input image may not,
be same as the local maxzgray and mingray values respectively of that pixel in the
corresponding thinned image that we are intended to obtain. As a consequence, it
will result distortion in the actually computed image. This problem can be avoided
it normalization is done dynamically.

In case of dynamic normalization method, the candidate pixel's window is normalized
locally just before applying it to the MLP, then actual new value of the candidate
pixel is computed back immediately after getting the output of the MLP. This method
has been found most suitable compared to others mentioned above, specially when
we not only want to thin the given image but also want to control the grayness of
the object as well as background. If the processing will be allowed to stop naturally
at the end when there is no graylevel change, then the resulting thinued image will
be a two-tone image.

3.4 RESULTS

Both, the MLP used as Basic Building Block and the Connectionist Model are siin-
ulated on SUN SPARC station as well as on VAX8650 under VAX/VMS operating

system cenvironmeoent.

The weight matrix obtained by learning the training data generated using only one
subiteration of the Modified Zang-Suen thinning algorithm with the MLDP having

3 mput nodes, 6 hidden nodes; 1 output node and all thresholds of tied at 0 is as
shown in table 3.1. The input images used and its corresponding output imasee
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—_ JE— - — - —— e r———

Iy -

—— — i —

-0.723541 | -0.874873 | -0.871492 | 1.439476 1 1196587 710 508367
(1.533080 | -0.207651 | 0.365619 | 0.011588 | 0.496461 | -0.027020
0.760672 | -0.072775 | -0.015679 | 0.016497 | 1.231702 | 0977667
-0UT92178 | 0133114 | 0078482 | 0.3932353 | 0.800195 | 0.939396
0.204073 | 0.214549 | -0.772841 | -0.202602 | -0.062248 | -0.039199
-1.035402 1 0.629234 | -0.350085 | -(1.493559 | -00.425912 | -0.157464
-0.834833 | -0.032003 | 0.035095 ! -0.950506 | -0.986254 | 0.020174
-0.420561 | 0.147288 | 0.397973 | -0.739835 | -0.172671 | -0.616102
0165715 | -0.013634 | 0.526720 | 0.549618 | -0.479734 | -0.413329

M e — e e

T e - — . ——rar m-

-2.781597 | -3.611564 | -5.332625 | 1:899429 | 2.633353 | -3.270761

Table 3.1: The Weight matrix : /; means hidden layer node i. The first 9 rows indi-

cate weights between input nodes and hidden layer nodes and the last row indicates
weight between hidden layer nodes and the output node.

obtained from the connectionist model are as shown in figures 3.4-3.7. These are two
tinger print images each of size (256 x 256), a noisy cclamp (384 x 256) and the same
cclamp image (384 x 256) after noise removal. The corresponding output Images are
obtained from the Connectionist model using normalization based method over a 3 x 3
window.  The results obtained from PGTA and Modified PGTA can be compared
with the result obtained from the Connectionist Model using dynamic normalization.
Since, in case of dynamic normalization, the input. image slowly converts into a two-
tone thinned image, if you want to retain the grayness of the background as well
as object, then it should be terminated after certain number of iterations. In most
of the practical cases, actual thinning of the image happens only in few iterations,
say 20-30 1terations. After that, only conversion of image from graytone to two tone
takes place. So, it is a better practice to terminate the processing after 25 (say). and
then chieck the result. If it is not satisfactory then go for another 285 iterations and
s0 o Otherwise i it s satisiactory then stop.

It should be noted that if the transpose of the image is fedback to the input e
the result obtained will be either the thinned image or trauspose of it. This problem
can be avoided by using a b stage Connectionist, Model consisting one input iayer
a hidden node layer, an intermediate result layer, another hidden layer and out pud
layer. But, the problem associated with this method is the Cost of the Network
will be almost as costly as twice that of the proposed Connectionist. Model. A more
elegant way to solve this problem is to output the result of the proposed Connectionist
Model only after odd number processing cyeles.

3.5 Discussions

In this chapter, a new Connectionist. Model for Tmage Skeletonization has been pro-
posed. There are basically two ways of preprocessing the input before inpulting to
the Connectionist Model. 1t has been found that the dynamic th resholding is the best
method among global, local, and dynamic thresholding. Stmilarly, in case normal-
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ization, it has been found that the dynamic normalization is the best inethod among
global, local, and dynamnic normalization. Also, if we compare a thresholding based
method with the corresponding normalization based mcethod, then the thresholding
based method is more efficient than its counterpart; but, the quality of output Inage
1s better in case of normalization based method than its counterpart. In fact, the
dynamic thresholding based method will give a result which will very mueh similag
to the output obtained from the Modified PGTA, keeping the grayness of the bmage
at 1ts maximum possible limit. On the other hand, the dynamic normalization based
method is very flexible and will be able to contro] the prayness of the output imapge



Chapter 4

CONCLUDING REMARKS

In this thesis, a thorough study of PGTA has been carried ont. Some definitions like
connection points, end points, single points, skeletal points, ete. have been gener-
alized from two-tone domain to gray-tone domain. These generalizations are based
on weighted definition of connectedness as given by Rosenfeld {2]. Bascd on these
definitions, a new and unique value of threshold has been proposed which preserves
connectivity in the local neighborhood of a candidate pixel. Also, termination con-
dition of the PGTA has been modified, need of two subiterations in the PGTA has
been eliminated and a modified version of PGTA has been presented,

In chapter 3, a new Connectionist Model for Image Skeletonization has been de-
veloped. There are many ways of applying the inpat image 1nto the connectionist
model. All these methods hiag been tnoplemented and their relative advantages and
disadvantages has been studied.

In classical algorithms e.g., Zhang-Wang algorvithin, PGTA, modified PGTA ete.,
properties and conditions has been defined. On the other hand, an ANN captures
these properties and conditions within the weights of the links.

In the first chapter, it has been pointed out that an ANN suitable supervised learning
and does not demand orthogonality among the training data, and has ability to
generalize the learned weights using binary patterns for thinuing graytone images,
can be tried for forming the Basic Building Block. Here, we have selected only one
such network i.e. MLP, for this purpose. So, further research can be carried out in
this arca to investigate possibility of use of other ANNs as Basic Building Block.

&



Appendix A

An algorithm for simulating the
Modified PGTA

There are two image buffers, one holding the current graylevels of image pixels and
the other holding the new gray level of these pixels obtained as a result of current
iteration. Each iteration consists of two passes one for computing results(i.c. new
graylevels) and the second pass for copying the result from new image buffer to
current buffer. Note that the second pass starts only after the first pass has been
hnished and first pass of next iteration starts only after the second pass of the first
iteration has been finished. We will distinguish the current and new buffers by cur
and new extensions respectively. The step are as follow

step 1. reset flag.

step 2. it B(F;) = 3 for all 1 then there are only 2 x 2 image points. stop.
step 3. for all pixels in the current buffer do step 4.

step 4. if all the following conditions are satisfied

1. 3 < B(Pj.cur) <6

2. A(D).cur) =
3. Pycur < Preur x Ppcur < Prcur x Py.cur < Preur or Pycur > Peur
4. Dy.cur < Pycur « Dycur < Pcur + Vyeur < Dycur or Dy cur > DPycuy i hey

Pyonew = min(Dy.cur, Pycur, .. Py.cur) (AT

set flag to TRULE.
step 5. if flag = TRUE at the end of step 3 then
copy uew buffer into current buffer and go to step 1.
clse  images in the current buffer as well as new buffer are the
desired thinned inages. Qutput any one of them and stop.



Appendix B

Simulation of the Connectionist
Model

There arc two image buflers, one holding the current graylevels of iimage pixels and
the other holding the new grav Invel of these pixels obtained as a result of current
iteration. Each iteration consists of two passes one for computing results(i.c. new
graylevels} and the second pass for copying the result from new image buffer to
current buffer. Note that the sccond pass starts only after the first pass has been
finished and first pass of next iteration starts only after the second pass of the first
iteration has been finished. We will distinguish the current and new buffers by cur
and new extensions respectively. Also, the two buffers can be implemented as a two-
dimensional array of a structure in ‘C’ or record in PASCAL, where the structuro
consists of two fields: one for holding the cwrrent graylevels of image pixels aud
other for holding the new graylevels of those image pixels obtained as output of the
Connectionist Model. Let, PIROW][COL] be the two-dimensional array of structure:
where, ROW and COL arc the number of rows and columns of the image Lo boe

thinned. Also, let a (n x n) window is used for learning. The algorithms are as giver
below :

B.1 Global Normalization Method

The step are as follow :

step 1. Input the original noage 1o the current bhidler.
step 2. Normalize graylevels of the current buffer in [0,1] range using equation 310
step 3. {if graylevel of image background > graylevel of object then
cuter (background =" W) clse enter (background =" B').)
read(background):
step 4. If (background =" W) then
for each pixel F;; in the ciurent bufler do
Dij.cur « (1.0 — I.cur);
step &. Construct the Basic Building Block and assign the learned
weights to the corresponding links.
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step 6. flag «— FALSI,
step 7. for{(i « |[n/2]; & << ROW - In/2]; 1« ¢« {1}
for(j o Inf2); j < COL - (nf2]; je i+t 1)
hegiri
QUTPUT « forward(Py);
i f((QUTTPUT - [%;.cur) > €)then
begin
Py mew « QUTIUT,
flag « TRUL;

end{i f}

end{ for}.
step 8. if( flag = TRUE)then
beqgin

for(i « O; i < ROW; i+ i+ 1)
for(j e 0 § < COLy jer j+ 1)
i f(Training data is generated by Zang-Suen thinning algorithm)then
Dspeur = ymew,
clse
Pi;.cur « I new;
goto step 9.
end.
else goto step 9.
step 9. If (background =" W) then

for cach pixel I%; in the current, bafler do

Pi;.cur + (1.0 — P;;.eur);
step 10. recompute the actual thinned inage from the normalized thin image using equatio

311

In case of global thresholding method, only the step 2 will change as we have to
threshold the image using a global threshold instead of normalizing it. Rest will
remain unchanged.
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