ON STATISTICS INDEPENDENT OF SUFFICIENT STATISTICS
By D. BASU

Indian Stalistical Institute, Calentta

SUMMARY. In an coricr paper (1035) the author alaled that any stalixtio independent of &
sufflciont statistio must hnvo the aama distribution for all valucs of tho unknown parsmeter, An example
is givon hero to show that (he proposition Is not truo in tho gonomlity stated above. Conditions undor
which the proposition is true are discnssod.

1. IXTRODTCTION

Lot X Lo a random rvariablo {samplo) toking values in an arbitrary
samplo spaco & with the nssociated o-ficld of measurablo sots ¥ and tho family
of probability measures {Pg), 0Oen. By s statistic T=T(X) we mean a
monsurablo characteristio of the sample X, i.e., T is an _4-8 moasurablo transforma-
tion of tho monsurable spaco (2% ) into some measurablo space (J, ). The
family of induced (by tho mapping T) probability mensures on Z is denoted by

(PsT7}, Oc.

If I’,’I"‘ is tho samo for all Oc (3 thon it ia clear that an observation on the
random variablo 7 will bo of no use for making any inforenco about the paramotor
0. In this easo we may say that tho statistic I contnins no information about the
paramotec 8. On tho other hand if 7' bo a sufficient statiatic thon wo may say that
T contains tho wholo of tho information nlont @ that is contained in the samplo X.
Barring those two extremo situations it is not possiblo to mako a goneral assessment
of how much (or what proportion} of information ia contained in & particular statistio.
Tho author feols that tho question ‘How much information ja contained in 7 7' should
bo rophrased as ‘How cffoctive an observation on T is for making & particular
inforeneo about 7' Cloarly the answer will dopend on tho kind of inforonco
{tests of hypotheses, point or interval cstimation ote.) that wo wish to make
and also on our iden {or criterion) of effectivity. An clomont of arbitrariness is
bound to entor into any attomptod dofinition of tho amount of information in a
statistic.

Ono interesting foaturo of Firhor's dofinition (1921) of the amount of infor-
matjon is that it is additivo for indopondont statistics. That is, if 7, and T, aro any
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two statistics that aro independent for overy 0c @t then tho amount of information
in (T, T4} is oqual to the sum of the infurmations contained in 7', and Ty soparatoly.
This, however, does not appear to tho author to bo a necossary requiremont, for a
satisfactory definition of information, It is possiblo to think of situations whore
T, and Ty aro equally iuformative (identically distributed for example) and aro inde-
peadent of ono another but still, when an observation on T, is givon, very littlo oxtra
inforniation will bo supplied by an obscrvation on Ty, For oxample, supposo wo hiavo
a populntion whoso distribution wo know to Lo either N(0, 1) or N(5,1). A singlo
observation from tho poputation will identify the true distribution with a great moasuro
of certainty. Given ono observation from tho population very little oxtra infor-
mation will bo obtaincd from a xecond obsorvation from the population. Surely
the total informntion contained in two independent observations from the popu-
lation is much less than twice that contained 4n a single ohservation. The follow-
ing is & moro extrome example,

Supposo it is known that a bag contains 10 identieal balls numberod 041,
0242, ..., 0410 where tho unknown parameter 0 takes any one of the values 0, 10,
20, 30, .... Supposo two balls are drawn onc by ono with roplacement and let T
be the number on the i-th ball drawn (i = 1, 2). Here 7, and T, aro identically
distributed indepeadent statistics and each is sufficient for 4. Given an observation
on T, the distribution of Ty gets completely specified and henee 7 containg as much
information as is contained in (7, Ty).

Independence of statistics is sometimes loosely interproted as follows :—
‘If tho statistic T is independent of 7', then knowing what the realization of T has
been in a particular trial gives us no information about the possible realization of
7, in the same trial.’ When the probability monsure on the samplo spaco is only
partially known the above interpretation of independence is no longer true. The
example in tho previous paragraph very forcefully brings this point out.

2, STATISTICS INDEPENDENT OF A SUFFICIENT STATISTIC

In tho provious scclion wo have given an examplo to show that a statistic
can be independent of a sullicient statistic and still contain a groat deal of information
about the p . Tho plo d ates that Theorem | in (1033) is not
truo in the gonorality stated thero.! Under somo mild restrictions, howovor, the
theorom romains true.

13y, R. H. Farrell of the University of Illinoia indopendontly arrived at the conclusions coa.
taincil in this section.  In o loteor to tho nuthor Mr. Forroll disoussd tho raistwko in the proof of the
theoroia and gave an examplo vory similar to the ono cousidored above.
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Lot T bo a sulicient stalistio and lot As A bo any fixeid ovent that in indo-
pondent of 7. From the sufficionoy of T it follows that thero exists a 8-measurnble
real valued function f(d |1} on Z{callwd tho conditional probability of A given T = 1)
uich that for any Be&

PANT'B) = J s PoT™" for nll Gen.

From tho indopemlenee of tho ovent A aml the statistic T it follows that for
any 0end;

JA[D) = P4A) RRERY)

almost everywhere [PoT™] in 1.

From (2.1) we cannot conclude that Pg{d) is the same for all fen.

If the two menasures Py, 77 and I’,:’l"l on (7, 8) overlap, [i.e., for any sof
Be 8, Iy, T7Y(B) = | implies that 1’,27'_'(8) is positive), theu it is very easy o seo
that (2.1) implies the oquality of I’y (4) end Pg(d).

Lot us write 6, &= 6, if Py 7" and Py T” *ovetlup., The ‘equality of P(4)
and Pg(A4) can bo deduced if there oxists a finite number of parametor points 0, 0y,
.o 0, such that

020, 0,.. &0, 0. . (22)

We say 8 and & aro conneoted (by the statistio T') if thore exists 0, 0y, ... 0, sutisfying
(2.2).
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Thus, wo have the
Theoresn @ If T be u sufficicnt stutistic and if every pair of Oa in 0t are

conneeted (by T) then any event A independent of T has the same probubility for all
Ocr.

As n corollary wo nt onco havo that under 1ho conditiona of the above theorom
any statistic T, indupendent of the sullicient stulistic 7 containg no information about
the paratotor,

Rervenzxczs

Basv, D, (1053): On etatistica independent of & complota suflicicnt atatistio, Santhya, 15, 377.

Funxs, R, A, (1921): The math icol ions of ical statistics. Phil. Trans. Royel Soc.
A, 222, 309

Paper received : May, 1958.



	001
	002
	003
	004

