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A HEURISTIC ALGORITHM FOR
NEWSPAPER DISTRIBUTION PROBLEM
IN A CITY NETWORK

ABSTRACT: The problem of constructing an approximately
optimal schedule of vehicles for newspaper distribution of a city is
considered here. The newspapers  are  assumed to be dumped at
certain dumping points of the city . The requirement is to minimise
the total duration for the completion of distribution of the
newspapers. The time consumed for the last trip(back (o the
newspaper office from the last dumping point of any route) is
excluded. The optimisation problem of  minimisation of total duration

Is shown to be NP-complete. A heuristic algorithm has been
developed to solve the problem.



I.INTRODUCTION: A large area for applications of combinatorial
techniques is the area of urban services. Combinatorics has been
applied to problems involving the location and staffing of fire and
police stations , design of rapid transit systems, assignment of shifts
for municipal workers , routing of street sweeping and snow removal
vehicles etc. [Refer Beltrami [1] and Helly [4] for a variety of
examples.

The problem of newspaper distribution in a city where the
hewspapers are assumed to be dumped at certain dumping points is
slightly ~different from the problems mentioned above. We are
supplied with the map of the city, requirement of each of the
dumping points ,time consumption in moving from one dumping
point to the other and the vehicle capacity. The resource in terms of
the number of vehicles is extremely limited. The requirement is to
minimise the total duration of the distribution process, where the last
trip(back to the newspaper office from the last dumping point on
any route) 1s excluded from our consideration.

2.DESCRIPTION OF THE PROBLEM - Given the map of a city,
requirement of each of the dumping points , time consumption for
reaching one point from another and the vehicle capacity, a schedule
of vehicles is to be determined such that the total distribution of the
newspapers 1s completed in several trips of vehicles each of which

dumps some amount of newspapers without exceeding the vehicle
capacity.

An optimal schedule is one that needs the minimum time to
complete the distribution process.

The following notations are used :
We consider a graph G(V,E,R,T) where

Vo= i, iy, e, L, } is a set of nodes representing dumping
points. Node i, is the newspaper office.




|- = The sct of edges.

R=(;,r, ..., ., ) 18 a vector of non-negative weights associaled

with the nodes. It denotes the requirements at different - dumping
POInS.

1 =(1;;)is a matrix of time units associated with the edges.

llere, T is symmetrical.

r ;= Requirement of dumping point at location j.
X = Number of delivery vehicles.
W = Capacity of a single delivery vehicle.

l ;; = Time taken to reach from dumping pointi to dumping point j.

3. THE CLASSES NP HARD AND NP COMPLETE: In measuring
the complexity of an algorithm ,we will use the input length as the
parameter . An algorithm A is of polynomial complexity if 3 a
polynomial P() such that the computing time of A is O(P(n)) V
input of size n . |

Definition 3.1 P is the set of all decision problems solvable by a
deterministic algorithm in polynomial time . NP is the set of all
decision problems solvable by a non-deterministic algorithm in
polynomial time.

For a problem to be in NP, we simply require that if x
IS a yes instance of the problem ,then 3 a concise (1.e. of length
bounded by a polynomial in the size of X) certificate for x , which
can be checked in polynomial time for validity .

We are now ready to.define NP -hard and NP-complete
classes of problems. At first, we define the notion of reducibility :

Definition 3.2 let A, and A, ~be recognition (i.e. YES-NO)
problems. We say that A, reduces in polynomial time to A, (denoted
as A|C(PA2)iff 3 a polynomial time algorithm a, for A, that uses



several times as a subroutine at unit cost a (hypothetical) algorithm
a4y for Ay We call a; a polynomial time reduction of A, to A, .

proposition 3.2 If A, polynomially reduces to A, and there is a
polynomial time algorithm for A, , then there is a polynomial time
algorithm for A .

Definition 3.3 We say that a recognition problem A, polynomially
iransforms to another recognition problem A, if , given any string X

W€ can construct a string y within polynomial (in |x| ) time such
that x is a YES instance of A, iff y is a yes instance of A, .

Definition 3.4 A problem A is NP-hard iff V A’ e NP, A’%FA.
A problem is NP-complete iff A is NP-hard and Ae NP .

By proposition 3.1, if a problem A is NP-complete, then it has
a formidable property : If there is an efficient algorithm for A , then
there is an efficient algorithm for every problem in NP .

Definition 3.5 Two problems A, and A, are said to be polynomially
cquivalent iff A,qPAz and Azt("Al .

4.COMPUTATIONAL COMPLEXITY OF NEWS : [n an attempt
to devise an efficient algorithm which gives an optimal solution to
NEWS, it is found to be very difficult. So the computational

complexity of the problem is explored and the following result is
obtained :

The decision version of NEWS is NP-complete

Decision version of NEWS(NEWS ;) :Given a network G(V.E.R.T),

X number of vehicles each with common capacity W, 1 being the
requirement at dumping point j, T being the time matrix, does. there
exist a routing schedule of duration <'1'?

PROOF:(I) First, we will show that NEWS ; belongs to NP.



The  following  non-deterministic  algorithm  solves  the  problem  in
polynomial time ;

Step#l Guess any path P= (i, =N.,............. .= N')
Step#2 : Assign t' values to the path non -deterministically such
that r(v)=0 if v € P.

0 <r'(v) £r(v) Vv €V,

'(v) <W
Step#3 vV vin V,do r(v)=r(v)-r'(v)
Stepld Include <V,P 1", 1> in the schedule
Step#s I i(v)>0 for some v € V,
then GOTO Step#!
Step#6 If total duration of the schedule < T,
then output "YES"
(11) Next, we will show that NEWS ,is NP-hard.

For this part, we will show that PARTITION problem,

which is already proved to be NP-complete(See Garey and
Johnson{3]) reduces to NEWS , in polynomial time.

The PARTITION problem is defined as :

n
Given a set S = {aj,............. ,a,10f n integers such that E:'a =2Y. Y
being an integer. Does there exist a set R < S such that
Eai=zai=Y ?

a R a ¢€R
i ]

We  will  produce  an  instance  of NEWS , from an instance of
PARTITION in lincar time as follows : Let's consider the following
graph:



(Each edge is of unit weight)

() =0

") =a,

Capacity = Y

The question is :

"Does there exist a schedule of duration < 2(n-1)?"

The equivalence between the two instances is shown regarding the
answers.,

l.et the PARTITION instance has an "YES" answer. S0, there exists
a set R © § such that

Zai=Zai:Y ?

a R a R
i i

Without loss of generality, we can assume that

R = {ﬂl, .................. .,Zlk}
and
N == { P «d | }



‘ L rl L ] u & -
12""1 li*lk*211| .,lk{.;] ........................ ._.]I .

Also,

r(v) if v eP,
ri(v)= {

0 otherwise

for i=1.2;
So,

k.. E
2.1(v) = Tr(v) = Yr(i;) :F =Y
r vep 3o <
Similarly,

h n
2.0(v) = Zr(v) = 2.r(i;) =2.8=Y
v YER  d:km Jktd
Hence the conditions are satisfied and the total time = 2(n-1).

Thus the NEWS , instance also has an "YES" answer,

Again. if the NEWS(d) instance has an "YES" answer ,then there
exists a schedule of duration <2(n-1)

n
Since total requirement = Zr(ii)=2Y 22W (assumed)
=1

S0 .there must be at least two (rips.

At least one of these two uses the edge (ig,i; lwhere ;18 of degree
one) twice while the other does not.

Newspaper distributed in each trip must exactly be equal to Y as
there are two trips only and total demand=)‘f r(1;) =2Y
):I
We may note that the two trips partition the set of edges
(ip.1; } in two parts.

Let R = {a;: { lg.t; } s cleared in [first trip}
Clearly  Ya. = Total newspaper distributed in the first trip

QLeR
=Y



S.PROPOSED HEURISTIC ALGORITHM > We lirst give some delinitions:
Let u,v e V be the vertices of the graph G = (V. })

Definition 5.0A u-v walk in G is (U = ug.e,u;,e5,us,......... €, U, = v) where
€ . V,0 <i<n, are vertices;e; € E, 1 <i < n . are edges and

i ° {Un-n-ui} *

u-v walk is closed if u= v :otherwise open .

Definition 5.1 A u-v walk in which all the edges are distinct is called a
T'RAIL . A trail that traverses every edge of G is called Euler trail of G .

A luler tour is a closed Fuler trail A graph 1s Eulerian if it contains an
luler tour,

theorem 5.1 A non-cmpty  connected graph is  Lulerian T it has no
vertices ol odd degree.

Corollary 5.1 A connected graph has an Euler trail iff it has two vertices
ol odd degree.

Our heuristic algorithtm DISTRIBUTE works for any
general graph . In the very first step , one has to solve the Chinese Postman
Problem (CPP) for the given graph . Since the CPP reduces to finding an
Liulerian tour when Eulerian graphs are considered , we implemented the

algorithm for Eulerian graphs , although the rest of the steps remain the
same for general graphs .

At first |, we suggest some algorithm for linding out an

uler tour in an Eulerian graph . The following algorithm EULERTOUR
docs the same:

Algorithm EULERTOUR :

Step #1 Choose any vertex in the given graph and visit the adjacent
unsaturated vertex . Repeat this until you come back to the starting vertex .
Mark the edges already traversed . Store this trail in a list .

Step#2 Select the first unsaturated vertex from the list obtained in

Step#l and repeat Step#l . Continue until  all the verlices are
saturated



StepH3 Now you are left with several lists . Start from the first list .
Replace the node which is the starting node of the second list by the
contents of the second list. Repeat this until you are left with a single list.

ILLUSTRATION : consider the following graph

Suppose a is chosen .
a-=b->c->a is the closed trail .
b 1s the next unsaturated vertex in the above trail,
S0 we start from b .
b->d->e->b is the next trail .
The next unsaturated vertex is d.
SO we lstart from d.
d-=f->¢->¢->d is the next trail .
Now we find that all the vertices are saturated .
S0 we start merging the lists as follows:
a-=h->¢->a
b->d->e->b
are merged to a->b->d->e->b->c->a
Next, the above list is merged with the remaining list d->f->e->¢->d

o finally give a->b->d->f->e->¢c->d->e->b->c->a



Algorithm DISTRIBUTE :

INPUT - Adjacency matrix t;; (edge time) of a weighted
Fulerian graph having n number of nodes{l,........... ,njof which (n-1)
are dumping nodes, node 1 being the newspaper office.

OUTPUT: Approximate route of minimum duration where

each dumping node is visited at least once (excluding the last trip
back to the newspaper office).

Step# | Find an Eulerian path in the given graph by the
algorithm EULERTOUR..

Step#?2 : Find the shortest path from node 1 to all other
nodes(using Dijkstra's algorithm).

Step#3 : Let  r(1),eceevvnnnn.... J(m) be the sequence of
requirements of the dumping points on the Eulerian path. Some of the
vertices  are  repeated .When any particular  vertex (say the i-th ) is

cncountered for the second time, we put the corresponding requirement
value equal to zero (i.e. r(1)=0).

Consider the first vehicle :
Compare floor( 2r(j)/W) and floor(3 r(j)/W).

It they differ, assign the first vehicle to satisfy the requirements of
all the nodes from the newspaper office up to the k-th. The
remaining newspapers, i.e. (W - r(j) Jare dumped at node (k+1).

The requirements are updated.
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The sccond vehicle also follows the same scquence of actions ,the
only difference is that it starts from the (k+1)-th node. It goes to the
(k+1)-th dumping point from node 1 following the shortest path.

l'he requirements are updated again.

This continues till all the requirements are met.

ILLUSTRATION :

Let

ria) = 0;
rb) = 2;
rc) = 2:
rd) = 2:
rie) = 3;
r(f) = 5;
@) = 3;
and

Vehicle capacity W= 7
Output of EULERTOUR on the above graph :

a->b->c-:>a-:::d-:>e->f-}g-}c-‘}e-}a

B



62 2 02 3550 00

lirst vehicle travels from a to d through b and c. At last, it dumps
one unit of newspaper at e. So the updated picture is |

a-i‘?b-}c-}a-:‘?d-}e-}f-}g-bc-}e-ba

00 0 00 2550 00

Lhe second vehicle directly goes to e from a following the shortest
path . The updated picture is

a->b->c->a->d->e->->g->c->e->a
G0 0 00 06050 00

50 the third (i.e. the last in this particular case) goes to g from a
following the shortest path . The updated picture is

a->b->c->a->d->e->f->g->¢c->e->a

00 0 00 0000 00

REMARK : Since all the vehicles actually move in parallel
the total duration of the distribution process will be much less than
the apparent sequential behaviour of the algorithm.

IMPLEMENTATION & RESULTS: A program in C language has been
written to simulate the above heuristic . The results obtained are optimistic
and 1n most of the cases, near optimal solution is obtained

12
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