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1+ INTRODUCTION -

AL =ER SRR P R T e e - Tl ST BEL

Mission critical military applications which execute

real - time apvlications such as defecting, tracking and destroy-
ing targets, on-board sigﬁa‘l_ an.d' imege pmcéigssing hm_r'e-_famidable
thrmﬁput -I“*qun'*emeﬁts which can be meﬁ only by"‘parallél pm'eessing
--systems with: encmaus pcwer. Marry parallel »rocessing arohitectun.s
such as__Va'e:tcp-Processor, Arx*ay-Proc;.eSSOr, Pipelined Processor, -
Mul ticomputer, -Mul'bi;pmcessor, Data~flow-FProcess or nave baen .
davelopeds Hmwfewfer, these systems yleld Ierfomp nice gain only when

the algo ri thm being 9x=cuted ma tcm-s the arr:.nitncturﬂ of thf‘ under-

1

sally suit:..ble :Eor= eCLl applicationg.

ly:.ng machine. Hencq..., nonet c:f 'thf .-.ibom.‘ arcmmcmres ax*e univer\-

Whe_.g_l_,;a.complex algorithm is .examinedploseljr', i't'_i.ﬂ seen |
that the various taSké’ require different types of 6omputatians.ﬂ |
For example, one task may be bt;..St computed by a Multioomputer |
system, the nex'l; task may be best oomputed by an Array-Pmcessor o
and S50 ons It ﬂeem.s logical then to asslgn a se perate deaioated |
subsystem (with an architecture which ma‘bches the 'baék‘ 3 Dmceasiﬁg
requirements) to each task. Since the whole algorithm is to be
executed in the minimal. 'l:imt:, this suggests hav:mg coresident in
the supercompu'ting system, all the-%e different types of archi-
tectures. However, _.the major dra wback Of such a :;olutmn :Ls ﬂl‘l‘l';
there is an increasé in system complaxity and hardwcare resource

undemtllisation* A subsystem is engeged in 'l:he, compu‘tation of

. contde nt:;E/u



one task only - and during ‘l:h e.x scution pf the rem j.inlng tmks

it is 1dlc. A better solutlon will, therefore, be to have a |
system capable of reconfiguration to form sybsystems wi'th different
~architectures such as Array - Processor, Pipelined - Proce 3801
Nultlcomz uter etcs: .. depending on the typc; 0L computation encou:nt—
ered in the olgorithm. A paral] 2l proces a.mg system with such |

r...ccmflgura‘tmn capsbilities is refoerrvd 0 as an 'ADM‘I‘AH.,E |

S 'J}: MRCOWLFTEPJ! .

An important issue in the design of such a system is flnding
a c.omerca.ally available universal module from which an Adaptablﬁ
super computer can be built. Transputers [whose salient features
“are given in Appendix-1] which have been recenlly developed by
INMDS, may be used for this purposc. .

This dlaserta'bion discusses tho design of an Addpt&blu
sﬁpurcomput:ar which can reconfigure into an Aryray - Prccm-sor,
Pn.pn.lim,.d - Pmcesscar or a Multi. cc)mputer depenting on the
- appllca'tion pmgram- Tha design is based on Transputc.rs- A
reconfiguratlon methodology is also described, which will enable_
the sy%tam to switch from one architectursl state to another
deﬁending on the requirements. The l*ecc-"lfiguratlon is he.ndled by
'th.. opﬂratlng system and the compiler which after- ‘analysis of an
dppliccltion program finds the optimal hardware oonfiguration-
nee.ded fov executing i%t. | | |

COntds esneed/w



Iri‘__'_thi_.s dissertation, chapter 2 discusses the hardware.
organisation of. the proposed Adaptable Supercomputer. Chapter 3
gives thﬂxpm_cedgres for th: reconfiguration of various archi-
tectures. Chap'i:er'____z; gives the Reconfiguration Methodologys. The
scope for further wori 1s glven in chaptoer 5, alongwith-" the

conclusions.s
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2+ HARDWARE ORGANI_SATIOI*E

A number of systems have been daveloped, which reconfigure
by changing the int*roa"'muction between different functional unies.
ILLIAC IV [2]' | OLOMON I [3} and PEFE [4] are examples of recon-

figurable array systems, whereas CRAY.. (5] is en example of a

reconfigurable pipeline systen. But these sys stems carnot’ be
'regarded as Adaptable Systems, since they do not have the
cepubility of forming systems with different -~rchitectures.

DCA greup [6] is @ exemple of an Adaptﬁble System. This
was daveleped by SI Kartashev and SP x(ql"‘t‘luh Ve In this system
the main adaptation is Bi‘b-“*’ize Adapt: tiDn- The d)fS‘th is assembled
using L3I module.:.. known 25 Dynamic chmpu-te;r group- (D group).
Bach group contains n computlng ﬂl‘...menta, R cozmectlng m]its
and a monitor. Kach computing elemcnt includs:..s & Processing
element, a memory element and an I/0 clement. All processing
elements are identical and process h - bit words. Any set ofl
k computing clements may be éonnaac'ted througch k-1 conilecting
units -~ to form A single computer which handles h.k - bit words.

20 the n c:omputing elements may assume an architectural
svates each differing from others in the number and word-length
of independently=-ope r-a_‘ting .ccmputers . Thel main stress in the
above s?stem was given on Bit.3ize adaptation. Moreover, the

system uses LSI _modtﬂ.es which are not commercially available.

Cﬁntdn EEE -5/-



5.

The de31gn pmposed here, 'thou.gh based on the principles of the
above men'tiorea gy stem, doec:-s not have those limitations, sinc-....
it is designed using coxmercially avallable VL3I chips, namely

Iransputers and has more powerful reccnfiguration capabilities.

2 TI‘EIISPUEEE;].T as a Baﬂic PIO cessing Element.

' The i‘-irksmt design iarbblem O any system is the hardware -
Qr*ganis&'l:ion t tho choice of basic processing olements, the :
interconmection between the . Processing elements. This desz.gn
is done as an extension to the Transputer based Adaptable Pipeline
[7 1. The is a main nost controlling a1l the pr'oc. s8ing elements
(FPEs ). All FEs ar'e identical. Transputerg whose 'd'etails are given
in Appendix-'l :Ls:" used*a.s the basice processing element bﬂcause

It is a commercially avsilable VLSI chip- '
“he execution is very fast. N _ -
-1t has 1n-built comml_ica't:l.an facilities using the i;inks'- |
These links are¢ for interconnection "bet'Weén thé'vafj:bi.is PEs.
-It has a local memory and the memory can bw .‘*~x‘t W1{1@:.::5[... For
T4A4 there is a 2k bytes 10081 menory and it c‘.an addre.ss
upto 4G by’tes- This helps in pr'ovict;l.ng 3 100&1 contml
wit, if necessary, in the FEs. ' N | '
It has a prac 8501 -having full ar'tMetJ.c, ﬂo tlﬂ-g peint
lcgic op‘.,rat* on capaba.lities. nach Transpu-tnr can thus,
- behav::- as a full-ﬂu..dged independen‘t complrl:cr in multi-

computer mode.

COn‘td ',l. ® ;.116/"‘
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-Z._.ase of J.mplfﬁmen**dtiaﬁ of concur'rﬂn't pmce.s..;.em
Trcmsputcr 1m731a.n1e..nts OCCAM d.lru'tly. B8] L'9] [10]
OCCAM is a high-level concurrc At language. It is a
language based on the conce*pt Oof parallel, in add:;.'tmn
o scequential, c,xecutn.an and to provide wtorna_tic
. .mﬁomunlﬁauion and synchronis ation b{.,twsen concurr nt
Processes. Thus cach PE can have a concurrent execution
An a multiprocessor environment. . | |
- availablli‘cy of synchmniﬂse.d communication. Tranapﬁ"':er
implements OCCAM. Transputer hardware: links are dirﬂctly
- mapped onto OCCAM software channels. These chc..nnels
comhunicate svnchranbusly. Aaditional synohmnimata.cﬁn
primitives an, hence, obviated in the execution of
| synchronised Parallel algorithms. Problem gsuch as
Newton! s J.toration method and partial differe,ntiel
Equations can be zolved by synchmn_isu,d parallel
algorithms. [5].
2.2 - Hardware Stmcmre. |
T11~... bas.lc organl_.aatian oi‘ the by:s‘tem is shown in Fig Te

There is g ..:equencc of n Transpu-ters T, T,I,' X Tn-‘-1'

(n = 2™ for Some m ) O« n ic chosen s¢ as to have g Baseline

netwark as a muting network )s A1l the Tran sputers are connected

contd. lliiii?/-
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tOo Main Host Co, and also to the main routing rn;l:w‘*rh.- Two
N

IadJacn.n't Transputers Ti’ i+ (O ¢ i < ) are mnnuctca via

a pipe 11ne-switch {P. Switch) P i® End = around conm.ctmx* ie

-...-‘-"

connection between T » and T iu provided v:l.a P—E:Wi‘bCh P neq*

' In onc mode P-switch Pi allows the conpc.c’cion bbtWEﬂ the
Transputers Ti and Ti 4 and in the other mode l't connecta
Transputer Ti o the secondary routing netwsrk.- o

quMemow H
- ) MQIV‘I HOQ“”

Ca
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2+2 Main Hdﬂ"t' | - |
Main Host is the c,entral control unit- Th:.s ‘1s the main

computar C o, with its cwn main memory - M « The pmgrams are
compilod in C . Tnc: c:**nplls...r is aasumcc tf‘ g nera'te the code wi'th
nrch.lte:.ctural bthh mstmctiana, wh(..r'ever nccessary The parallel
streams in the cocde, 1f any, must be explicl'tly statud. This can be
done using FORK, JOIN constructs [15] f5] Tha par:tllel instruction
streems, if any, are seperate Tasks of the same pmgram.- At any
stage there may be one or more Tasks b longing to the same program. .
sequerntddl mode, one task is there a.jnd it is run on one PEj in
pipe-lined mude one task i'q there, but it is. run on more than one
PE; In Array mode 'I:hc.,re is one task, w"zich is 10dded in the _
Main-Host, running on more than onc PE; In ) multl—computer mode
there are n (n } 1) tasks running on n PEs. The operating system
in the Main—Host assigns the PEs ta the taske. Maln Host loads the
tasks in the PES if necessary, and S'tarts-up the tasks. (Loadlng
the task :.mplies-mading both the code and data of the task ) The
""rfzaa.mH{ost comfuniéates with the FEs via’ the Links. The Link L of

every Transpu'ta,r (PE) 1s comnected to the Maina-Host-

contd. | -flllrl'ig/- .
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9.

" Processing Elcements (FEs )

As mentioned earlier, the basic processing zlements ars

Tran‘slput&rﬁ_- mLach Transputer has 4 linké%. They are used as follows:

© “Link L o = For communication with the MaimH*ast |

" -Link L,]' ~ For commmication either with the nr;.,x't

- up,”:;bhe

: iransputur ar c'my other TransPuter *:)tha,r
than the- next one via sec::ndary muts.ng

- network depending on thf; set'ting f)f the

: as.:ocia‘l:ed Peg m.tch.

=-Link L’?' - For c:umunicatif‘rn wiﬂl my ;thef'

TrﬁnsPuter via mm.n mutlng netWOrk.

-Link -L:,’" - Fur commmica’clan wi":h the pm»vious B

| TranSputer via p-sw:l.tch - —

Once the Md.’l.n-HObt passc.s -l;he cﬁntml -l:o the PE-.. (i- Ce, star'l:s

task in the P") the Pl:, co»ntr’*ls 'the exccutifm till

'i) the task is finismd

i1) it encrunters a xm—time c.rmr oz

iii) it neods a change to new . architectural utate. -

| Dependlng on. thc q.rch:.tec’cural sta'te uf the task rmming in the

PE the axecu't:ian is cr3ntmlled- This c:an'l:r-:)l c"vde is s-b-""fred :Ln the

ITr-ansputer (PE) memory pemanently. Tn:l.s is the 10031 mntml mde.

Qf?n‘td- e dubs® tﬁd-
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245 Routing Networks 5 -
The main bettleneck in the des:l.gn of mult:i.pmces'%or system
- 15 the design of Iriterconn. :-ctlon Network. A shared.-bus Interconneo-
tion is the least conplex, ‘but 1t does not allow more than one
processor at a time to access a shared memoxy. A 1arg¢= nmnber of
pi'ocessors meam lang wal't for the 'bus- On 'the other hcmd, a
rossbar auppor*t-.-. all 'aosslble distlnct comect::.ons between the
processors and memories simultanecusly. However, the mst of such
a network is prohibitively . high. [’He.] The cost and perfﬂmanee of
Multistage Interconnection Networks and Fultiple-Bus N_.tmrks hit
a reasonable balance between 'thase 0f shared-bus and cro:;s;bar.
n n xn. Mdtistage Interconna,ctmn l\letwrk comnects n input
elements to n output elements. For n, a pm.n_.r oi‘ two, it -
employs lo% nStagege@f 2 x 2 switches with n/:? swltches per stage,
Each switch has two inputs and wmut& ,,Ib,i connaction betwcen
an input and. nutpu't depends on control bit, . c;, provided by thc
inpu-l:. When c¢=0, the input is connectce Lo the upper output; when
c=1, it is conna,cted tOo the lower output [11] Baseline Netmrk 1s
chosen as Routing Nt.,‘tmrk in this des:.gn. In Baseline ncetwork the
control is decentral:.z od one, deee the pmoesmr requasting an
interconnection generates the des-tmatmn addres.: ard it is .aent
to the switchess Depending on. this the 10(:_31 switches are set
establishing the commections. .The switching is dong - entirely locally
without eny global control. -The network is packe't-'switched, each

001‘112(1- s o iﬁ1/—



packet consisting of 64 bits. (32 blta for addruaﬂ and 32 bits
for data)s. The lnterﬁonnectlon uscs bldlroctional sw1tches s¢o that

the GommunLcation protocols of thh'Trangputer arc qurldd out

butween.two conmunicatlng FESs. |

- - The EiﬂUldthn Stu&l&S dona on the inturconneétisn netuorks
Ihavé ahown thmt*thﬂ Basulina network is roasonably woll dchiev1ng
’a.balance between thu cost and performancb- [ﬂ?] Ono of the simUlar
”tlan studles done on the Tr&nspuier baged Adaptable Plpeline syatem
":“"ms shown that the block'mg factor is less than 1/ [13] Hcmce,

thu Basellne ngtwﬁrk is ChOSbn fbr'thﬂ-main ﬁnd sbcandary routlng

7n€tWﬁﬁks- ;
”2.6 P-switchﬂé'

o If two adgacﬂnt Transputers are forming plpellnc then there
must be intercommection betwe&n theme Inpother modes, this inter-
connection is not always needed- The links involved in this inter-
connection may bé used for communication with some other Transputer.
S0 a switch called pipeline switch or P~switch is introduced botween
the conncction of twe adjacent Transputers. A switch Pi is iﬁtrﬂ-

duced between two adjacent Transputers T, and Ti+1 (0 (1 (n=- 1)-
Ph_1_i5 introduced botween Tn-1 and, To Transputerse In total,

N Pp=switches are used ffHr a systcm having n FPEs.

contde oeesee 12/"'
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The peswitch Pi’ can bé ei'tht..r in P-mode or Gemode. In
P-mode it u..stablishes oonnection between Transputers Ty and T, +1
(plpelln;... mode) In G=mode it connects the Transpu'l:er T:L to the
sccondary routing Ilth""I‘k for communication wi'l:h some other
Transputer T (i # j) (General Modf.,) Though, the switch introduces
a small delay, it cnmhances the interconmnecticn capaci’by, increasing

the performance gaine The PE Ti’ in generalg sem the smtdqing

modo of P—smtoh Pi’ dependa.ng on the architectural statx_. to which
it belongs. The PR Ti +q Sets the switching mode of P:L only when

it is not in pipeline mode and it wants to oommunica’ce with Tj_

COn'td- Illlt13/-‘
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3+ ADAPTATION TO VARIOUS ARCHITECTURES

o The system can have any one oi‘ the following architectures-
e Sequen'tlal Pmcessor l
2. Pipelined Processor
3. Array Processor
: e fvh.iiticomﬁu'téf;' .
-  _£5_-‘:_; Mixed Mode, lees coresidem‘;e of the .above types: :__.o:f
erchitectures.

This chapter discusses the adaptatlon of the system to
various types of architectures. | |

| The Main Host first malyses the given pmgram and then
I'p‘mduces the suitable cade, which includes Ara,hitecmral Switch
Instructions whercever necessary. An Architectural _Switc:h instruction
is a specidal type of :Lnstmction of 'l:hc, form & --) S , where S 1is
the present architectursl state and S is the new architectural
state. ¥ This is described in more detail in chapter 4] It is
assumed that the system bossesses. the compiler n...cessaw for such

a code generation. The compiler pazﬁtians the program into executa~
ble tasks on the system. These tusks include the Architectural

- Switch Instructions, wherever necessary. The necessary hardware
 resource requirements are also included in this instmc'ﬁion-- -First,
the system is described assuming that onlyo.lgogram, which does not

A

contde seveetl/o
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need a mixed archi ec:tura, can be executed. Then, the description
is given assuming that a number of such programs san be cxecuted.
The mc:dificatidnss necessary for executing the prugrams requiring
mixed architecture is given at the end. In all the cases the Main
'Host assigns the PEs to the tasks of a programe. It then loads the

tasks (both code end data) in the FEs. Once the loading is over
the cuntrol is transferred to the individuszl PEs to execute the

.. ‘tasks that are loded.

3.1 PROCESSING ELEMENTS t .

Each PE executcs one taske Tho following information is
stored in the PEs t2 help in the re conflguratwn and the exzcution
Oof the tasks. Three fixed locations ape ass;gned in every PE for
this purpose. Thesse locations are in the on-chip memery of tha
Transputer. For mliversality these locations arc called reglsters-

1« Type Register, haw.ng the Type Code T

| 1
- 2+ otate Register, having the Stete Code Si

3+ Position Register, having the Position Code P,

The TYPE CODE Ti specifies the architcctural state of the

task being executed in the FEs 8ince there are only four states,

this needs only two bits. {If mixecl architec‘l:ure is albc there then
it needs three bits ).

":hCOntd-’--.r15/;”
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i --:Type Code . Archa.tectural State

mmm - TR T

RP— m—.; AT

00 : _'-Sa,quential mode
TR Pipelm od mode .
10 - Arrey mode
11 | - Multic:ﬁmputer"

N E ..
B T L i

-h-imrwmm A g A -l:r*l'.::.‘l-fm

Depenulng on 'thlu code the exc.cutﬂon cﬂ"n'b*'ol of the task
in the PE will change-_Evon when a pmgram is in a mixed architectu—-.
ral state 'the given task can be a.ssoc:.ated only 't": a singlec uI‘Chir-;
.tectural 'type. For uxample, let the present architectural state of
the syétam be in a mixad architectural mode hav:u.ng both pipelined
mode and multimmpute,r modee Then any task can eithar be in p:!.pe- I.

1:t.ned mode or in multicemputer mode. The c*mtml prﬂgran in thu. PE
will be similar to '

IF TYFE. CODE = 00 THEN

sa,quen'tial c,xecution from the: cmde starting peint
- ELSE IF TYPE & CODE = 01 THEN

Pipeline execution of the 1<)acled 'task
ELSE IF TYPE E CODE = 10 THEN

a_rra}" Pmcessor mod.e s waitforthe instmction from-
the Main Host & | T e |
ELSE IF TYPE CODE = 11 Tfmm

' "multiccmputer executlon of the ta&k 1oad the
‘memory address translation program-

contde oo . o] 6/-
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' The STATE COD’@‘ 5. in a P‘n gives the' information of all the
various FEs inwlved J.n the executmn oi‘ tht; ‘tasks of the program,
- 40 which the 'task bcu..ng executed in t"le PE belongse One bit is
given to ecach PE. If there are n PEs in the system then n bits are
needed. A 1 in the i th bit indicates that the 1 th PE is executing

a task belonging to the same Program. This code is used for commu.

nication between diffsrent concurrently running tasks.

The above two codes are loaded in the PEs by tho Main Host

whenever therce is a change in the architectural state.
The POSITION CODE P gives the aumber of the PE. This is

a unique number glven permanently to each of the PEs- If there are

n PEs then this nceds s mim.mum of log n blts. Hcawew\r, in this

2
design this is having n bits, reducing’ _'l:ne“complem.’cy of computing
the processor number. All bits are 0, except thé i 'th .bi'l: in 'the
Pogition Code oi‘ the i th PE. This is used in commmication mth
the Main Host in specifying the infomatmn r-a..gardlng the PE that
is oon:mmicating This is also useful in the inter-PE communi-
cation, if somz protection has tt:: be incorporated. These details are
not dealt in this design. | | o .
5¢2 ADAPTATION TO SEQUENTIAL PRO(IESSOR |
The Mdin Host loads thﬁ Type Code 00 :Ln the type register.
In this mode the Status Code is not loaded. The Task Code is loaded
in to a fixed location. Then the co'rﬁ:mli;i-é passed rjn to the PE.

dontd-' ¢w e .17/-
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The PE starts execution of the code from™ a fiﬁced-"’locatidn".- In this
- mode the P-switch setting can be anything, sinece there is no "need
f‘-”hr _'mmmunigation'-- with the other PES.‘ The P=switch is set to G-mode..
Be3 ADAPTATION TC PIPELINED MCDE

Thé main Host loads thé Type Code 01 in the'T*;rpe _Register'
and the Status Code is loaded in the Status Regeiéter of all the PEs
invelved in this pip@line. The MaJ_n Host asugns only adaacmt PEs
to the executmn of a plpellnpd task The task code a:ad data are
loaded in .the.P-E “which is the first staga, oi‘ the pipelirle.' Kl.l the'
FPEs, except the last PE set -;heir OOI‘I‘GSPGHdJIlb P-swi'tcn to P—mode,
_-_r_-.--'l:hus stablishJ.ng a 1:Lnear arrsy of PEs fomng the plpellnu. ’I‘he

instructions and data flow from the first s-l-age to the. 1ast s-l:age.
The instructions have the follomng format. .

TR

INo- Gf stages

| The 6pcode and 'i:hc, ﬁo. ©f stages remaining specifies the
operatlan t0 be perfomea. In this each Ppipeline stage: lS capable of
| perfoming ay operation- EBach PE,. except the first FE, ‘in the pipe-
line wa:l.ts for the instmc'tion and data from the previous stage. -
The fir..}t YE fetches the. instruct:x.ons from its own memor'y, where
the task 1s loaded. Every PE, axcept the last PE, sends the ins-
~ truction and data to the next stage. The last PE secnds the results

contd. iillléiiﬂa/;‘
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To the first stage via either the m,_'ain routing network or the

secondary routing network. The synchronised communication protocol of

the Transputers assurcs o proper synchronisation of =11 the stagas -
ih the pipelinc. . |

The first stage cannot serid instructions continuously. .
'Thi.s is because éxécution of certain instmctions may requiré traver=
sing the entire length of the pipeline meny times and time of visit
of Ttheir visit to¢ the first stage majr coincide with the time of
initiation of a ncw instruction. To avoid such collisions, the 'time
Of initiation of -instmctiéns has 0 be determined from the analysis
of Reservation Table [16]_.. The canditi.anal branch instruction problem
may be Solved by having two pipelines simulteneously, when there is
a provision for mixed modes. This feature is not included in this

design.

3¢4 ADAPTATION TO ARRAY PROCESSOR MODE %
. The main host loads the Type Code 10 in the Type Register
and the corresponding Status Code in the Status Register of all the

PEs in this mode. In this mode the Main Host acts a& the supervisors.
The ccrresponding ;ta_sk is run in the Main Hoste Only dafa eiénienfs
are loaded in the FEs. For access to various substructures 5f_ the
matrix the skewed storage may be used [17]. The P-switch is set to
P;mod‘e‘ o provide an easy access to the adjacent clements in the

ArTaye The Main Host broadcasts the instructions to all the PEs.

The FEs act Just as computing clements.
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The mapking of certaln PE may als** be d"“n‘“-lf a Mask
:Lnstmctmn ia pmvidedn- '.E'he mask instmctlm broadoas’cs tne .'.LIlS- '
truction to all tho correfspending M*..S- Th..... QPEI‘dI'ld sh.nuld have '
bits for a system having n PRS. The th bit w:l_ll be 1 1f the

Opt"‘i""i’tli}n must b‘.,. masxed in: 'the i th ‘:—’E. This operand is ANDed m’ch |
‘the Position Register in the PZ. If the rosult is not O then the
cperation is. masked else :Lt is :..xecuted- This will ba_l.:tored in the
- Mask Reglster of the PEs. This is changﬂd whenever there is a8 Mask
-.:-'-In,.:..tr'uc-blon and '111 the Mask Registcrs in diff em-n%"PEs'musf ‘be set

£ their oorresp::inding valuc,s, before the executmn of a task in

Array-pProcessor modes

| 5.5 ADAPTATION TO MULTICOMPUIER IVDDE ry l
: In this mode 211 the parallel tasks are loaded into

dlfi‘eren't PES w.rhich may not be ad.jhcen't) 'I‘he Main HOb't 1oads the
k‘cerrespondi.ng code end data in the PEs. The Type C Dde 11 and 'the
S'tatu.: Code are 1*‘::adnd in 411 the PEs. The Main Host starbs up al'l
"the taskS. ‘A11 the ‘t’lSkS proceed in parallel. Only one of the tasks
mll be havmg the architectural switch instructinn (sn,e chapter 4).
Except this task, when 'l:he task is over the PE will be frae and the
YR is a.:.mgned to some other tosk, if nes dad. F"vr 'bhe ta.sk haw_ng |
the architecturcl switch instruction, when ‘the architectural switch
iﬁ*s‘tmc‘ci'bn is 'Encmm‘cered the task is kep't in w'ai"l:ing’" 'S'I:‘ate 'til'l' all
‘the other tasks have completed 'their Lxecu't::ﬁn. Thcn “the necessary

- architectural switch is performed. Though this wait:mg time of ’Chﬁ

- contd . ._20 /‘_.
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partlcular PL, may be ut::.lis-acl far mmm.ng some other task, using
mul'tlpr@grming, it increascs thf... compl :x:J.ty of. the system and

themfore not cen...:idered hem.

”Tha memory is paged memory. Each task will have one Or more

pages Of memorys All the 1ocal variables of the task can be found in

those pagea- Them is a strong ompirical evidence that moat pmgrams
.OXhibl‘t 'local' behaviour in the sense that ma:emcry roferences tend to
be concentratod in partlcu:l ar regions at any glven time card the region
of activity changt. as the program enters one region fr"}m another [15]
As a pmgram en'bers a reginm it accessus a par'blcular par'l: af da'ta

and thig- data is placed in that PE's local memory. Therefore most

of the dgta is fetched from its local memory. '

b

A1l tasks are assumed to have equal number of pages. The

- tasks ar'e assumed to be 1lnaded such that the consecutive pages. arc
s_tore_d in the PEs whose Position Cndes arc in the increasing orders
This makes the adclra:.sé translation simple. The address translation
is of tw> stagese. First stoage is to find the page number and the
next s’tég'g;_ is to find the PE in whose local memory that particular
page ,3.5. FSr example let there be n pages per task. If the page
refeféncgd ls p then that page is in the 100:11 memory Of task k,
where k == p div n (integer division e The PE which is ruming
the k th task can be :t‘omd ou't from 'l:he S'l:a'tus Codes It is the bit

P-QS.J.tJ.On of :the.k tn. 4 in the status .Cmde. If the above convention

is not followed then the page map table giving all:the details of the
tasks and the PEs assigned to 'l:hem mus't be malntained. This table

must be referred whenever there is a memory rceference.
contde. -i'21/_
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Generally, all the P-switches are set t¢ G-mode. If the
memory referenpe is mapped to an adjacent PE, Then the P-switch is
set in Pwmode and the data element is fetched. If the memory
refﬂxence is mapped to samh other'P“ then.the communlcation is done

via OlthLP the main rcutjng nﬁtwork or the secondary routlng nﬁtwofk.

3.6 _ADAPTﬂTION TO MIXZD MODE ¢ ST
- As mentioned earlier; the Type Code Wwill be_l@aied._r: |
Depending ¢u the_typ¢ of communication allowed?_the,%ﬁaius_}pibrma— |
tion must be stored. If there is no communication between the taﬂks I
in dlff???ﬂt axchitecturml modes then the above wentlaned designs
for dlfferent modes holda good in this case also. If such restric-
.tion is removed then “the informatlﬁﬁ regarding all rvlated PEa and -
their hrchltecturﬂl modes must be sto“ed in uach PE. ThlS case 15'.

encountbred very rarely and this 1s.not Tncluaed in thlS duSignJ .“

-:..*ﬁS;lnrtha case q£_the Multicampgter made,_only one_offthez
tasks will have the architectural switch instruction. and that task-
1s kept in walting Till all the othur concurrent tasks,_executing

in dlfferﬁnt architecturﬁl madus, fin1Qh ﬂhelr GXECUtiOn'_

- COn'td ¢ s t22/"
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Lhe RECONFIGURATION I‘ETHODOLOGY

This chapter gives the f£orm in which the cohmpiler must

generate the codee It also gives the reconfiguration methodnlogy.

in ggperal, any arckﬁtectural remhfigumrtirm cf a set of
recanfigu'r'élblé hardware resources maﬁba.supawmod by the'moni'.tor
intercommectcd with thaese resources, .si'n{:e this monitor must find .
the moment >f timae when such recmfiguration is pﬁésible and should '
resdlve the confiicts amvng the programs with conﬂic.ting recOn=
figuration requests [1]+. The Main Host is the monitor in this
design.

The compiler and operating system of an ﬁaflaﬁtable system
are specialised ones in the sensc that i) the c:ﬂ_mpiler must be able
to provide ‘the_ code in a suitable fe‘.:irin with architectural sﬁri'tch
instructions in the appropriate place, ii) the operating sjrstém
must be able to execute the architecturai switch instruction énd
reconfigure its resources into the architetural mode as required

by the programe.

4«1 ARCHITECTURAL SWITCH INSTRUCTION ( ARS .INSTRUCTIO.N” )
The basic steps in architeétural ret:-jnfiguration are
1. sctting up f new control instructions in each of
the computing modules of the architecturszl state to be established
\ 20 c@dgblishment of new interconnections in the .
interconnection networks used |

3+ start up of programs assigned to a new

archltectural statc.. .
| emtds eeee23/-



The architectural reconfiguration is performed by a special
type of instruction 8 =) *S wherée S ig«the ‘present- archit-ﬂctural
Tate-in whioh the program is-in and S is the next arch:s.tectural

state. This inSjtruc‘twn ‘belongs to the program that requests
recanfigﬁfﬂfi’:ﬁn. "Thé " Oi?}erand’-bf -*'suéh an instr'acti'ﬁn- will be 'Ehe |
number "*f Pr.,s th new state need::-. For +the" sequential gr"‘c:u,asr*r
it is 1. For a P stage pz.pellne it is P j for an n slement array

it is n 3 for a milticumputer with m parallcl data streams it is me

4e? REQUIREMENTS OF 4 COMPILER FOR THE SYSTEM s _

The .c-.::r@ﬁiler :muﬁt be able to partition the pmgréﬁx into
various tasks and then detemine the most efficient architectural
modeg .'linhwhiléhl thé ‘t'éa&*ks must: bo r'un- ,The-"—mmpil‘&r nust 'IPo-ssess
the capability of. finding "ﬂié'paraliel 'st-ré"éln'S"."?"The c’)m’pile mist
-smtdqi.@_r@;mctiog?. Fn; the task::—} running as elther a sequential
prﬁcess,'pipelined‘proceés or an array process the code is simp&e
one. At the end of each s:uch task there will me either a BTDP
1nstmctwn or an Aﬂs 1nstmctn.on. In the cac;e of p:.pelined task
the inst*uctlons are. as specified in sect:._m Se 5. The code ga..nerated
for the parallel tagks tr be executed ins multi-mmputer mode 1s
.csll:i.,fferanta_ The codfez can be generated using the FURKI and JOIN
tzﬁnsstmcts ¢« ALl but one task should contain a STOP instruction
~after JOIN 1nstmct:|.0n- Only one task will have either a STOF or
an LRS- :mstmc:tion after ‘the JOIN inst:mction. This iz the task

CONtdse sewse -24/—
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that will don-t;inue the exé:;ﬁfiom When mixed mode is allowed in
moda is fellowed exaept that in tniq case each mode is considered
_as a seperate task and all such tasks are mnning in parallel. The
isame FORK and JOIN constructs may be used in 'l:his case also. |

-e'.;':--3_ MAIN HOST ¢
As mentioned carlier we take up three casess
‘Case a) When only one program (with no mixed mede) is
allowed to run | |
" Case b) When more than one pProgram (mth no mixed mode :Ln
any program) are allowed to run
Case c) When mixed mode is allowed.
‘The Main Host keeps the following information. s
o Idlé List 3 The state of all the FEs j.n‘f:he systcme.
A PE may be either in execufe mode or.
in idle mode. . -
- ngr'a*m.List ¢ The details of all thepr@@rams |
' being executed on the system.
- OutstmdinE_ Request List : The details of t'hé
| | programs that are

kept In waiting state.

contd. i%lq-iZB/H
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Idle let gives the 1ist of all idle FPEs. For a system
_hav:l.ng “n TE“, n bits are. used for 'th:L-J PUTrDOS S« I:E i th blt is 1

o 'thn:.."’l the i th PR ig in execute mode ¢lse it is in ldlt. modo. o

I Wh nc,ver some PBE is EI.bSlE‘;Il(}d To execute a par'ticular task 'the

"corref:pondmg bit in the Idle List is made 1. Wh_.n the task being

-~ oxecuted in a FE .is over or it is interrupted, tho c:orrc.‘spondlng

blt 15 Set +0 0-

~ For exampla, leot there be two programs rumning on a 8.-PE
systome Fll‘ut program I'me.ng in p::.polin :d mode on PEs 0,1, and 2
and the second rmning in ‘multicomputer mode on FEs 3,5, and 7.

Then the Iﬂle Li&.-.'L will be hav:Ln.g 8 bits and it will be 1111 0104

Program Li..;.t keepa track of 911 thx... infurmation regar'dn.ng
the programs (along with their number“) that airg bc,ing executed in -
'thc qystbm. In casec &) 'l'.nis lS not m.oded as there is only ene |
Program. In case b) it needs Nn+2 bJ.ts for stor:l.ng 'thc infcrma'tion
of a Slngle job. (n bits forn PES ‘md 2 bits to gpa,cify the
amhltectural node, sinoe mixed moce is n@t pt,mitted) Fcr the
above examplc the Pngram Ll&t will be

1+ program 4 o 1110 oooo o1

2« program 2 ' | 000‘1 0101 1
In case c) for‘ eﬁerjr pmgfaﬂm' a” s'jﬂper‘a'te 1ist for CdCh type of

_archltectural mode iz stor(,d- If t:tmre are n P.Es then 1t needs

l#*n bits asg there are L; mOues- Far examplc., let a pmgram be

' ruming as follows.

C:‘l'ltd. L 126/-
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mud ticomputer tasks c;n PEs O and 2 _

pipelined task on PEs L and 5 then .

the entry for program 1 will be | |

0000 0000 0000 14100 0000 0000 1010 0000

the first '.mquence for sequentigl mode, second sequence for pipelined
mode, third sequence for array mode, and the last sequence £9r multi-

computer mode, To get the details of all the PEs involved 1n this

program all the four sequences arc ANDed. In the above eéxample the

result will be 1010 1100,

Outstanding Request List gives the status of all the ngr&mﬁ
whose request for an architectural _swi'tch has not yet "been mete This
is there in cases b) and ¢) only. This list contszins the program
number-,. the outstanding architectursl switch instruction, which
includes the previous architectural state and "the- nexct arch-ifectural
state réquested.

Lol RECONFIGURATION t _

The Main Host upon receiving the architectural switch

instructicm perfoims the follm;ing operations.
-dagllocation of resources
=assignment of new resources |
—loadj'ng of th;.ﬂ corresponding tasks and c»:introl
' in:ﬁ‘t:}rma'-ti.ﬂn' .

~starting of execution in the new architectural _State.
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Since all th: PEs in the system are identical the task can be

1oaded in any of the FE. 1pend1ng on the quktiaﬁ COde of tho

FE, from which an archltectural .;.w:L‘tch ro quest has - c:ome,,, md us:mg

-the ngram List the p"ﬂogmm number can be found nut.

help (a) Smtch £ S{.,quentlal Moc“.. :

__ Whe:zn a task Ilua,dﬁ a Switch €~ quen..,lm pr*oci.,asor rmd:.,

only ne. P*.r.:. .'Lu ne ed;:na The pmvmus stm,e will bo hav:mg P’lOI"t.. 'I:.han

5Se Ou“l: of 'th: se PEs one is Stf-‘lt..-CtL,.d. arb.Ltr”r'ily ana the. ﬂtht,rs

are deallacdted. Appmpr*la'tu changm are made in 'thc,. ngrdn List
| Wf the progr'am ta whlch Ther- task ba_.longs. Tlm.... d e is

Lal

wappad back
1nto the me.ln m&mory anu. 'I:he relc,vant dfrta and +he task codm is

1oc1ded in thc. PE along wi'th :'Jther c*“*ntrﬁl :Lnf wmatlon. The Main Host
then starts up the task in that PR |

lhe &t (b) Smtch to Pipﬂln.ned mode :

The main task of the Hf:mt w111 be i’lndlng the require;d

numbu,r o:f cont:l.guou'% FEs. The choice is made such -th.u.t maximum
nwnber Of P.

o O:E‘ the pre vious sta'te are J.ncludr d in 'thls m,w sta't‘_..

F:Lr,:.t the maximum numbor of cmt:.guous P“s arc ff)und out fr':sm the .
pr' vious state and check :m made tf*: see whetht..r tha't or the extens:.on
of that will meet ‘r,ht_. I‘t qm.rema—;nts. If it is nm p‘).nSlb.l.L thcn another

sequsnce is chf:}se*'l ancl ,11, is check d. Tha Some procc,durﬂ is x‘epea’ced

until 211 the sequenc 'S ur*e exhaus CE&C}. cr a ChO.lCG ha:* been

_:mado.

,If all ‘*hﬁ chsices are exhc..ustea 3 n_.w 1181.- is ffnrmu..d frﬁm the Idle

List, af‘tu..r making the necmsary duallccawm c::f thﬂ P.T_“.s- If no
cholce can be -made then it is placed in the Outst&qung Reques t
List. '
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[ealy (c) Switch to Array-modé 3 |
Ly the Arrey Mode the problem is just to find the
reqmrao nupber ‘}f PR3, not nec»..:sarlly contiguous, as per the

requj__.rements of the ;task. However, a check has to be made whether

the requestfﬁén-be satiﬁfied using-the-PEs involved in the previous
architéctural state. This helps in reduced number of memory swapss
If this iﬁ.nﬂt posSible then a try is made to allocate~EEs frdm
the Idle List after : '

- sWépping back all the memory from the PEs in the previous-
rchlmpcturaﬁ state .
- updatlng the Idle List. {(The PEs involved lﬂ the previous
s+ate are free now ) | N
1f the requirement cannot be meﬁ then that Switch.instruﬁgiﬁn 1S
kept in the Outstanding RequeStZList. '
Le (Q) Smtch to ulticemputer lMode @
5in§£his case also the procedure is similar to the one used
for th&,ﬁ?;gymProcessor médeg The only difference is that the Main
Host loads ﬁhe tasks in the PEs and in ths Array;Praqessor mode the
task 1is exeﬂuteﬁ in fhe Main Host itself, since the Main Host can
bmadcas’c 1nstruculons to a1l the PEs in the system. '
' If fixed mode is permitted in the program, then also the
' assignment problggfis the same one as mentioned aboves The
synchmnis&ti:ﬁn qf VArlous .modf:s is ’rak‘..n care of in the code

generation stage itself. |
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In general, the asslgmnent anc -allocation problem i1s an
lmportan'l: problem in ths deulgn of tha Main Host. In the above men-
tioned procedures there is no prierity for any program. This can
also be incorporated. The assignment strategy is a simple'ﬁne.: The
general principle followed is to meet the requirement from the PEs

in the pra«vious state of the task, as far as posaible. This: re duc:,s

the memory swaps required. The memory swaps can still be reduced if
the compiler is able to decide the common ta*—%ks of the prev_ious
state mld the "u,xt statecs This informat‘l on may be sent '18 an operand

of t:hc—: Architbctur'al Switch J.rwstr'uctwn. This helps in r(,cluc:n.ng the

: memory swapsS. The PE allooatlcn stra'tegy may Le & “cldea beforehand
1f deta..minlstlc model of the prﬁgrams is dw*“hlopwd. Th:l.s is dOIlﬁ.
in the DCA [6] But determlnimtic mod 11ng dooxz mt hold gc-od in
all cat‘ses. ‘I‘h:r.s can b d{.,al't: with by using a..-‘tocha;tic Modelling [15 ]
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5 CONCLUSIONS

. Thé Adégpfablfz Supm.:;r:computer- is designed as an oxtension
to the Adaptabiﬁ Pipa_:elim‘:.- ijstém cies:ignad already- The Recon-
figu:f*a'tion I*Iuthodoiogy is d: *scmbed for 'the given SY&td « The
Architectursl Switch instruction ﬁnd 1‘t¢ executu.on are also

discussed.

5.1 Scope for further woik
in the design discussed, the compilir part is'-né't o
covercds A suitable compiler generating the code with 'appfb:‘p:f*iate
architfi.ctural switch instructions can be dg?e;op:::d. The. assig_meﬁ't
| stra*l;egy. can be lmproved tO reduce th;za si.;rap'l ti.m::;z and %o alloﬁ for
priority among the programs running- The as:«:,..gnment probla._.m is the
S am: f{)r the Multiprocessor and Mul‘l:icompute }fs*cemm The: hardware
cetalle of the routing network cm, not giveine A Sui'tmblb nc.twrk

can be Gesigned waldh is on npat:!.bl ‘to the T*ansputs X The. ;yste,m

may be cxbentsd O L11low mixt.d madn_. to exist in a pmgrcun-
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APFENDIX - 1
' TRANSPUTER DETAILS

[ W R bl gLt B XN mmﬂ_mn..#u—.w#mn

~ The basic pr'ocessing element used in the des:.gn are

Transputers, a VLSI chip mmufactur'ed by INIVDS- |

A Transputer is a VLSI chip. It is a mcr'oeomputer with

its own local memory end. links for eenneotlng one Trenspu'ter to
ene'l:her Transputer- The Pmcessz.ng capability may be generel purpose,
..I.,er' may be eptlmieed to a epecific purposes 'I‘he on-chip memory Ry

be extended off-chip by a suitable J.n'l:erface- The archn.tecture of
the Trensputer is defined by reference te Occam. Oceam provides

'the model of concurrency and communication i‘er all the Transputer

aystems-

Occem is a bleck-stmctured cencurrent languege which is
deed en the ideas of concurrency and . cemmunleation. It is designed
as a syetems implemente:tien lmguege for both single end multipre-
cessor system. An Occan pmgram is a cellection of Occam processes
which cen be exeeuted s;..quentially or concurrently. The eencurrency

_and sequence are explicitly defined by the. user. If ene pr'ocess is
numlng concurrently with enether-, '_I:hen cemmmicatien with that
‘p:mcees is via Occam ehannels. This ie a well deflned cemmwucatien
mechanism which elimina'tee 'the ehared vamables- The channels map

onto the hardware links between me.chines [10] Cencurrent pmceeaes

communicate enly by using channels end commmn.ca'tien :I.s synchmnieed.
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oy
If a chammel is used for input in one prc}cess and ou'tput in another,
comnmuntication takes place ‘when- bo’ch the inputting and 0utputtmg
'processes are ready. The processes then Proceed and the value t0 be
output is copied froq'the?dutputting_prOCGSS-tg.the_inpgtting
process [18 . ' | - . R

Thé Trénspu'ter chip has-' L links . Link C, Link 1, Link 2y
and Link 3- Each 1ink provides two Occam channels, one in each
- dlmc’cion. G@nnnunicatlon via any link may occur concurrently with
connnunloatlon- on all other links and with program exccution. Synchro-

__nisation of processes at each end of 11nk is automatic and requlres

- no expllcit pmgramming. v

Cenmunicatian through a link involves a simpl_e protocol,
ﬁlit‘eh provides the synchronised oomnnm.’t.cafion'of Occam channels.
 Each message is transmitted as a sequence of single byte communi-
cations, rcquj.r:.ng only the presence of smgle byte buffer in the
recr=iving end to ensure that ne information is lost [’19] Each byte
.1:3 Transmitted as a star'b bit followed by a one bit and f@llowed by
eight da‘ca bits followed by a stop bit. hfter transmt'tlng a data
byte the sender waits for the acknowledgement from the receivery
-l;his 'cnjnsists of a s-tar:'t bit follbwed by a zem bit. The acknowledge
signifies that the process was able to receive the acknowledged |
byte, and that the recelv:.ng Link is ready o rece;.ve anc)ther byte.
The sending process may pmcead c}nly aiter the acknowledge for the

final byte of the message has been received.
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Link Protocol . @

Data Packet

" Data bytes and acknowledge are mtﬂtlplexed down each
s:.gnal 1ine An acknowledge is transmitted as soon as rece:p'bion of a

data byte starts. ConseQuentlys transmissmn way be cantinuous wl'I:h
_fno de:LEYS between da’ca by-tes. | L o
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