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HEURISTIC ALGCRITHMS FOR DETERMINING FEASIBLE - ROUTING ORDER
IN NONSLICIBLE FLOORPLANS

- ABSTRACT

In lhis dissertation we make an experimental study a?l the
algorithms suggestled in [SB?1] for determining a feasibla cthannel
routing order in nonslicible WVLSI floorplans by reserving
channels. Bince the problem is NP—-completle, a cumparﬁtive stludy
0f the different_heuriatics based on time cumplexity and quality

of the solution has been done.
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CHAPTER 1
INTRODUCTION

Tt Introduction

In re:ent years, advances in VLSI (Very 'Large scale
Integration) tﬂchnnldgy have overwhelmingly influenced every
sphere of life where eleclronics is being used. These tiny chips
ehcapﬁulate hunidreds of thousands of electronic components with
remarkable miniaturization and are realized as geometrical
patterns in layprs of different materials dépnsited on monolithic
'crystalline semﬁcanductur wafers.

The major categariea of representing these ~chips are
beﬁauiural,'ﬁtructural and physical. Behavioral repreﬁentatinnﬁ
deacribe the function of the circuit.'Strucfﬁral représentationa
are characterized by the composition of circuits in terms of
primitive circuit components and their interéunnections. Physical
representalions provide information needed from the viewpoint of

fabricating the VLSI chip.

The design of a chip CPL88] consists of the following

phases.

&. Design specification.
b. Functional deaign;“
t. lLogic design.

d. Circuit design.

?}é; Physical degign.-

" “f. Fabrication on semicaonductor chips.



Layoﬁt design is essentially the pﬁage of physical design
‘when behavorial and'structural representations of an electronic
ﬂsyﬁtem are lranslated to gqeometric shapes to be used during
fabrication. The cost and performance (area,speed) of VLSI chips
are~inf1ueﬁced by the quality of the layout. ARlso the sgize and
compexily of the électrunic circuits in the VLSI chips' have
neccesitaled the use of computer automation Fﬁr layuut degsign.
One of the most successful design techniques for layout design is

the hierarchical layout design.

In hierarchical laynut design , a hierachical subdivision
of lhe physical siructure of the circuit is first created by the
partitioning proc2ss. The next impﬂr@ant éfep is to obtain a
floarplan of thé chip, given a set of functional modules and
their topological neighborhood ' relation based  oan the
intercunnection% in the logic design of the circuit. The prablem
of allucatinn.af positions to these modules_un the chip is known
aAs flﬂurplannihg, Based on the floorplan guidelines the later
phases of actuai Qlacement and wire interconnection are carried
nut.

Most of the existing literature deal with a special lype of
Floorplans known as slicings or slicible floorplansCOT83,L5ka/].
fhe preference for 51icings 18 for their computational ease. It
ts possible to reasresent a slicing in a number of concise WAaYS
which Faciiitate recursive divide and ﬁunquer processirigq on the
Floorplan. It is knqwn that constructing a slicing from a slicing

Lree LOT82] as wzll as optimal wiring of - a single netl in a



slicible floorplan with minimum overall afea can be done in
polynomial timellSW871. Optimal orientation of modules 18
éalvablelin polynomial time for slicings, bul is NP-complete for
general floorplans [8TB3]. The more qgeneral occurrence of
floorplans are the nonslicible ones. The geometric and graph

theoretic attributes of nonslicing patterns are relatively

unexplored to date.

1.2 SGcope of this disaertatian

The main objective of this dissertation 1is the
implementation of MFVS [Minimum Feedback Vertex Set] algorithm as
suggested in ESB?1J,. for delermination of feasible channel

routing order for nonslicible floorplans. Various heuristics have

bheen proposed for this'purpuﬁe.



CHAPTER 2 _ _
DESCRIPTION OF CHANNEL ROUTING PROBLEM

The main objective of this dissertation is to determine a
féaaible routing order for nonslicible floorplans. 1t 18
necessary to determine an order in which cﬁahnela are to be
routed during. the channel routing step, so0o that successful
termination occurs. The urdef dependsqentireiy on the tapulugicai

atfucture of channels in the floorplan LPV791,(S8833, [CKAARZ]. The

assumplions are @

4. We consider a rectangular floorplan with rectangular modules
and horizontal or vertical cutlines asg straight channels with two

channels forming only T—iunctions.

b. If two channels form a T—juﬁction, then the channel having
one of 1ls endpoints at the T-junction is known as the base and

the other channel is the crosspiece.

Y

It is evident that for channel routing, the base af.la
T-junction should be routed before the crosspiece. This type of
dependency among the channels is usually depicted by a digraph
called the channei graph. It Qaa proved in CSSBBJ Lhat the
channel graph for any floorplan is acyclic if and nnly if it ia
slicible; Thus determining-feasible routing order in slicible
floorplans is equivalent to topological traversal of an acyclic
digraph. The problem of feasible-routing order Crops uWp in a
honslicible floorplan. It was suggested in EPV??J, that cyclic

lependency among a set of channels forming a cycle can be broken



by réser#ing any one channel, without loss of generalily as tUthe
last in the routling order. The width of this reserved channel is
eslimated generously thereby enabling successful routing of the

other channels in the cyclic dependency.

2.1 Channel Graph and its properties
Betore going through the propértiea of the channel
graph, we recapitulate a few impurtant definitions. I
A floorplan ia a rectangular disseclion of an enveloping
rectangle by isnthetic line segments, called culs, intQ-aﬁfinite
number of indiviaible non-overlapping rectangles which correspond
to the functinnal.mudules in the VLSI Fluorblan. A floorplan is

slicible or a aliting, 1f 1l1s rectangular dissection can be
#btained by recursivelf dividing- rectangles . ihtu Eméller
recltangles until sach non—-overlapping rectangle 1is indiviﬁible
curregpnﬁding to & module. A floorplan with ne through—-cuts at
some stage of dissecltion is called a nonslicible flnﬁrplan.

The channel yraph is a digraph. C = (V;E), where there is a
diﬁtintt vertex ir V for each channel and there is an arc (i,J)
from i to J in E 1f and only if there is a TFjunttiun of which; i
is the base and j the crosspiece (Fig 2.1). For a given
tloorplan, the <¢hannel graph 1s unigque. The fnlluwing. lwo
theorems were proved in [CS883)].

Theorem 2.1 (4-Cycle Thenf&m) -
A channel graph has a directed cycle if and only if it has a;

direclted cycle of length 4 CFig 2.21.



Theorem 2.2 (8licing Theorem) ¢

A channel graph is acyclic if and only if the floorplan has
a slicible floorplan EFig 2.1].
The important properties of a channel graph are

a. Il is connected.

b. It is planar, but not grid embeddable.

t. It is bipartite.

d. The ocutldegree of any vertex is atmost 2.

e. The indegree can be any non-negative integer.
Every internal cut (i.e neither of its two endpoints lie on

a bounding rectangle) has outdegree 2. For thruugh—cuta in tLhe

floorplan, the corresponding vertex in C has outdegree 0. Since C

is bipartite, all cytles are of even length and minimum length is

4. Two adjacent 4-cycles cannol share more than one edge [Fig

Za2l.

The seminal 4-cycle theorem on channél graphs proved in
[S583] says that the channel graph of a nonslicible floorplan has
a directed cycle of length 4. 1In nfder to determihe a feasible
routing order of channels, some method to break cycles is
reﬁuired and 1lhis necessitates finding MFVS(Minimum feedback

vertex set) efficiently and determining a routing order based on

Lthat setl of vertices,
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"é;é Maximal Reciangular Hierarchy

A floorplan can be hierarchica;ly decomposed in order
to facilitate divide"and-canquer. This i%l alsn_ a generalized
representation of allayout which is not necessarily a sliciny
structure. For ﬁlicible floorplans several schemes such as
8licing trees, series~parallel graphs are used. The general
- decomposition is based on the notion of maximal rectangles. In a
floorplan, a maximal rectangle can be défined9a5 one which is not
ﬁbntained in any vrectangle in the floorplan .uther than the

enveloping one. For a nonslicible floorplan we have the following

lemmas.

Lemma 2.1 ¢ A non slicible tloorplan can he deénmpoﬁed into a
nnngmpty et of mutually exclusive (nan~overlapping) and
collectively exhaustive maximal fectangles..

Maximal rectangles can be defined recursively as illustrated
by heavy 1ines in Fig -2.3 to produce a hierarchy of maximal
rectangles.

Lemma 2.2 t QGiven a floorplan, the vertices in itsg chaﬁnel
graph which correspond t;'the selt of cuts defining the maximal
rectangles at. any level of the MRH {Maximal rectangular
hierarchy), form a strongly connected component of the channel
graph.

Since all tLthe cycles of the channel graph appear exactly in

one of the strongly connected componenls, one can process members

of the MRH in parallel CFig 2.43].
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b)) Maximal Recltangular Hierarchy
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2.3 The Minimum Feedback Qertex Set (MFVS) Prﬁblem
Given & digraph G = (V,E), the objective of MFVS

.@roblem is to find a subset V' of V such that V? cantains at
-leaﬁt one vertex from every directed «cycle -in G and V'l 1is
minimum LGJ79]. This problem was proved to be NP-complele in
jeneral, by using polynomial time“ transfafmation frum. the
Vertex—Cover problem. MFVSE remains NP—cumplete.}ur the <class of
channel graphs as proved in [CW90l. So the main aim is to design
an efficient heuristic algorithm for finding MFVS_ in a channel
graph. |

The concept of maximal rectangular hierarchy is used for
finding MFVS5. Since any directed cycle necesaarilyl belongs to
only one strongly connected component (5.C.C) of a digrapﬁ » Lhe
MFVS for each $.C.C can be solved independently.
.To solve the MFVS the following ﬁwu cases are considered :

Case 1 ¢ Every vertex on any 1long cycle also 1lies on some

Case 2 ¢ There existl some vertices lying en long cycles which

do nol appear on any 4-cycle.
The fact observed in the 'Fullowing theorem Justifies the

need for an efficient heursiltic for solving the MFVS prublém.
Theorem 2.3 1

a. The number of directed cycles of length 4 in a floorplan with n

blocks is atmost O(n) [CFig 2.53.
b. The tolal number of direcled cycles in a floorplan with n

 b1nck5 is 0(2") in the worst case LFig 2.61.

12



Flg 2.5 ﬁ_flﬁcrplan with n blocks and its channel graph

wilh O(n) 4-cycles

13



Fig 2.6 A floorplan wilh n modules and its channel

graph with 0(2") directed cycich

Fig 2.7 Channel graph and its facial-cycle—dual

14



‘Case 1 @ By theorem Z2.3(a) the number of directed cycles 1is

0{n).
Définitinn 2.1 3

For a planar digraph G = (V,A) 1its facial—qycle—dual Cd is
constructed by placing a vertex in each face of G which is a
'ﬁifected 4-cycle and by placing an edge between two verticgﬂ if
Ithe corresponding facial 4~cycle§ of G share at least one vertex
(Fig 2.71.
Definition 2.2 :

A clique of a graph is a maximal tomplete_gubgraph and tlhe

clique cover af a graph 1s a subset of cligues such that gvery

vertex of the graph belongs to at least one of the cliques in the

subsetl.

The minimum clique cover of Cd is found by a greedy meihod
based on the classical cover table apprugch CMCB873, with the
cliques on the vertical axis and vertices an the horizontal axis.
First, all essential cliduea are selected, then the table is
reduced by uﬁing.ruw dominance fuilnwed by column dominance. If
there are no essentials, then ties are broken arbitrarily.

Each k-clique qf Cd corresponds 1o a unique vertex in C,
thraugh which k dirécted 4-cycles pass. Thuslthe‘mygrticea of C
corresponding to the minimum clique cover uf.'c belong to the

d

MFVG of C. For channel graphs, the size of a maximum clique in Cd
can be at most 4. Thus the restricted case of finding 4-cliques
or smaller can be cone in linear time by keeping count of 1lhe

number of 4-cycles passing through each vertex in C.

15



The MFVS can be obtained for case 1 by the following
heuristic @ .
Heuristic 1
? Step 1 2 Construct Cyr the facial-cycle-dual graph of C.
Step 2 & Find minimum clique cover of Cq4 using Cover Table
approach. |
Blep 3 ! MFVS # Nﬁll set. For every «clique C in the minimum
clique cover, do .
Begin
V {- vertex in C cnrreapohding 1o clique C.
if V U MFVS has a directed 4-cycle then
MFVE - MFVS U { Neighbor of V within cycle in C
| which is covered by C only b
else

MFVS <~ MFVS8 U V.

Delete the new vertex addéd to MFVSE from C along its

arcs.

Delete one by one - any vertex in C whose
in or out-degree = 0.

End

Theorem 2.4 3

The above algorithm converges taking polynomial time. It

produces an optimal solution if removal of MFVS solution leaves

the original graph acyclic.

16



Proof ¢ The complexily of step 1 is O(n). For minimum clique

cnvér, Lhe number of iterations in step 2 for selecting

essentiafﬁ and reducing dominance is as many as the worst case
size of the minimum clique cover i.e O(n). Due to the special
nature of Cd’ each row and each column of the cover table héa at -
most 4 entries. Such a sparse table can be represented by linked
iists. Buring each iteration, row dominance is found by comparing
a cligue with those of larger size and sharing at least one
vertex, thus oﬁly ? row cahpariéinng are 5ufficient. Since there
can be 0O(n) number of cligjues each iteration requires 0O(n) time.
Lastly, step 3 is once again related to si;e - of minimum cligue
cover and also vertices of C are removed one by one; hence it
needs 0(n) time. Tharefore, the entire algurithm runs in  O(n>)
Lime, B

Example @ The graph in Fig 2.8(b) is the ?acialmcyéle—dual of
the channel graph in Fig 2.8(a). The facial~cycle—-dual is
Eﬂnstructed in step 1 of the heuristic., The eliques obtained n
step 2 are shown in Fig 2.8(c). Theiminimum clique cover has nine
tligues as shown in Fig E.B(c); In nine successive iterations of
step 3, a cligque from the minimum cligue cover is chosen. But
s1ill after running the ahove algorithm a long cycle along the
boundary remains. Then another pass of constructing the

corresponding facial—~cycle—dual and determining clique cover is

required and so on, whereas the solution obtained is no longer

Mminimum.

17
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In this case, the MFVS may include vertices through which no

directed 4-cycle pmgﬁésr but only ldnger tycles pass.

Example ! In Fig 2.9, MFVS = {&,14,21) and there are no A4-cycles
through vertex 14. Now by theorem 2.3(h), number of cycles can he

0(2"). This calls for a heuristic algorithm to determine MFVS.

The first step of MFVS is to detect clusters of adjacent
4-cycles and Lo apply algorithm uf. case 1 on them. Isolated
4-cycles are however left alone, because with -respect -tu_ this

cycle any of the four vertices may be chosen. But if there is a

flanger cycle sharing a few vertices with this isclated 4-cycle,
tﬂen for oplimalily, one of the shared vertlices mus£ be chosen
from the 4~cycle. Since longer cycles have not vyet been
considered, a correct chuiﬁe cannol be guaranieed. Having removed
the clusters of 4-cycles fraom the channel graph C, all pendant
vertices.(in-degree or oul—-degree = 0) are Eemnved. For choosing
the MFVS from the bigger cycles, two heuristic algorithms are
meéntioned below.

Heuristic 2 3
Step 1 & Locate clusters of directed A4-cycles (not iscolated

ones) and solve them with heuristic 1.

Step 2 Find any cycle using breadth first search.
Step 3 ¢ Select vertex on this cycle having maximum product of
in—-degree and out-degree.

Step 4 ! Remove from C the vertex added to MFVS most recently

and delete one hy one all vertices which effectively have either

19



indegréa or outdegree = Q.
Step 5 ¢ Rebeat from step 2 until no more vertices remain or if
junly isolated 4-cycles remain in which case obtain the MFVS
Enaivelyi .
Heuristic 3 ¢

Replace step 3 (i.e the criterion for selecting the vertex
to be included in the MFVS solution) of Heuristic 2.
SteP 3' ¢ Coaompute the weight for each vértex_'on the cycle,
where weight of a vertex equals the number of arcs removed as

the result of deleting that vertex and select the vertex with

Lthe maximum weight.

The time complexitly of heuristic 2 is once agéin 0(n®)
because the worst case time fnr.steps 2 and 3 are each 0O(n),
Heuristic 3 héﬁ complexily of an garder higher_ than that of
heuristic 2 since the computation of wéightg 18 quite involved.
It depends on weights of some of its successors and pr?decesao?s
and thus step 3' itself is of O(n®).

Example ¢ _For'the channel graph in Fig 2.10(a), after step 1 of
Heuristic 2 the MFVS is still a null set. In step 2 suppose ﬁhe
cycle traversed is {10-1-2-3-4-3}. Vertices 10,1 and 3 have tlhe
same product of indegree and outdegree. So lét 1'be added to the
MFVE.The modified channel graph is shown in. Fig 2.1d(b) after
step 3. In the next iteration, let the cyclé chosen be {3-4-5-4}.
Let 3 be added to MFVS. The modified channel graph i8 ‘shnwn in
Fig 2.10(c). In the next iteration the cycle [{9-10-11-12~13-14}

" is chosen and the vertex added to MFVS is 9. So the MFVS will be

20



{1,3,9) by Heurisiic 2Z.

For heuristic 3, in the first iteration in step 3'} vertex 3
18 chosen since Lthe weighlt associated to it is more than any  of
the other vertices in the cycle (i.e w(1) = B,'w(1Q) = 4, w(d) =
?). The modified channel graph is shown in Fig 2.10(d). In the
second iteration, suppose the cycle chosen is {1“2“7-5-9~10}{_the

vertex added to MFVS will be 10. Thus the MFVS will be (3,10} by

Heurisastic 3.

Details of the experimental results of the above three

heuristics are Jiven in the next chaptler.

21
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CHAPTER 3

IMPLEMENTATION OF HEURISTICS FOR THE MFVS PROBLEM

To Judge the performance of the proposged
heuristics,we1have_made an experiment#l study. This involves thé
following sleps &

1) Random flunfplan generation.

2) Channel gfaph'extractinn.

3) Extraction of slrongly connected components of the chanqél
graph.

4) Implementation of the heuristic algnrithmg and determination

of MFVS.

3.1 Floorplan generation

Sample floorplans are generaled randomly. The wuser
specifies height, width, number of modules on the chip and a
random seed. The lefl end point and length of Hﬂriznntal
intervals are two random variables which are generalted randomly,
the number depending on the number of blocks specified for the
floorplan. Then for each horizontal interwval, a verti¢a1~1ine 16
extended ?rnm both i1ls endpoints 1ill another horizontal interval
or Lhe boundary intercepts it (Fig 3.1). An 'endpoint of a
vertical line lies on the first horizontal interval fblucking it
if the abcissa of the vertical line lies strictly between the two

endpaihts of the horizontal 1interval. This ensures 'that two

perpendicular lines always meel at a T-junction. A vertical 1line

24



can be extended to the boundary if there are no horizontal lines
‘blocking 1t. If a hnri;untal interval has two horizantal
intervals b and ¢ below it respeclively so'that the abcissa of
one endpoint of b and one endpoint of c :are same and the two
vertical lines from these two endpoinls are blocked by a, then a
cross junction occurs. This is laken care of by adjusting one of

the horizontal intervals lowards the right if the vertical 1lines

are drawn from left toe right.

3.2 Channel Graph Extraction
The quorplan generated can be considered lo be a

grid graph with T-junctions and the four <corners as the grid
points or vertices. The channel graph is extracted by depth-~first
Lraversal. A d95criptiun of the algorithm used is given beluw;
INPUT t A set of 2-~tuples (oné >—-tuple corresponding 1o each
Jrid point) wherein each 5S-tuple contains the following
information
;. Address of the grid point.
b. The four directional neighbors of the grid point
(Narth,Eaﬁt,Suuth;west). |
CUTPUT ¢ A channel digraphqnf.the given floorplan.

Before describing the main algorithm we déacrihe' in brief,
the 1dea behind the algorithm. Corresponding to each grid point,
a marker is initialised to 0. Each external grid point will be

indicated by setting its tag field to 1. All internal T-junctions

will,lie'un the intersection of ltwo channels whilé an external

25,



T-~junction will 1lie on only one channel. Whenever a node
cérreaponding to a channel is added to the channel graph, all the
T-junctions 1lying on the channél will have their | marker
i;Efemented by one. Une can conclude the channel graph to be
coﬁpiéte with respect to vertices, once .all the internal
T=junctions have marker as 2 while the external T=junctions have

marker as 1. For each T—junction, the "aaddr" field stores the

label of the channel graph node that was Eétently. added teo the
channel graph. As discuased in Chaptler 2 we knuﬁ the existence of
strongly connected components at each level of the maximal
rectangular hierarchy. ﬁlﬁh Lthere exists a:hath from a 5§.C.C at a
luﬁer level to a §.C.C at a higher level which cuﬁtaiﬁs the lower
level S.C.C. Go in each outer iteration we start from any
T-junction and add nodes of the §.C.C corresponding to each of
the two channels and also the nodes belonging to the 8.C.C at
higher levels.

Procedures used :

1.  All_nodes_visited (T_junction_list,curr) ! This function
returns the value TRUE if all internai T=junclions have marker =
2 and the extefnal T-junctions have marker = 1.‘ Otherwige, it
returns FALSE and ithe address of the unvisited node.

Z . 'Get“baﬁe_channwl (starl_node,end_node) : This  procedure
returns the start and the end addresses of the base channel
curreapunding to a T_junction.

3. Gel_cross_channel (middle_node,start_node,end node) ¢ This

yprocedure returns the start and the end addresses of the cross
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piece‘channel corresponding to a T—-junction (middle_node).

4. Add _new_node fstart,end,aize) ¢ This prﬁcedure adds a new
node to the channel graph with its label = size and stores 1lhe
,channél start and end addresses. Also it 'adds an arc if ‘the
currenlt channel is incident on-an a channel wﬂuse corresponding

node already existes in the channel graph.

5« Add_to_prev_node (cruss“channel_ﬁﬂde, base;thannelﬁnode) :
This procedure adds an arc from the base chénnel node tb Lhe
cross channel nude.in the digraph. 5 | ,
4. Mark_channel (channel_node_label,start,end) ¢ This procedure
increments the marker of all T_junclions -onﬂ the channel. For
those T—-junctions on the channel aolther than its ehﬁpuihts; it
élan adds an arc if possible (node corresponding Lo -the. baﬁe
channel already exisls) fruh the base channel to the current
channel node. ﬁlsa it updates the aaddr fiéld fnrl all
.T—junctiona on the current channel to channel;nude_ label.
AL.GOR I THM
1. Initialize marker for all T—junctions to O. size = O.

2. For all internal T-3junctions set tag to 1.

3. While not all _nodes_wvisited (t_jJunc_listi,curr}) do

begin
4. Initialize stack, over = false.
5. if curr.marker = O then
begin .
b Push curr onto stack
7. get _base channel(curr,next)
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&.  size = sive + 1

7. mark_channel (size,prev,next)
10. add_new_node(curr,next)
11. | curr =.next'.
end
12. else
begin
13f nexl1 node = curr.aaddr

{ aaddr denotes the label of the channel node already

present in the channel graph 2

14 jel_base_ channel(curr,next)
12 nextE“nudé = nextl.aaddr
16. prev = curr
17. size = size + 1
18. mark_channel(size,prev,next)
19. add_new_node (curr,next,sizé)
20. add_to_prev_node (next1_node,curr.aaddr)
21. 1f nextZ2 node <> O then
22. add_to_prev_node(nextZ_ node,curr.aaddr)
23 . curr = ne#t
end
24, while not over do
25 . if curr.mark‘= g or curr.tag = QO then
2b. if stack is emply then:
27. over = lrue
ES. else

28



29,

30.

31.
32 .
33.
34.
35.
36 .
37 .
38.
I3?.

40 .

41.

42,
43.
44.
45.

46.

47 .

48,

49.

end

pop{curr)
elﬁe
beqgin
get_crass_channel_end_pts(curr,pfev,next)

if (prev.mark = 1) and (prev.tag <> 0) then

next1_node prev_aaddr

|

if (next.mark = 1) and (next.tag <> 0) then

nextZ node = nexl.aaddr

get_base_channel (prev,next)

gize = size + 1

mark_thannel.(Size,prev,next)

add_new_node (prev,nextl,size)

if next1_node <> O then
adﬁ_ta_prev#nade(next1_nade,curr.aaddr)

iF.nextﬂ_nﬂde <> 0 then

add _to prev_node(next?2 node,curr.aaddr)

2) Lhen

if (next.tag = 0} or (next.marker =
curr = prev
else

if (prev.lag <> 0) and (prev.marker'<> z)
hegin
push prev onto stack

cdrr = next

end

end
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3.3 Extraction of strongly connected cbmpnnegta

Before describing the algnrithm‘we;'need to describe
some terms CAMU742) [ST80IJ. The Depth First Search (D.F.&5) of a
directed graph G = (V,A) proceeds as follows * Choose a yertex Vv
belonging to G. The starl vertex v is called 1tT1he rool of tlhe
D.F.S5 and is naw.ﬁaid to be viéited. We then;select #n arc (v,w)

wherein the vertex v is called the falher. of  w, denoted by

Féther(w). The afc (v,w) 18 now said to be-exémined and is called
a Lree edge. During D.F.S when a vertex v 1s visilted f{for the
first time, 1l 15 assigned a distinct integer DFN(v) = i, such
that v is the ith vertex to be visited during the search. In

general, when we encounter an unexamined arc (v,w) the following

Lwo Cases oCccur

1. w has nol been visited & In this case (v,w) is a tree edge;
2. w has already been visited @
a. w is a descendant of v in the D.F.S5 forest 1in which case
v,w) is called a forward edge.
b. w is an ancestlor of‘v.in the D.F.S8 forst in which case
(v,w) is called a back eadge.
c. If v and w are not related in the D.F.S5 forest and DFN(w)
<  DFN{(v) then (v,w) 18 called a crués edge.

For each vertex v in G, wé define LOWLINK such that
LOWLINK(v) = min {v} U { w i Lthere 15 a ﬁrqss edge or a
back: edge from a descendant of Q to w, and w
is.in the same strongly connetted companent as

v 3
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ALGOR I THM

Hlep 1

Hlep 2

HGltep 3

Step 4

Step 5

G is a directed graph. For every vertex v in G, set

Mark(v)

oy

Q, #ather(v) = 0 and Point(v) = 0.
sel i = 1 and stack1 = Q. I
Seleclt any vertex r with Mark(r) = 0. Set
Dfn{r) = i
Lowlink(r) = i

Mark(r) = 1

Add r to stackd1, set Point(r) = 1 and v = r.

If all the edges incident on v have already been
labeled 'examined"® then go to step 5.
Otherwise select an edge (v,w) which is not yet
labeled 'exa@ined'. l.abel it 'examined'
and go to step 4.
T. If mark(w) = 0, set
i =1+ 1
- Dfn(w) = i

Lowlink(w) 1

T

Father(w)

Y
Mark(w} = 4

Add w to stackt, and sel Point(w)

1 and v

i

W

2. If Mark(w) 1, Dfn(w) < Dfn(v) and Point(w) = A

N

then set
Lowlink(v} = min ¢ Lowlink(v), Dfn(w) 3
3. go to step 3.

If Lowlink(v) = Dfnfv). Lthen remove all the vertices
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from the top of stackd upto and including v (Lhese
vertices form a strongly conneclted component). Then

sel Point(x) = O for all such vertices x removed

from stack1l1.

Step & ¢ If Father(v) = 0, g0 to step 7, otherwise set
a. l.owlink(Father(v})) = min < Laﬁlink(Father(v}).
Lowlink(v)>

Father{(v) and go to step .

b. v

Step 7 I1f for every vertex x, Mark(x) = 1, then go to slep
8 otherwise Jo to step 2.

Step & : Halt.

Fig 3.2 illustrates an example of how the above ‘algorithm
works on a directed graph. For the program wrilien te implementl
the above algorithm the input is an adjacency list réprasentation
of the channel graph. The output of the pragram 18 the_ set of

slrongly connected cdmpﬂnents of the channel graph.

3.4 Construction of Component Graph
From the various strongly connected components, a
component graph is constructed. The component graph ia

topologically ordered wherein each node corresponds to a strongly

conneclted component. Each node contains information aboul the
number of nodes in that component and has an arc emanating from
it to another node if there is an arc from a node in the lower
level S.C.C to the S.C.C at the higher level in the original

channel graph..BEach S.C.C has one or at least four channel nodes.

-
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Fig 3.2 Illustration of algorithm in Section 3.3. LOWLINK

values are shown in parentheses along with curreépnnding'DFN.
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(a)

(h)

&
(c)Componentsii 2{3}, 2 :{2,4,5,6}, 3:{10,11,12, 13>,

4 : {7}, 53{9), &6:1142, 7:{82, 8:{1}

"Fig 3.3 a) Floorplan b) Component Graph ¢) Components
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" The sgstrongly connected components &t each level are
obtained by checking the component nodes that have  zero
outdegree. Once a HB.C.C is processed, its enlry is deleted from

the component graph along with ils incident arcs.

3.5 Experimental resultls

The heurictics are run on each of lthose components thatl
‘have at'least quf channel nodes. The reaults have been tabulated
in Tables I and IX. Table 1 gives an idea of the random floorplan
geﬁeratinn scheme. The columns ghuw the total number of modules,
depth of hierarchy (MRH), width of MRH i.e the maximum number  of
nodes at any level of the MRH, the number of vertités* lying . on
4—cycles, the number of vertices 1lying on .longer but not on

4~-cycles. Table 11 presents the C.P.U time on VAX 8651 for the

%

four variations of heuristics for MFVS run on the floorplans in
Table 1. |
The four variations are :
a«. Heuristic 2
b. Heurigtic 3
c. Heuristic 2 without Heuristic 1 in step 1 (This converts
algorithm to that in CRa821 ).
4. Heuristic 3 without Heuristic 1 in step 1.
Exhaustive search for optimal solution took very long time ¢
tens of minutes) for large examples. Among the heuriaticsl we
implemented, the best perfarmance .wag obtained in the first

variation, namely Heuristic 2 with heuristic 1 in step 1 at the
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beginning. The time taken by the third variation (basically
similar Lo that gi;ﬁn by LRa82]) were often %iightly less than
the Firﬁt, bﬁt the1mptima1 solution was found by the first.
Thuugh Heuristic 3 performed slightly better than Heuristic 2 in
éerma of the size of the optimal solutlion, its speed was slower

than that of Heuristic 2. In fact the time complexity of

Heuristic 3 is of an order higher than that of Heuristic 2.
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Width|#Vertices lying|#Vertices lying

on 4-cycles

on longer cycles

but on no 4-cycle

17

117_
12
22
24
27
28

27
27
130

168

: Random generation of nonslicible floorplans



Heurlstxc 3 Heur1stic E Heuristic 3
w/0 step w/0 step 1

Time ] IMFVS] Time LIMFVSI|Time | IMFVS!| Time

58CS secs secs 568 CS

0.13 0.17
0}11 lo.16
0.14 0.21
0.41 lo.as
0.30 0.43
0.39 0.43
0.71 0.76
0.67 0.79
0.70 1o.83
1.18 1.32
1.13 1.20
1.10 1.32
27.97 30.07
77.29 70.27

Table II Experimental Resulls of MFVS Heuristic Algorithms
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CHAPTER 4

CONCLUSIONS

There are three known methods to determine a feasible

channel routing order as given in CPV79],CDAK85] and CGWB81. The
MFVS solution can be used in all the three methods to reduce the

number of iterations.

Reserved Channels :

In this method CPV791, the straight channels corresponding
to the vertices in the MFVS solution are reserved (i.e their
width is estimated in advance with some allowance). Since the
effort is to minimize the number of ;uch channels, the number of
required iterations will be reduced without affecting the

completion of successful channel routing.

L-channels =

Feasible routing order with L-channels CDAK85] can also be
extracted from the M7VS. For each vertex in the MFVS solution,
the channels are -red2fined by splitting a T-junction oppositeL to
it. For the channel jraph in Fig 4.1(b) by wusing the L-shaped
channel we get the moydified channel graph as shown in Fig 4.1(c).
The advantage of using L-channels is that it can be expanded or
contracted for the purpose of completion of routing in it without

rerouting other rout:d channels. Since Foutings ofesl - channels @ is

more complex than straight channels, one tries to minimize their
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{Uﬁe.'Fur isplated 4-cycles or adjacént 4-cycles one L-channel
suffices, while for cluéters of 3 or 4 4-cycles, lwo L—channelﬁ
are required though IMFVS: = 1. After obtaining the L-channels
for all vertices in Lhe MFVhH, 1f lwo L;channelﬁ share a cul, then
the MFVS needs to be expanded lncaily (Fig 4.2). All cycles 1in
the-nriginél gréph_are broken bult a few new cycles ﬁay emérge in
the modified channel) graph. It can be shown .Lhath this melhod
converges within a few 1terations génerating new L-channels. AN
example of a feasible L-channel rouling order 15 sghown 1n Fig
4.3.

A

Mﬁnutmne channels

For each verte: in the MFVS the correspnnding thannel is
extended at both ends in a monolone fashion (5y ihé convention ﬁf
T-junctions) Till ihe fldnrplan bouhdary or & previously defined
channel is reached (heavy lines in Fig 4.4). By starting from
MFVS vertices closest to the floor boundary, it can be Jguaranteed

that a feasible routing order is arrived at.

Scope of Further work =
An experimental study of feasible channel routing order
bhased on L—-channels and monotone channels needs lo be done. Unce

this is accomplished a comparative study can be made among the

three methods.
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L-channel

(a)

(b} | ) ()

Fig 4.1 a) Floorplan b)) Channel graph w/o0 L-channels

¢} Channel graph with L-channel
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Fig 4.2 Feasitle raﬂting order with L-channls based on

MEVE =

ia,b,c,d} and expanded MFVS =
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