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ABSTRACT

The isomorphism of conflict graphs in mu)tigtage interconnection
nétworks C(MIN) is analyzed here. We introduce a concept called
group transfnrmagiun which allows us to partition the set of all
permutations inte several equivalence classes. All members
belungiﬁg Lo the +ame class have isomorphic conflict graphs.
Finally we describe two algorithms, gne for the generation of the
seed permutation for any given inpul permutation and the secﬁnd one

Lo generate all posutible seeds for a given N x N base-line network.



2.
3.

4-

CONTENTS

INTRODUCTION.
INTERCONNECTION NETWORKS.
ANALYSIS OF PERMUTATIONS FOR A BASE-LINE NETWORK.

ALGORITHMS & CONCLUSTIONS.

REFERENCES.

085.

09,

18.

a2,

30.



CHAPTER 1 : INTRODUCTION.

ﬁny compuler whelher sequential or parallel, nﬁerates by
executing instructions on data. Depending on whether there is one
or several of these streamﬁ; we can distinguish between four
classes of compulers.
1. Single inslrucltion stream, single data stream ¢SISD).
2. Multiple instruction stream, single data stream CMISDD.
3. Single instruction stream, multiple data stfeam CSIMDD.
4. Multiple instruction stream, Multiple data stream ¢MIMDD.

An 5IMD computer consists of N identical processors as shown in
figure 1. Each processar has its own lucai memory where it can
l5tnre programs and data. All processors operate under the control
0f a single instruction stream issued by a central control unit. It
iﬁ desirable for the processors lo he able 1o communicate among
Lhemselves during the computations in order to exchange data or

intermediate results. This can be achieved by two ways, giving rise

lo two subclasses @ SIMD where the communication 1is through a

shared memory (SM SIMD), and SIMD where the communication is via an

interconnection networic.
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A Lypical interconnection is a circuit switching network which
cunai;ta of a number of switching elements and interconnecting
links. Interconnection functions are realized by properly selting
canirol of the switching elements. The SM SIMD computler is a fair!y
powerful model of computation. This can furthur be made more
efficient by dividing the shared memory-intu modules so that each
module can be accesed by any proceﬁﬁnr independently, The
Communications hetween processors and the memory modules can be
implemented effectively in 1lesser cost by an interconnection
netwark. Thdﬁ intercunﬁectiun networks are extensively wused in
parallel processing systems. Consider a syslem with N prnﬁesaurs
and N memeory modules, where the processors and Lhe memory modules
are addressed by the elements of the sel § = .{0,...,N—1}. The
intercnnnectiéns al any instant of time .in the interconnection

network can be represented as a permutation i.e. a bijection of g

onto itself.



Circuil switching networks are of three types ¢ Non-Blocking,

Rearrangeable and Blocking networks. In a blocking interconnection

network simultiineous connection of more than one input-output pair
might require ‘he same link.The link is usually said to be in
conflict, and these _intercunnectiuns cannot be performed
simultaneously. As N becomes larger, Eegmenting a nelwork into more
than one stage is more economical. This leads Lo Multistage
interconnection netwnrk (MIN). A log N stage MIN requires minimum
hardware cost retaining the properity of full access. In full
access MIN, any output terminal can be connected fruh any input
terminal by some path. If this path is unique then the MIN is also
called a full ﬁcCESS unique path MIN. Examples of unique path full
access networks are base—line network, omega nelwork etc. There are
N possible rnlterconnection permutations for an N X N
input-output network. For a given network structure not all
permulations are conflict free. A conflict free permutation is ane
which does not lead to any conflict in any interconnectinﬁ link.
Given an arbitrary permutation dividing it into minimum number of
subsels such that each of these subsets can be routled in a single
pass wilhoul any conflict is called as canflict resolution problem.
Ruuting Lhese subsets is called as Dpfimal routing of the
permutatiun, The optimal routing in the blocling MIN is an NP-HARD
prohlem.

In this dissertation work, we have simplified the optimal routing
problem for a hase—line network by dividing the N! permutations
into several equivalence classes of permﬁiatiunﬁ such that all

permutatliaons which belong to a particular class can be routed in a



similar fashion. We define a equivalence relation an Lthe
permutations called as group tranafnrmationa,_ which defines the
above mentianed partition. Though the concept of group
‘transformations have been defined for a base—line network il can be
exlended to theiuther type of networks. For each of these classes
of permutations, theﬂ permutation 'whith i1s Lhe lexicographical
minimum is defined as the SEED PERMUTATION of the class. The seed
- permutations or simply seeds characterize the permutation classes
l.e. a seed is unique for a class. Hence if the optimal routing,
for the seed of a class, is known it can be applied to the entire
class of permqtatiuns lo which the seed belongs. The oaptimal
routing problem has been solved Fuf classes of permutations such as
the BPC class (See [RA-8&]), but BPC includes a very small
fraction of the whole set of possible permutations and with the
increase in N this fraction asymptltolically becomes vanishingly

small. BPCL is the union of all equivalence classes generated by

the BP's. (Sse LNBJ-901) All BP's are seed permulations.
Therefore, as the optimal routing for BP's is known, all
permutations in a BPCL can be routed optimally. Finally two

algorithms are given, the first one generaltes the seed permutation
of the class o+ permutations into which the input permutation

helongs. The sccond algorithm which calls the first one generates

all possibhle sceds for a given N x N base-line network.



CHAPTER TWO : INTERCONNECTION NETWORKS.

Typically, an interconnection nelwork consists of a. number of
swilching elements and lnterconnecting links. Interconnections are
realized by properly setting the control of Lhe switching elements.

Interconnection networks are classified into two calegories based

on nelwork topolagies @ STATIC AND DYNAMIC NETWORKS. 1In static
networks, the communication paths are fixed, where as in the
dynamic networks the interconnections can be altered by the control
signals. Dynamic netwoarks can furthur be classified into two
classes : SINGLE-STAGE AND MULTI-STAGE NETWORKS. A single stage
nelwork is a switching network with Nlinput selectors and N output
seleclors, as in figuﬁe 2. Each input selector is a 1 to D
demultiplexer and each oupul selector is a M to 1 multiplexer,
where 1 <= D <= N and 1 <= M <= N. For instance a
crossbar—switching network is a single—stage network with D = M =
N. To establish a desired connecting path, different control
signals are applied to all input and oultpul selectors. The

single-stage nelwork is alsg called a recirculating network.



CONCEPTUAL VIEW OF A SINGLE STAGE INTERCONNECTION NETWORK

FIGURE 2.

Many stagéﬁ of intercﬂnnected swilches form a multi—stage
interconnection network CMIND> ., MINs ére described ﬁy three
characlerizing features : the swilchbox, the network Lopology, and
the control Etrutturef Many switch bhoxes are used in a MIN. Each
box isg essentlially an inlerchange device with twg inputs and two
outputs, as depicted in the figure 3. Four stages of the swilch box
are illustrated : straight, exchange, wupperbroadcast and lower
broadcast. A two funclion switltch baox can assume eilher stratght of
exXchange states only. A MIN which is capable of cunnecfing an
arbitrary inpult terminal to an arbilrary output terminal is called
a full—-access MIN. Furthur it 1s called a unique path MIN if the
path between each inpul-oulput pair is unique. MINs can be one

sided or two sided. The twao sided networks, which usually have an
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inpul side and an output side, can be divided into Lthree classes

BLOCKING, REARRANGEABLE AND NONBLOCK ING NE TWORKS .

a SWITCRH b,

—p
., — BOX b1

a ——p
2, b ‘ .
Stratght | Exchange
a b a
—— — b a ——
ai 4 : &

Fon

Upper broadcaat y Lowar broadcaat

A Z x 2 SWITCHING BOX AND ITS FOUR INTERCONNECTION STATES..

FIGURE 3.

In blocking netwnrks,psimultaneuus connecltions of more than one
Lterminal pairmay may result in conflicts in the use of network
communication links. Examples of blocking networks are {imega
nelwork, Flip network and the Base—line:-netwntk. A netwprk is
called as rearrangeable network if it tan perform all possible
conneclions betwaen inputs and outpuls by rearranging its existling
connections so0 that a connection path for a new input—-output pair
can always be established.Benes network is an example of this class
of networks. A network which can handle all possible connections
wilthout blocing .5 called a nonblocking network.Clos network is an
example of this «lass of networks.

Generally, a MIN consists of n sltages where N =2", is the number
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of input and output lines.ThereFufe each stage may use N/2 switch
boxes. The intarconnection palttern between stage to stage determine
Lhe nelwork topology. Each stage is-cunnected Lo the.next stage by
atleast N paths. The network delay is proportional to the number n
stages in a nelwork. The cost of a size N, MIN is proportional to
N.Log(N). The control structure of a netwark determines how the
stages of the switch boxes will be set. Two types. a} canlrol
structures are used in a network construcltion. The INDIVIDUAL STAGE
CONTROL uses tihie same control signal lo set all switch boxes in the
same slage. Another control philosaphy is Lo apply INDIVIDUHL. BOX
CONTROL. Here o seperale control signal is used to set the state of
egach switch box. This scheme offers higher flexibilitly in setling

up the connecting paths at the cost of increased contraol circuitry

The performance of an interconnection network is determined
largely by its configuration. By configuration of an
Interconnection network we mean the topology and the label of the
Components in the interconnection network. Three parameters may be
used Lo design an interconnection network. These three parameters
dare lhe number of communication paths of each switching glement,
Lhe number of columns (or stages), and the interconnection paths
(or links) hetween swilching elements. Here we consider a 1log,N
stages of 2x2 swilching elements, i.e. switching elements, each
wilh two input and two output terminéls. A iugzﬂ stage network 16
important because it incorporates minimum hardware required for a
network tn'haﬁa the full access properity, but a lag,N stage

. nelwork is a blocing type of network. In this dissertation work we
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mainly cansider the base—line nelwork, which 15 a

blocking,unique—path and full—-access MIN

BASE=LINE NETWOﬁK 3

‘The topology of a base—line network can be generated in a
recursive way. Figure 4 shows the first interation of the recursive
process in which the first stage contains two (N/EIR(N/E)
subblocks, C, and C,. The process can recursively bhe applied to the

subblocks in each iteration until the N/2 subblocks of size Zx2 are'

reached. To complete the process, log,(N)—1 iterations are needed.
A Base—line nelwork is a typical full-access unique path MIN. A

8x8 base-line nelwork is shown in the fiqure 5.

= F = °
g - - 7 N/2—1
| ‘\
ﬂ:; —I k= * N/2
N 1 == N-1

RECURSIVE PROCESS TO CONSTRUCT THE BASE-LINE NETWORK.
| FIGURE 4.
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Base—line nelwork is a self-addressing network, i.e. a path from
input i to output j is obtained by repreﬁénting 1 XOR 3 in bit
form, say (q, 4,5 -.. q,). Now the palth is obtained by taking a

diognal link or parallel link in the current swiltching element

based on whether g is 1 or 0, for i = n-1 downto O.
A permutation is a one-one mapping form the sef s = {0, «.. ,N-13
onto ilself. It is represented as 01 ...N-1 where x,
_ | p KENE  Nreed 1 r %3 “« = XN-4
are the autputls.
We represent the above permutation simply as (x,, x,, . Ygeq ) s

assuming the inputls to be ardered from O, «saa, N-1.

Example 1 : Consider a permutation P : (7 5 4 » 1 0 & 3). The
interconnections made in a base—line network to realize P are shown

in figure 5. For realizing this permutation we set up the paths

from O Lo 7 and now 1f we Lry to set up the path from 1 to 5 we

14



1f Lhe realization of a permutation legdﬁ Lo a tonflict in some
link, it cénnot be routed in a single pgas. OUne way to route such
permutations iﬁ to partitiun it into subsetls such that eacth subsel
can be routed in a single pass. If the number of 5qbsef§ 16 Mminimum
then the routing is called as opltimal routing. Finding a optimal

routing for given permutation and a blocking MIN,is called as the

opltimal routing problem..

15



CHAPTER THREE . ANALYSIS OF PERMUTATIONS FOR A BASE-LINE NETWORK.

Given an arbitrary permutation P in an blocking MIN; the prublem_
of partitioning p into minimum number uff subsets such ‘that each
subsel can be routed in a single paﬁs' withﬂut any conflict ig
commonly known as the conflict resolution problem. In general
oplimal rﬂuting.iﬁ an NP-Hard problem,but it had been solved for
Lthe subclasseg of permutations such as for BPC class. In this
dissertation werk our objective is Lo find classes of permutaltions
for which the routing can be done In a similar fashion. The
confliclt information is wusually modelled by agraph called as
Conflict graph.

Here we propose certain Lransformation rules which are called
group transformations. These group lransformations partition the N!
permulations of an NxN bhase—line nelwork into partitions such that

the conflict graphs of permutatinns'yin each partition are

1somorphic.

Definition : 1

A conflict graph G(V,E) — where V ijs the set of vertices and E js

the sel of edges, of a permutation P on a base-line netwark of size

NxN is defined as follows :

The vertex set V consists of N verlices, each represenling an

input terminal of the network. The vertices are represented from 0O

through (N-1). An edge‘'e exists between vertices V, and Vo iff  the

paths emerging from Vi and V; are in conflict with each otlher in

16



some link.

The conflict graph of the permutation P 2 (7 S 42 141 0 & I is

shown in the figure &.

17



(GROUPS)

(0111-11-;’”/2“ 1)

(0,1,2,3)

(4,5,6,7) (N-8,..,N-5) (N-4,...N—-1)
(O,1) (2,3) (N-4,N-3) (N-2,N-1)
O 1 |

N—-2 N—1
THE INPUT (OUTPUT) GROUPS AT DIFFERENT LEVELS
FIGURE 7. :

Definition 2 =

A group—interchange t, (ji:x), (where Lhe subscript

X=1 stands for inpult and X=0 refers te output) applied on a

permutation P interchanges elements of two adjacent

inpuls (outputs) at the Jith level,

- groups of

whose least element is X, by the

following rule Ke— (k+2)9

r Wwhere x <= k < (x+2)7._ This process

generates anolher permutation Psand is denoted by

P, .

Ly (J:x)EPT ——y

Example 2 : Consider a permutation P = (7 26 4 03 1 5) and

Lthe group—interchange t,(1:4)

on the inpqtfand let t,(1:4)CP1

—P,, then P, is obtained from P by interchanging the input pairs
4 =6 and 5 4—» 7. Thus P, : (7264 150 3).

Similarly, a group—interchange on uutput Lo (2:0) applied on P

18



generales a permutatian Pz, which is  obtained trom P by

interchanging the oulpul pairs 0«4, 1¢5, 2¢—é& and 3+«—7. Thus

Po = (3 620 475 1).

The effect of group—interchanges on inputs (oulputs) may or may
not be duplicated by gruup“interchangeg on oulpuls (inputs). A
group interchiinge at the jth level interchanges Ej elemen}a (inputls
or aulpuls). furthurmore for every such interchanging paif (p,q), p
and g lie at unil hamming distance, differing in the jth bit (from
the right end). Lel P, be a permutation which is tag be transformed
Lo another permutation P,, such that the input (output) X, of P, is
replaced by iﬁput (cutput) Xz.in P,. Then for each j, where Xy and
X, differ inthe jth bit, a group interchange only on inpuls

(outputs) at level j will accomplish the desired transformation.

txample 3

To replace the output 7 by 4 in P of example 2, we have to apply

group—interchange at levels O and 1 since 4(100) and 7(111) differ

in O~th and 1st bitl positions, i.e.

t, (026) t,(1:4)

P (627848 0315) o (4256 03 4 7).

Definition 3 :

5.X)
Given a permutation P, an input laulpul) cluster C,(0) (5F)

defines the sel of inpuls (outputs) corresponding to the outputls

(inputs) of the group at levelj whose least outpul (input) is x.

o 2;& '
(2746 15 0 3), C(0:2)=(2,7,4,6)

For the permutation P
A
and Ci(42)={1,2,3,53. The set of inpul (gutput) clusters at a

level j dgnutéd_hy Sciim$d) is the set of ali input (output)

19



clusters at level j.
For P, Seo (1) = {(2,7),(4,6),(1,5),(0,3)7.

Definition 4 :

A group—lransformation T is a sequence of group i1nterchanges on

inpuls followed by sequence of group interchanges on gutputs.

Group-transfornation defines an equivalence partition an setl of
311 permutalions. Note that if a permutatiun p° is derivable from
another permutatiﬂﬁ P by applying some group lransformation T,i.e.,
if TCP]*+P', we will say that P*'™ P (P' is related to P} and it is

easy lo see thalt "™' is an equivalence relationship.

Definitian S5 =

Given a permutation P, let C denote the set of permutations
derivable from P by the application of all possible gQroup

transformations. Then C is said to be the closure set of P.

Definition & 3

Given a closure set C of any permutatiorn P, we define the seed
permutation or simply the seed of set C as the lexicographical

minimum permutalion of C.

Theorem 1 = The conflict graphs of all permutations in any c¢losure

selt are isomophic.

Proof : See {NBJ-901.

Theorem 2 In an N x N base-line network, given a permutation and

20



1ls closure set C. Then, #C = 2Nt
Proof : Sege CNBJ—-201.

Theorem 3 & There is a single, unique seed in a closure set (

of any permutation P.
Proof : Let C be the closure set of any permutation P. Let jif

possible, 5 and S, be two seeds in C. Since § and 5 belong ta

and §; to §,. S'_ince lexicographical ordering is a complete ordering
if 5,#=5 elther § < S, or S < §. In case 9 < &5, § is not a
seed and similarly if 92 < § then, § is not a seed.
Thus there cannot be more than one seed in a closure sel.

From Thenrem £, we have an estimate of tLhe cardinality of the
closure set of 4 permutation P. This is a large number. Thus by

means of group “ransformations we are - able to map the enlire

number of permu’tations is &' = 40,320.'Thu5 we are able to map the
40,320 permutati:ons intao Just 16 permutations. If we are able to
route the seed of a closure set then we can  also optimally route
the permutations which belong to that class. The optimal routing of
the BP's is known. All BF*s are also 'éeeds. Hence the cpltimal
routing for the BPCL je known. For an N x N base—-line network the

Ltotal number of permulations in BPCL ig > nt.aNt

21
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CHAPTER FOUR : ALGORITHMS & CONCLUSIONS.

In the previocus chapler we have seen the impartﬁnce of Lhe seeds.
In this chapter we present two algorithms. Given a permutation P
Lhe first algorilhm generates the seed of the closure set of P. The
second algorithm generates all possible seeds for an N x N

base—line network.

We use Lhe following definitions and notations in the algorithms
to follow.

In a permdtation the position currespunding le an input i is
referred Lo as inp(i) position. .

The oulpul corresponding to an input i is represented as 0(i) and
similarly the inpul corr-sponding to an output j is represented as

I(y).

Definition 1 :

et p, q be two integers whose bit representations are

(Pp-gsv-pPp) and (g, ,...q,) respectively. The disltance - between p

and q is defined as the maximum bit position at which p and g

differ, when they are expressed in bil form.

Example 1

]
|
- —

Distance betwoen 4 (100) and 7 (111) is 1, since Lhey differ at

the zerolh and the first bit positions only.
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Definilion 2 *

The distance vector of an oulputl cluster not containing O,
Co(i,x) is a vector of length (2°).It is the ordered set of the

distances of the (2 ) elements of the cluster with respect To the

.
,!
Ze8rp. |

Example 2 Cinsider a permutation P = (0 3 25 7 & 4 1),

the distance vector of the cluster Co(0,2) is {(2,1,1,2)

Definition 3 :

A distance veclor V = {v,,v;,...,v,} is said to be greater Lhan
another distance vector U = {u,U,...,,u,? iff v = u for i = 1

ena k=1 and v, > v, , where k <= n.

A disltance vecltor V = {v,,v5,...,v,} 1is said to be equal ta
another distance veclor U = {u,U,ue.r,u,2 iff v = u for i = 4
-w= N

A distance vector V is said Lo be less Lhan another distance vector

U 1f V 1s nol greater than U and V is not equal to U.

The fallowing observations are inportant in view of Lhe

algorithm.

1. Any group interchange on inputs does not alter the output

cluslers.

2. Any group interchange on the outputs does not alter the distance
veclor of 1the oulpul clusters.

3. The distances of all elementls in an output group will be Lhe same
with respect to zero.

In order 1o minimize any oculput cluster C we do the following :

Perform group interchanges on inputs in C s0 as to miminize

the distance vector of C.

273



Perform the group interchanges on the outputs so as to

minimize the elements aof C.

Example 3 : Consider the permutation P 2 (03 1 &6 2 7 4 53). P is

not a seed. The seed can be generated as follows
Since among the four pairs (0,3), (1,6), (2,7), (4,5), the
distance between 4 and 5 is the least, placing it at inp(0) and

inp(1) positions leads to a smaller permutation as shown :

P : (O3 16 27 4 D) r———————— P, = (4527 03 1 6)

Making 0(0Q) as O by 1,(2,0) we get P, : (0163 475 2).
Now in P2 the :listance vector of C,(1,2) is found to be V = (2, 1).
Since in the a2lements of V, 1 is thE least we 'perfurm Lthe
transformation t (0,2) on P2 giving Pg = (01 3 6 4 7 5 2). Now in
Pg the cluster C,(1,2) can be minimized furthur only by the output
group i1nterchanges. Hence the distance vector of Co(1,2) i.e.(1,2)
cannotl be chanjed, hence we can replace 3<by 2 to make Py lesser.
By applying 1,70,2) on P, we get Pe # (0126 47 5 3). Similarly
& can he replazed by 4 by the transformations o (1,4) giving
Py ¢ (O 12 4 65 7 3). Continuing simiiarly we gel the seed
9 2 (0124 365 7) by applying the transformations 1, (0,6),

1,(1,4), t,(0,4) on Ps.

24



‘We now describe the algorithm to generate the seed of a closure

of a given permutatlion P.

ALGORITHM 1 = GET-SEED
INFUT  Any permutation P,
DUTFUT » Seed permultation of the closure set of P.

DATA-STRUCTURES UTILIZED

Available list : This contains a list of ordered sets, where each
sel contains the maximal subgroup of input elements which are not
vel ulilized in the process of generating the seed. Initially the
list contains a set 40 ... N—12. Now, 1f O 1is wutilized in the
process ot finding the seed Lhen Lhe available list will break up
the remaining oulpul elemenis into the following sets {1}, £2,3},
14,5,6,72}, ;.. » N2, ... ,N=13. Thus the avaiable 1listl always
containg the maximal outpul subgroups tﬂgéather. AL Lhis instant of
Lime we say, in the ahove list 1, 2, 4, ... ,N/2 are the minimum of

subgroup elemenlts in the available list.

sel

The algorithm uses a sltack for storing the intermediatle

permutations, 5. Foar each permutation there is an associated
available list and a pointer called decided till which 1indicates
the posilion till where thi§ permulataion has bheen developed. The
stack 8§ 1is special in the sense thal it always hold Lhe
permutaltions all of which are equal till¥ Lhe position marked by
ﬁecidedﬁtill. I+ a new permutation which 1is greater than the
permutations in lhe stack, it is discarded and if it is lesser than
Lhe permutations of the stack, it is retained while the other
permutaltions in the stack are discarded.

The procedure getseed presented 15 a recursive one. It takes i,

25



‘Lhe starting position of the output cluster to be developed.Before
Lhe algorithm is called the stack has to be initialized with the
candidale permutations which have been decided till tﬁe inp(1)
position. The initialization is done by the procedure initialize
given below. 1l takes the input permutation P as a parametler. The
gelseed procecure is called with i = z2.
Procedure initialize(P)
Begin
Find the list L, distances of all pairs of elements in SC, (1),
For all pairs (x,y) in SC, (1), whose distance is minimum in L, do
Begin
Ferform group interchanges on inputs to gel (x,y) to inp(0O) and
inp{(1) positions respecltively.
With (x,y) and (y,x) at the 1np(0) and inp(1) positlions

respectively do

Begin
O( o)
Make the outputl at the WP pesition as O.
Oty

Make the ocutput at the inp(1) p&siiien 45 a minimum of the

subgroup element.

Selt the decided till pointer as 1 and push the permutation

intu the stack.

End
End

End.

Procedure Getseed(i)

Begin

26



if 1 is equal to N-1 then terminate.

While a permutation P exists in the stack with decided_till

pointer d less than (i — 1) da

Begin

Find the maximal output cluster Co(1,d+1), starting with d+1.

Find the distance vector V, of Co,(i,d+1),

For all elemenls of V, whose value  is minimum dm,

corrasponding outlput is x do
Begin

Get x Lo the inp(d+1) position.

Make the element at the inp(d+2) posiltion as the m

element of the subgroup containing it in the

listl.
Push This permutation in the stack.

end

emd
Getserd (@)

GaekSeed (247)
end

end.

ALGORITHM 2 : GENERATE-SEEDS.
INPUT : N.
OUTPUT : All pussible seed permutations for the N x N

network.

DATA-STRUCTURES UTILIZED

bas

and the

inimum

avatirahle

e—line

Available-list * This is the list as described in the algorithm 1.

Here we generate the possible candidates for the seeds

run the first algorithm on these candidatles to detect
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seeds.

The following observation is important in view of the algorilthm.

1. In a seed the elements starting from 0O(0), 001, YO(N—-1) will
always be minimum elements of a subgroup in Lhe available 1lisl at

that instant of lime.

Example 4 Consider the generation of all possible seeds for a

4x4 base~line network. Iniltially the available 1istl cansists of
{0,1,2,3%. Now O is lhe only minimum elemenl of the available
list. Hence the position inp{(0) of all seeds will have O. The
avaialble list breaks up inteo {13,{2,32. Hence Llhe pasilian 1np(1)
can be taken wup by 1 or Z, giving Ithe partial candidatle
permutations P, ¢+ (0O 1 .. }» and P, ¢ (0O 2 ..) .

Starting with P,, we have the available list as {2,3}. Hence
position inp(2) can be taken up by 2 alone, leading to the partial
tandidate permutation Pg ¢ (0O 1 2 .). Now the available list has a
single Elemeﬁt {3}. Hence Lhe position inp(3) in Pg can bé taken up
hy 3 giving Lhe first candadate C, = (0 1 2 3).

Starting with P,, we have the available list as £13,£3).
Proceeding as above we gel two more candidatle seeds €, ¢ (0O 2 1 3)
and €, = (0O 2 3 1). By running the algurithm getseed on Uthe
candidates we find that only C, and C, are the seeds.

In the actual 1mplementalion we have used several fillering

techniques so as to minimize lhe candidate permutations.

Rezults :
The seeds for a 8 ¥ 8 base~1line network by Lthe second algorithm,

17 candidales were generated by the second algorithm tLthe first
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algorithm gave 16 of lhese as seeds. The candidates and the seeds
are shown 1n figure 9. We have made an attempt to generate all
paossible seeds for N = 16. Although the complete set of seeds could
nat be generaled we can have a fairly good estimate of the total
number of seeds for N = 16. The partial resulls are shown in the
figure 10, in & tabular form. In figure iO, lhe seeds are grouped

according to itheir starting sequence.
Conclusions :

Furthur sudies in this area may be done for mapping a non—BP seed
into a BP such thalt the conflict graph of the BP is a minimal
super—graph of that of the non-BP sged..Thén the routing for the
‘non—BPF seed can be done similar to the BP seed to whieh it is
mapped. Caonjecture is that this gives an optimal routing for the
non—BP seed as well. All these ideas can he exltended to the otlher

blocking, full-access, unique path MIN's.

el 4



CANDIDATES GENERATED

BY
oL NO. ALGORITHM 7

01 o 1 2 3 a4 5 &
07 i 1 23 4 6w
(173 c 1 2 4 3 5 5
04 o Y 2 4 3 & 5
0% 0 1 4 5 2 3 B
OF, o 1 4 5 w57
07 0 1 4 & 2 3 5
08 0 1 4 z 2 5 3
09 c 2 1 2 4 & 05
L O o 2 1 4 3 & 5
11 o 2 4 & 1 1 5
17 0o 2 4 & 1 S
13 O 2 4 6 1 7 3
14 o 4 1 5 2 & 3
15 o 4 1 & 2 5 3
16 o 4 2 & 1 5 1
17 o 4 2 & 1 7 3

CANDIDATES AND SEEDS FOR N = 8.
CANDIDATE 13 IS FOUND TO BE A NON-SEED
BY THE ALGORITHM 1.

FI1GURE 9,

L



L1

07.

08,

9.

10,

11,

T

17.

18.

19,

()

o-J

J

B

3

H

H

£

ca

10

172

172

E

10

L2

L0

L7

starling sogquence

CANDIUDATES “.ND

FUOURES

LGEEDS

10,

4796
4961

V1072

LDONH

15552

5064
4092
16326

0957
2064
318hK5

4027

11257

6471

15543

04972

0898

2639

06472

1080

FOR N =

Candidates

16,

haprlg

118G

0184
0249
.1600
0147

1139

0099
U134
0184
0074
0121

0068
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