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Abstract

This paper presents a technique for automatically detecting human faces in digital color
images. The system relies on a two step process which first detects regions which are likely
to contain human skin in the color image and then extracts information from these regions
which might indicate the location of a face in the image. The skin detection is performed
using a skin filter which relies on color information. The face detection is performed on a
gray scale image containing only the detected skin areas. A combination of thresholding
and mathematical morphology are used to extract object features that would indicate the
presence of a face. The face detection process works predictably and fairly reliably, as
experimental results show.
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Chapter 1

Introduction

Face detection is concerned with finding whether or not there are any faces in a given image
and, if present, return the image location and content of each face. This is the first step of
any fully automatic system that analyzes the information contained in faces (e.g., identity,
gender, expression, age and pose).

The face detection problem is challenging as it needs to account for all possible appearance
variation caused by change in illumination, facial features, occlusions, etc. In addition, it
has to detect faces that appear at different scale, pose, with in-plane rotations. In spite of all
these difficulties, tremendous progress has been made in the last decade and many systems
have shown impressive real-time performance. The recent advances of these algorithms have
also made significant contributions in detecting other objects such as humans/pedestrians,
and cars.

Over the past ten years face detection has been thoroughly studied in computer vision
research for mainly two reasons. First, face detection has a number of interesting applica-
tions. It can be part of a face recognition system, a surveillance system and security control
systems, content-based image retrieval, video conferencing and intelligent human-computer
interfaces. Second, faces form a class of visually similar objects which simplifies the gener-
ally difficult task of object detection. Now a days face detection is used in biometrics, some
recent digital cameras use face detection for auto focus. Also detection of faces in a digital
image has gained much importance in the last decade, with applications in fields such as law
enforcement, security and image database management.

As face detection is the first step of any face processing system, it finds numerous applica-
tions in face recognition, face tracking, facial expression recognition, facial feature extraction,
gender classification, clustering, attentive user interfaces, digital cosmetics, biometric sys-
tems, to name a few. In addition, most of the face detection algorithms can be extended to
recognize other objects such as cars, humans, pedestrians, and signs, etc.



1.1 Issues in Face Detection

Face detection is not straight forward because it has lots of variations of image appearance,
such as

1. Pose variation (front, non-front).
2. Occlusion.

3. Image orientation.

4. Tlluminating condition.
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. Facial expression.

1.2 Brief review of related work

Many novel methods have been proposed to resolve each variation listed above. For exam-
ple, the template-matching methods are used for face localization and detection by com-
puting the correlation of an input image to a standard face pattern. The feature invariant
approaches are used for feature detection of eyes, mouth, ears, nose, etc. The appearance-
based methods are used for face detection with eigen face, neural network, and information
theoretical approach. Nevertheless, implementing the methods altogether is still a great
challenge. These approaches utilize techniques such as machine learning, (deformable) tem-
plate matching, Hough transform, motion extraction, and color analysis. A recent statistical
approach extends the detection of frontal faces to profile views by training two separate clas-
sifiers. Model-based approaches are widely used in tracking faces and often assume that the
initial locations of faces are known. Skin color provides an important cue for face detection.
However, the color-based approaches face difficulties in robust detection of skin colors in the
presence of complex background and variations in lighting conditions.

1.3 Objective of the work

Human face detection has become a major field of interest in current research because there
is no deterministic algorithm to find face(s) in a given image. Further the algorithms that
exist are very much specific to the kind of images they would take as input and detect faces.
The problem is to detect faces in the given colored photograph. Here we have restricted
ourselves to detect faces from images taken under controlled environment. Such situations
are common for using ATM, having access to secured area and like, where we have frontal
pose of face image against fixed, usually uniform, background. However, the algorithm is
designed to be handle more general cases to ensure robustness.



The goal of this project is to take a color digital image and detect the location of the face
in the image. This project represents a face detection technique mainly based on the color
model, growcut technique and template matching methods. The proposed approach consists
of three parts: a human skin segmentation to identify probable regions corresponding to
human faces; growcut technique to get rid the existing non-skin pixels, if any from the skin
segments; and template matching to locate the faces in the probable region defined earlier.

1.4 Organization of the report

The following chapters describe the various techniques used to detect the faces. Chapter 2
describes the skin segmentation, chapter 3 describes the morphological processing after skin
segmentation, chapter 4 describes the growcut technique,which is used to eliminate most
of non-skin pixels from skin segments, chapter 5 describes template matching, and in sixth
chapter we have presented the experimental results.



Chapter 2

Skin Segmentation

The first step in this face detection algorithm is skin segmentation,which is used to reject
non-skin pixels of the image as much as possible. Since the major part of the images con-
sist of non-skin color pixels. Here we have segmented the image based on skin color. We
have converted the given image from RGB space to YCbCr space. That is because RGB
components are subject to the lighting conditions thus the face detection may fail if the
lighting condition changes. In YCbCr space Y’ is the luma component and Cb and Cr are
the blue-difference and red-difference chroma components.

2.1 Color Transformation

The main advantage of converting the image to the YCbCr domain is that influence of
luminosity can be removed during our image processing. Thus the effect of the varying illu-
mination due to improper lighting arrangement in the environment can be minimized.

In the RGB domain, each component of the picture (red, green and blue) has a different
brightness. However, in the YCbCr domain all information about the brightness is given by
the Y component, since the Cb (blue) and Cr (red) components are independent from the
luminosity. The following formula is used to convert the RGB image to YCbCr image.

Y = 0.299%R+0.587 %G +0.114 % B (2.1)
Cb = 0.169% R —0.331 %G+ 0.5% B+ 128 (2.2)
Cr = 05%R—0419%G —0.082 % B + 128 (2.3)



2.2 Development of skin color model

In order to segment human skin regions from non-skin regions based on color, we need a
reliable skin color model that is adaptable to people of different skin colors and to different
lighting conditions. In the section, we will describe a model of skin color in the chromatic
color space for segmenting skin.

Beginning with a color image, the first stage is to transform it to a skin-likelihood image.
This involves transforming every pixel from RGB representation to chroma representation
and determining the likelihood value based on the equation given in the previous section.

Many studies have come to the conclusion that pixels belonging to skin region have similar
Cb and Cr values. It is also conjectured that the perceived difference in skin color cannot be
differentiated from the chrominance information of that region. The fairness or darkness of
the skin is characterized by the difference in the brightness of the color, which is determined
by Y. Therefore solely using Cb and Cr will generalize the filter for people of all skin colors.

We have implemented a skin color model with color statistics gathered from YCbCr color
space. Studies have found that pixels belonging to skin region exhibit similar Cb and Cr
values. Furthermore, it has been shown that skin color model based on the Cb and Cr
values can provide good coverage of different human races. The thresholds be chosen as
[Cbl, Cb2] and [Crl, Cr2|, a pixel is classified to have skin tone if the values [Cb, Cr]| fall
within the thresholds. The skin color distribution gives the face portion in the color image.
This algorithm is also having the constraint that the image should be having only face as
the skin region.

2.3 Selection of decision threshold

First crop out the smooth skin regions from each training image(RGB image) and then con-
vert them to YCbCr color space. If a random variable X follows normal distribution with
mean Mu and standard deviation Sigma then the 2-sigma limits are defined as below.

Mu — 2 x Sigma and Mu + 2 x Sigma

It is clear that Cb and Cr follows normal distribution with some mean and standard devia-
tion, we use 2-sigma limits as the threshold for decision.

However, it is important to note that the detected regions may not necessarily correspond
to skin. It is only reliable to conclude that the detected region have the same color as that
of the skin. The important point here is that this process can reliably point out regions that
do not have the color of the skin and such regions would not need to be considered anymore
in the face finding process. The algorithm is as follows.



e Algorithm:

Stepl:
Step2:

Step3:

Step4:
Stepb5:

Collect some skin segments from the training images (RGB images).

Convert all these skin segments form RGB space to YCbCr space by using above
mentioned formula.

Get Cb values of all segments into one array and Cr values of all segments into
another array.

Find mean and standard deviation of the above two arrays.

From the above mean and standard deviation calculate 2-sigma limits for Cb and
Cr components, which are required thresholds.

2.4 Skin segmented results

Figure 2.1: Given RGB images.




Chapter 3

Morphological Processing

As can be seen from above, most of the skin pixels have been correctly classified. Back-
ground that is close to skin color will have a chance of being wrongly classified too, but
further processing by correlation should be able to iron out the false hits.

Here we are further processing the above obtained skin segmented images with some bi-
nary morphological operations.The further processing steps namely holes filling, erosion, and
dilation are described below.

3.1 Binary Morphological Operations

After extracting the pixels based on their color values, we performed the binary morpholog-
ical operation “fill holes” on the binary images corresponding to the skin segmented images
for removing holes in the skin segmented images.

After filling holes we are forming a binary image corresponding to the holes filled skin
segmented image consisting at most two largest connected components. This can be achieved
by putting a threshold on the density of the connected component in the holes filled skin
segmented images.For the images contain multiple faces, just we have considered all the
connected components satisfying the threshold.

Here we have chosen the threshold as average value of the density of the all the connected
components in the holes filled skin segmented image. Now we performed the binary mor-
phological operation “erosion” on the above obtained binary image to erode it. Here the
structuring element (SE1) of size 6 we have used to erode the obtained binary image is given
below.



000000100O0O0O0®O
0001111111000
0011111111100
0111111111110
0111111111110
0111111111110
SEl = 1111111111111
0111111111110
0111111111110
0111111111110
0011111111100
0001111111000
000000100O0O0O0®O

For the images having multiple faces,we have considered the structuring element of size 4.

Similarly we are dilating the above obtained holes filled images by using the binary mor-

phological operation “dilate
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with the large structuring element (SE2) of size 15.

The algorithm is described here.

e Algorithm:

Stepl:

Step2:

Step3:

Step4:

Fill the holes in the binary images corresponding to the skin segmented images
obtained from the previous chapter.

Form the binary images consisting at most two largest connected components sat-
isfying the threshold corresponding to the images obtained in stepl.

For the images having multiple faces we have considered all the connected compo-
nents satisfying the threshold.

Erode the images obtained in step2 with the structuring element SE1.

Dilate the images obtained in stepl with the structuring element SE2.



3.2 Binary Morphological Operation Results

Figure 3.1: Skin segmented images obtained in chapter 2.
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Chapter 4

Growcut algorithm

Growcut is an interactive segmentation algorithm. It uses Cellular Automaton as an image
model. Automata evolution models segmentation process. Each cell of the automata has
some label (in case of binary segmentation - ’object’, 'background’ and ’empty’). During
automata evolution some cells capture their neighbors, replacing their labels.

Given a small number of user-labeled pixels, the rest of the image is segmented automat-
ically by a Cellular Automaton. The process is iterative, as the automaton labels the image,
user can observe the segmentation evolution and guide the algorithm with human input
where the segmentation is difficult to compute. Here user specifies certain image pixels (we
will call them seed pixels) that belong to objects, that should be segmented from each other.
The task is to assign labels to all other image pixels automatically, preferably achieving the
segmentation result the user is expecting to get.

4.1 Skin segmentation using growcut method

Here we are using the growcut algorithm for finding the skin segments in the given RGB
image. In chapter 2 we have found the skin segmented images for the given RGB images.
There the skin segmented images may have some of non-skin pixels also. For get riding those
non-skin pixels we have used the growcut algorithm.

For this algorithm we are giving the given RGB image as one of the input image, the
corresponding eroded binary image obtained in chapter 3 as an another input image, and
the corresponding dilated binary image obtained in chapter 3 as the third input image. We
are labeling all the pixels in the RGB input image as follows.

e Give object label for all the pixels corresponding to gray level 1 in eroded binary im-
age(i.e: second input image).

e Give background label for all the pixels corresponding to gray level 0 in dilated binary
image(i.e: third input image).

e Give empty label for rest of all the pixels.

11



That is all the pixels in eroded image having gray level 1 and all the pixels in dilated
image having gray level 0 will act as the user specified seed pixels for the growcut algorithm.
Because the eroded input image corresponding to the image having single face, may have
more than one connected component, in such cases after applying growcut algorithm we may
left with more than one object labeled connected component.So after applying the growcut
algorithm we are considering the largest object labeled connected component as the proba-
ble skin region in the given RGB input image and we are showing that with a rectangular
bounding box.

In case of images having multiple faces, just we have considered all the object labeled
connected components obtained by using growcut algorithm as the probable skin regions
and we have shown them by using rectangular boxes.

The growcut algorithm is as follows.
e Algorithm:

Stepl: Read the given RGB image, eroded binary image obtained from chapter 3, and
dilated binary image obtained from chapter 3 as the input images.

Step2: Give the object label for all the pixels in RGB image corresponding to the gray
level 1 in eroded image, background label for all the pixels corresponding to the
gray level 0 in dilated image, and empty label for all the rest of the pixels.

Step3: Give strength 1 for all pixels having either object label or background label and
strength 0 for all the empty labeled pixels.

Step4: For every pixel p in the image do
copy previous state: labels_ new = labels
strength_ new = strength
For all neighbors q of p do
if(attack_ force*strength(q)> strength(p))
labels_ new(p) = labels(q)
strength_ new(p) = strength(q)

Stepb: Repeat step 4 until no more changes in the label matrix.

12



4.2 Growcut algorithm results

Figure 4.1: Given RGB images.
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Chapter 5

Template Matching

One of the most important characteristics of this method is that it uses a human face tem-
plate to take the final decision of determining if a skin region represents a face.This section
shows how to do the matching between the part of the image corresponding to the skin region
and the template face. Once individual probable face images are found, template matching
is used as the final detection scheme for faces. The idea of template matching is to perform
covariance with a part of the image and a template that is representative of the image.

5.1 Generating face template

The first step is to crop out the faces from each training image. After the images are acquired,
re-size all the cropped faces according to the corresponding scale factor which is obtained as
follows.

e Find the nose tip and eye ray for all the cropped faces.

e Find the distance between the eye ray to nose tip in each cropped face. Call this distance
as d; for the i*" cropped face respectively.

e Find the average distance between the eye ray to nose tip as D = X7 ,d;.

e Now the scale factor for the i image is given as a; = T
i

Now pad up with zero rows and zero columns to all the re-sized cropped faces such that all
the nose tips co-inside and have same size, and find the average face for the above obtained
faces by using the following formula.

Average_Face = 131 | F,
where F; is the i** face obtained above and n is the number of faces.
Extract a rectangular box region from this obtained average face such that two eyes and

mouth retain in that rectangular box and consider this as the template face for the given
training image set.

14



In our case the template is chosen by averaging 12 full frontal view faces of males and
females having no facial hair. Cropped faces after scaling are shown below.

Figure 5.1: Cropped faces from the training data set.

Figure 5.3: Images padded with zero rows and/or zero columns such that nose tips co-
inside and have same size.

Algorithm for calculating template face is given below.

15



e Algorithm:
Stepl: From training images crop out 12 frontal view faces of males and females wearing
no glasses and having no facial hair.
Step2: Find the eye ray and nose tip for each cropped face.

Step3: Find the distance between eye ray and nose tip for all the faces, and re-size the
cropped faces according to their scale factors.

D =¥" d,.
D

o = —

d;
where «; and d; are the scale factor and the distance between eye ray and nose tip
for the i*" cropped face respectively.

Step4: Pad up with zero rows and zero columns to the faces obtained in step 3 such that
all the nose tips co-inside and have the same size.

Step5: Find the average of all the faces obtained in step 4 by using the formula given
below.

Average_Face = %E,’}:lFi

where Fj is the i** face in Figure 5.3 and n is the number of faces.

Figure 5.4: The obtained template image for the above faces.

5.2 Matching the face template

Here we compute the cross-correlation value between the part of the image corresponding
to the skin region and the template face obtained in section 5.1. Obtain the part having
maximum correlation with the average template.Correlation of two images is as follows.

S5 (Aiy — A).(Bi; — B)
\/(2&2?:1(14@;' — AP).(S, 87, (Biy — B)?Y)

Correlation =

where A and B are the mean of target and template images respectively.

For the images having multiple faces we have re-sized the obtained template to the mini-
mum value among the row value and column value of the probable face region.After applying

16



template matching we are putting a threshold on the number of pixel corresponding to high
correlated part of the probable face region for get riding the non-face boxes.

This part of the image represents the detected face. The coordinates of this part in the
given image is determined and a rectangle is drawn in the original color image.
The algorithm is as follows.

e Algorithm:

Stepl: The template face has to be positioned in the same coordinates as the face candidate
regions and calculate the correlation.
Step2: Consider the region in face candidate with high correlation as the detected face.

Step3: Find coordinates and draw a rectangular bounding box in original images.

5.3 Template Matching results

Figure 5.5: Given RGB images.
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Chapter 6

Experimental Results

The performance of our detection system is verified on ISI Employee Image Database. This
database, there are 1000 different images of each of fixed back ground and different illumi-
nation conditions. The size of each image is different. Each image contains a frontal face
with out any rotation.The algorithm is also tested for the images having multiple faces with
complex back ground and having frontal and non-frontal faces.

6.1 Given RGB images

18



6.2 Results of Skin Segmentation

6.3 Results of Growcut algorithm
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6.4 Results for probable face region
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Chapter 7

Conclusion and Future work

In this report we have presented an approach, which can efficiently detect the faces from
a color image. Growcut technique will refine the skin pixels from the results of the skin
segmentation. There after we are searching the faces in the probable face regions by using
template matching technique. Here we are doing the exhaustive search.Restricted search
of the template in the face candidate for the best match of the face is an efficient search
compare to the exhaustive search. Even the search can not find the highest correlated region
of the face candidate image with the template, it will find the region nearest to the highest
correlated region.

The proposed method can be further improved, if we use efficient techniques for refinement

of skin pixels. We can improve the performance of template matching by using restricted
search technique for searching the faces in the face candidates.
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