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Abstract

The Key-Phrases are the set of important phrases from the text, where each phrase provide some unique
and important information from the document and the complete set can represent whole document.
The user can get a quick insight about the document by providing summary as the key-phrases. These

Key-Phrases can be utlized for indexing and in other Information Retrieval Applications.

Many researchers suggested both the supervised and unsupervised techniques for extracting the key-
phrases from the text document. Where as we focused our study only on the unsupervised algorithms.
The state-of-art unsupervised algorithms suggested by researchers, are based on different models, some
of them are based on simple clustering, while the others are designed on language models or graph-based
models. We studied various graph-based algorithms that includes Text-Rank, Single-Rank and Expand-
Rank algorithms and design a new enhanced graph-based model to extract the key-phrases from the

text-document.

The old graph-based models used the undirected word-graph, that is able to capture only term-
term association from the document. Our new enhanced graph-based model is able to represent more
and better relationships between the terms by using directed wegithed graph. Apart from this our new
model designed to constructs better multi-word phrases by proper validation checks and uses phrase-
graph instead of word-graph. The purpose of using the phrase-graph is to capture the relationship
between the phrases of text document, which is a better representation of the document than the word

graph.

We evaluated our model by comparing the classification efficiency of generated key-phrases by our
model with the generated phrases by old graph based models, and we also perform a manual evaluation
to check whether our algorithm is able to generate better valid multi-word phrases. Both the evaluation
results in the favour of our new model, We are getting 44.05% classification accuracy by our new model
as compare to the 38.60% accuracy by the Text-Rank algorithm and 33.48% accuracy by Single-Rank
algorithm, which is around 14% improvement over the Text-Rank algorithm and 24% improvement over
Single-Rank algorithm. The manual evalution also shows that our new model is able to generate more

valid phrases than the Text-Rank and Single-Rank algorithm.
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Chapter 1

Introduction

1.1 Introduction to Key Phrases

The Key-Phrases are the set of important phrases from the text which can represent whole document.
These Key-Phrases are able to summarize the whole text by providing brief context about the informa-

tion present in the document.

Example 1.1-

Sample Document :

“The Indian Statistical Institute (IST) Kolkata announced openings for the post of Junior Research
Fellow and applications are invited from eligible candidates for recruitment to this post. The interested
candidates may attend the walk-in interview ”

Key-Phrases :

“Indian Statistical Institute”, “Junior Research Fellow”, “Recruitment”, ¢ Application”, “Walk-in

interview”.

Key - Represent something that have a great importance or can perform some unique great task.
Phrase - A single word or a small group of words standing together as a conceptual unit, typically

forming a component of a clause.

Thus we can define Key-Phrases as the set of phrases where each phrase provides some unique
and important context about the document, and the complete set is expected to provide summarize

information about whole document.

1.2 Motivation

There are some texts from different domains which are usually labeled by the author such as Scientific

papers, blogs, new articles. But many of the online contents are unlabeled, and It is always desirable to



provide the label to such contents, that can be used for indexing while searching or provide the summa-

rize context about the document.

The summary in the form of Key-Phrases can give user a quick idea about the document so that
user before going through the whole text can get some idea about what the document is all about. The
online contents are huge so it is not possible to employed the human to do the manual labeling of the

texts, Hence the need for automatically labeling these texts arises.

1.2.1 Applications

There are many natural language processing (NLP) and information retrieval (IR) tasks, which can be

benefited by the key-phrases such as [3]:

1. Indexing and Searching :- If we knows the set of Key-Phrases of a particular document we can use

these phrases to index our document for search, So we will save the time and space for indexing

the document with whole content which also speed up the searching process.

2. Text summarization : :- As we already discussed that key-phrases are the set of phrases which can

give a summarized contextual view of the complete document, and thus the Key-phrases can be

used to defines the whole document.

3. Text categorization : :- Key-phrases also can be used to classify the document, as they supposed

to be contain the all important information about the texts, hence they can be good feature set
for documents categorization. Even in our experiments we categorized the documents by taking
their key-phrases as the only feature set, the results shows increase in error rate, but still quite

satisfiable.

4. Opinion mining : :- An another area where the Key-Phrases can be used instead of the whole

document.

5. Faceted Searching : :- Key-phrases are the good candidates to be included in the facets, that can

be used to make the browsing and navigation experience more efficient.

There are many more areas where these key-phrases can be used.

1.3 Problem Statement

“To design an Unsupervised Key-Phrases Extraction mechanism to automatically extracting the set of
important key-phrases from the given Text Document. Our goal is to design such Key-Phrases extrac-
tion algorithms that should be independent of the text domain and should perform better then previous

state-of-the-art algorithms.”



Many researchers suggested both the supervised and unsupervised techniques for extracting the key-
phrases from the text document. While supervised techniques always have some disadvantages as it
requires a large set of data to be trained on, getting these large set of labeled datasets are difficult and
the more complex task is to combine the texts from different domains ,as the supervised techniques
always have biasedness towards the domain it is trained on. Thus the supervised techniques not appears
as a good performer for this task of phrase-extraction for the general text documents, or some new
domain content which it has not experienced at training time. The only alternative remains in this case

is unsupervised models but those are not much trivial.

The unsupervised techniques on the other hand are completely based on some heuristics and as-
sumptions which may be work well on some text domain but not others. There are many unsupervised
techniques suggested by the researchers which includes graph-based ranking, language modeling and
clustering based approach. All these techniques works effectively for only some particular text domains

and document size.

In this paper we suggested one Iterative graph-based model which is a variants of text-rank model,
that is one of the state-of-the-art approach for extracting the key-phrases from the plain text documents.
The text-rank algorithm is based on the heuristic that the most important words of the texts are those
which frequently occurred in the document and also surrounded with the more unique words. The as-

sumption is completely non-intuitive but experiments shows very good results by using this algorithm.

Our models are different from the text-rank algorithm on basically on two aspects. One is that our
model provides the directed link between the nodes of graph, where the text-rank only uses undirected
edges, and the second difference is that our Term-Graph also included multi-word phrases, thus we called

our graph a phrase-graph instead of word-graph used in Text-Rank Algoritm.

We have evaluated our models by classifying the text document based on the extracted key-phrases by
Text-rank, Single rank and our new suggested model, and found that our model perform slightly better
in classifying the documents and gives less error rate. We have also performed a manual evaluation to
evaluate that which model generates the more valid and meaningful multi-word phrases, and we got the

results in favour of our model.



Chapter 2

Related Work

There are many unsupervised algorithms suggested by the Researchers for extracting the Key-Phrases
from the text documents, that are based on different models. some of them are based on simple clustering,
while the others are designed on language models or graph-based models. We are mentioning here some
of the fundamental models to understand the basic foundation of unsupervised approaches to extracting
the Key-phrases, Page-Rank algorithm on which many graph-based algorithms for Key-Phrase extraction

are based on, following with some state-of-art algorithms for extracting the key-phrases [3] [4].

2.1 TfIdf

TEIdf[10] is the most basic and fundamental approach for extracting the important phrases from the
text. The algorithm based on the phenomenon that if a phrase is significantly important for a particular
text, then it should be repeatedly occurred many times in the document. It is the most crude approach

but empirically works very well even better than many state-of-art models with some text domains.

Technically the Tf-Idf model works by counting the frequency of Term ( where each term is a candidate
word ) denotes as Tf and Inverse Document frequency denoted as Idf and then calculate TfIdf score for

each term as

TfIdfy =Tf; x log(D/Dy) (2.1)

Where D is the number of documents and D; is the number of documents which contains the term t.
After computing the TfIdf score for each term t in document D, it computes the score for each candidate

phrase by summing the score of its constituents words and thus return the top-k scorers phrases.

This approach is the basis for many other Key-phrase extraction models. The term frequency is the

most fundamental feature that almost all Key-phrase extraction models considered directly or indirectly.



2.2 Page-Rank

The Page-Rank[1] algorithm is used to rank the pages over the web. According to Google: “PageRank
works by counting the number and quality of links to a page to determine a rough estimate of how im-
portant the website is. The underlying assumption is that more important websites are likely to receive

more links from other websites.”[ Wikipedia].

The algorithm uses a graph-based model and follows these steps to compute the rank of pages.

1. for each page P; there exists a corresponding node N; in the graph
2. there is an edge Fj; if there exist a link from NN; to N;, which may be weighted or unweighted.
3. Set the initial rank of each page = 1/N

4. The Rank for each page is thus calculated in each iteration by a famous random surfer model.

1-d PR(P))

PR(P) = —— 2
Ty +de6%;1%) L(Fy)

(2.2)

Where i = 1,2,3,...,N, N is the total number of pages, M (P;) is the set of all pages which have links
to P;, L(P;) is the number of links to all the other pages from P;, and d is the residual probability.
[Wikipedial

5. Run the step 4 for till there is no change between PR(FP;)s or for some fixed iterations ie. 20 or 30

times.

2.3 Text-Rank

The Text-Rank[8] approach is designed on graph based model, that is derived from the well known Page-
Rank algorithm used to rank the interlinked pages on the web. Where the Tf-Idf approach only takes
term frequency into account the Text-Rank approach also consider that the term should co-occur with

many other unique terms. How can this feature can help..??

Assumes, that if a particular term occurs many times in the document but all the time it is sur-
rounded by almost same set of other terms, then the term may not be much important, as all the time
the term is likely to be repeated in same context. But if the term surrounded by almost unique terms
each time, then It may have some significant importance as it occurred many times, in addition each
time in different context or we can say each time we are talking about something different but using the

same term again and again so it may have some importance in the text.

The Text-Rank tries to captures the term-term(word-word) association from the text, by representing
the text-document into Word-Graph and then find the most important words analogous to the most

influencial pages in case of PageRank.



Word Graph : The Word-graph of a Text Document D can be defined as graph G(V,E), where
there is a corresponding node in the graph G for each unique word in document D, and There will be
an undirected edge between the two nodes if their corresponding words co-occured with in a particular

window size W.

Example 2.1. Sample Document:

“Social media is a place where users present themselves to the world, revealing personal details and
insights into their lives. Personality has been shown to be relevant to many types of interactions; it has
been shown to be useful in predicting job satisfaction, professional and romantic relationship success.
Until now, to accurately gauge users personalities, they needed to take a personality test. This made it
impractical to use personality analysis in many social media domains. We present a method by which a
user’s personality can be accurately predicted through the publicly available information on their social

media profile.”

.

- media
personality user -

provide
domain
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gauge ‘ ‘ interaction ‘

success
relationship
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Figure 2.1 : Word-Graph for Sample Document with window wize 1

Method for Text-Rank :

1. Lexical unit selection , Select the Set of candidate words that can be used to contruct the key-

phrases.

2. Construct a word-graph from candidate words from the Document and then compute the score for

each candidate word by

SV)=(1-d)+dx >

jeln(Vi)

Gy * ) (2.3)

Where S(V;) is the Score for vertex V; corresponding to term T;. d is the dumping factor that can
be set between 0 and 1. Out(V}) is Set of all the vertex m, that have an edge from V; to V;, and
In(V;) is Set of all the vertex n that have an edge from V; to V,.



3. And finally all the phrases which only contains top k scored words are returned as the set of

key-phrases.

2.4 Single-Rank

The Single-Rank[12] algorithm is similar to the Text-Rank algorithm but with some modifications
1) Edge Weights : In Text-Rank all the edges have equal weights but in Single-Rank edges have weight
equal to the number of times the corresponding words co-occur within the provided window range.
2) Phrase Construction and selection : In Text-Rank only Top ranked words participate in creating
Key-phrases while in the Single-Rank first all the words participate in creating phrases and then the

phrases are scored as :

Score(Phrase P) = Score(P1) + Score(P2) + .... + Score(Pm), where m is the size of phrase P and
Pi= ith word in phrase P, for i=1...m

Ezample : Score( “social media profile”) = Score(“social”) + Score(“media”) + Score(“profile”)

after scoring of the phrases, all the phrases are ranked according to their score and k top-ranked phrases

chooses as the Key-Phrases.

2.5 Expand-Rank

ExpandRank [12], is also a variant of text rank with some extended feature. The algorithm first find
the K-nearest documents of the test document and then it combines those K+1 documents and make a

graph from them similar to text-rank, but the weight of the edge is computed as

w(vg, v;) = Z sim(dp, dy) * freqa, (v v)) (2.4)
dkED

where w(vi, vj) is the edge weight between Vertex i and j, and sim(d0 d1) is a similarity measure that
is used to compute the top-K similar document for the test document, and freqg(vivj) denotes the
frequency of vi and vj co-occurring in the document dk. The Extended rank works better than normal
text-rank algorithm with almost every dataset, but we need to have a big set of corpus of the files so

that we can get best-k matches for the test document.

2.6 Clustering based approach

The Clustering based approach [6] first cluster the document terms on the basis of their co-occurrence in
a particular window size w, or using Wikipedia based statistics of semantically related word. Before that
we can preprocess the text to exclude some drop-words from the document, after having the different
clusters, It choose one term from each cluster. as each cluster have, and Finally it returns all the

candidate phrases which have one or more exemplar term.



Chapter 3

Our approach: Phrase-Rank

We planned to focused our study on the Graph-Based models only as many of the state-of-art algortihms

for key phrase extraction are designed over it and these models also performs well. [3]

We found that all the graph-based algorithms are in general comprises of two sub-tasks
1. Computing the score for candidate words in the document.
2. Construct the phrases, rank them and found top k-phrases.

We disigned a new Graph-based model for Key-Phrase extraction, which tries to enhance the per-
formance of each of these tasks by applying some improvements over previous graph-based models. Our
new model is designed over Text-Rank model which is the most basic Graph-Based model, over which

other Graph-based models are designed. Our new model is capable of :

3.1 Assigning right direction and weights to the nodes of the
graph representing the text

In previous graph-based algorithm the word-graph only represent the word-word association in text,
where all the words occurs together within a particular window size have an undirected edge with equal

weights.

The goal of our new model is to construct the term-graph, which is able to represent the docu-
ment structure better by capturing more semantic and syntactic relationships between the terms in
document.

In PageRank, an inlink means a page is more important, so it gets more PageRank. In the word-
graph scenario, an inlink should correspond to a more important word. Typically in sentences, nouns,
adjectives and verbs should have different weights. While any pre-defined set of weights would not be able
to perfectly simulate the right weights for the words of any sentence, we try to find reasonable uniform

weights for the words based on their PoS tags. We have experimented different weights on each direction



of the links between the nodes and realized that provided more weight to the inlinks to verb and noun,
while less weight assigned to inlinks to adjective give better performance, provided more weightage to

the inlink to noun than verb even give more better results.

3.2 Designing a systematic approach for constructing phrases
and ranking them

The other problem we found in previous graph based algorithms that the construction of the phrases
from the top scored key-words is completely ad-hoc. Where the consecutive candidate words are com-

bined and treated as single phrase. Additionally The phrase-selection part is also have some flaws.

In Text-Rank algorithm all the consecutive top scored words are combined together and printed
as key-phrases. There is no validation check for constructed phrase structure and no seperate scoring
and ranking for phrase. So even a phrase which occurs only once in the docuement, and thus not a good
candidate to become a key-phrase, still come up as a key-phrase because its constituents words occured

frequently in text.

For Example : “Clustering Algorithm”, “Data Mining” are the two phrases in the document.
1. The Phrase “Data Mining” appears 3 times in document, and co-occured with 8 unique words.
2. The phrase “Clustering Algorithm” exists only once and co-occured with 2 unique words.

but words “Clustering” and “Algorithm” independently exists many more times than words “Data” and
“Mining”, hence their score is high. Aaccording to the concept of graph-based ranking the phrase “Data
Mining” should get more importance but as constituents words of “Clustering Algorithm” have more

score, Thus phrase “Clustering Algorithm” got more importance than phrase ”Data Mining”.

The Single Rank also faced the same problem in phrase selection additionally the single rank always

give more priority to the longer phrases, which is not a good selection precedure.

Our new model first construct the phrases with high scored words and some intial validation check.
First it Provides intial score to the phrases, and then the phrases pases to the further levels where they
all are treated as single terms. Then we construct the graph with these terms, and we called this graph

a Phrase-Graph, as each term in this graph is a complete phrase.

3.3 Capture Relationship between phrases

With the help of Phrase-Graph we tried to capture relationships between the phrases instead of just
capturing the relationship between words only. So now the graph-based scoring and ranking algorithm

can now directly applied on the phrases, and we may get more justified ranking for multi -word phrases.



Where each multiword-phrase is treated as a single term unit, and there is not favouritism on the basis

of their lenght or constitutents words individual scores.

We designed two different graph based models for Key-Phrase extraction, applying the above discussed

features.

3.4 Model : Phrase-Rank

Our model extract the Key-phrases in three phases.

e Phase 1 : Start with the directed and weighted word graph, to get some initial score for words.

Construct multi-word phrases with some validation checks and provide them some initial score.
e Phase 2 : Incrementally move from word graph to phrase graph.

e Phase 3 : Compute score for phrases and rank them.

Return Top k phrases as Key-Phrases.

3.5 Method 1 : Additive Method

In this method, first we are starting with a term-graph, where each term is corresponding to a candidate
word in text and then we are extracting the top phrases by the text-rank algorithm. After that in each
iteration we are adding one phrase to the term-graph, if the phrase after adding to the term-graph get
high score by random-surfer algorithm, then we will keep that phrase in the term-graph for the next

iteration, otherwise we discard it.

3.5.1 Algorithm

Algorithm 1 Phrase-Rank 1

1 Select lexical units (eliminate stop-words, allow words with particular POS-Tags).
2 Let G be a Word-Graph, with all the candidate words.

3 Run the Random-Surfer algorithm on graph G, get the score for each word and construct the set of
multi-words phrases Po with only top-scored key-words and some basic validation checks.

4 Assigns some initial score to the multi-word phrases. ( with lengthwise multiplier)

5 For each candidate phrase p; in P¢, in descending order of their score

5.1. Construct Term-Graph G);, where all terms are candidate words, but phrase p; is considered
as single term.

5.2. Compute score of each term by applying random surfer algorithm on Gp;. If score of pi is
high, then include pi in graph Gj;, j>i. Otherwise discard p;.

6 Let Py is Set of top k phrases, computed by the Page-Rank algorithm on the graph Gpn, Return Py
as set of key-phrases.




3.5.2 Details

Step 1 : we have taken only the Noun, Verbs and adjectives as the candidate words, and created the

word graph G.

Step 3 : first we extract the high scored words(The number of words selected here should be atleast 3-4
times of the targated number of phrases) from text using random surfer algortihm on graph G, Then we
form bigrams, trigrams and quadgrams from the text by using only high scored words, that pass some
initial criteria.

1. All Bigrams must only contains high scored words.

2. All Trigrams must contains at least Two high scored words, and can contain a non-candidate word

only in between other two words.

3. All Quadgrams must contains at least Three high scored words, and can contains other non-

candidate words only either at 2nd or 3rd place.
4. All the Bigrams, Trigrams and Quadgrams should not contain the adjectives in last position.

Step 4: The initial score to the phrases assigned here, is equal to the average weight of all the candidate
words it has.

The multiplier provided to the phrase score depending on their word-length is to resolve the conflict
in case of nested overlapping phrases, which have same score, by choosing the longer phrase.

Ezample :

P ... Secial media domain Q ... .. e

.. A Social media domain B .
Phrases :
“media domain”, “social media”, “social media domain®

Scare("social media domain™) = Score("media domain”) = Score( social media™)

P ... Social-media-domain Q ... . ..

A Social-media-domain
Figure 3.1 : Resolving overlapping conflict between nested phrases.

Step 5 : The Phrases including in the Phrase-Graph in decreasing order of their score to resolves conflict
between overlapping phrases, by giving priority to high scored phrase among them.

Ezample :

Soclalmedla oimalii . . ..o oo e s s coss s s e oo S e e s e = s S
X Mediadomain Yoo oL L Q Social media R ... ...
. - T ....A Social media profile B ..

Phrases :
“social media”, “social media domain”, “media domain®, “social media profile”, “media
profile”

Score("sacial media®) > Score("media domain”) Score("social media”) « Score("media domain”)

Social-mediadomain P. ... ...... ... Social media-domain P. ..., ... ...
.................... X Media-domain ¥..... e e X Media-domain Y.
Siiiinidiiin vcasisiisorioka-Sockals SwaLewl  nnomEEbi iy Sooialk
media R ... ..._. .____ Asocial-media mediaR.............. A social-media
profile B profile B

Figure 3.2 : Resolving overlapping conflict between phrases



The figure 3.2 and 3.3 shows overlapping between phrase “Social media domain”, “Social media”,
and ”"media domain” and how it is handled by our algorithm. our algorithm choose the phrase which

have more score and ignore the other overlapping phrase.

Social media domal P o e e e s s e e e T B SR R
X MediadomainY..... ... ... ... ... ........QSoccialmediaR._ .. . .
. ne s . _.._ A Social media profile B . _

Phrases :
“social media”, “social media domain”, “media domain”, “social media profile”, “media
profile”
Scare("sccial media domain”) > Score("media domain™), Score( soclal media™)

Social-media-domain P ... ...
e eeeeeiiee 2o X Media-domain Yo
Sensiiisioietal messsmeimsossccGlSockal-
mediaR ... .. . Asocial-media
profile B

Figure 3.8 : Resolving overlapping conflict between phrases

3.6 Method 2 : Survival / Elimination Method

Here we are also starting with a word-graph, but in each iteration we only temporarily add a phrase P;
to the word-graph, and if that phrase P; got good rank then we keep it in the Candidate Phrase Set P,
otherwise we eliminate it. So at last we created a phrase-graph PG with all the survived phrases in set
P and other words, and extract top ranked phrases by applying random surfer algorithm on graph PG,

and return them as set of key-phrases.

3.6.1 Algorithm

Algorithm 2 Phrase-Rank 2

1 Select lexical units. (eliminate stop-words, allow words with particular POS-Tags)
2 Let G be a Word-Graph, with all the candidate words.

3 Run the Random-Surfer algorithm on graph G, get the score for each word and construct the set of
multi-words phrases Po with only top-scored key-words and some basic validation checks.

4 Create an empty set P.

5 For each multi-words phrase p; in Po (Allowing more selection ratio)

5.1 Construct Term-Graph Gy;, where all terms are candidate words, but phrase p; is consider as
single term.

5.2 Compute score of each term by applying Page-Rank on G,,;. If score of p; is high, then put p;
in set P with their score.(with lengthwise multiplier)

6 Construct Phrase-Graph Gp, with all the multi-words phrases in P and other independent words.
Phrases included in the graph in decreasing order of their score.

7 Compute the score of all the terms in graph Gp, and fetch the top K terms as set of key-phrases, let
the set known as Pk.

8 Finally form graph Gp,, the Phrase-Graph with all the multi-words phrases in Pk and other indepen-
dent words.

9 Let Py, is Set of top k phrases, computed by the Page-Rank algorithm on the graph Gp,, Return Py,
as set of key-phrases.




3.6.2 Details

Step 1-3 are the same as Method 1.

Step 5 : Allowing more selection ratio is necessary here and should be atleast 3-4 times to the tar-
gated number of phrases needs to be extracted from text. This is because in Word-Graph where we have
only one multi-word phrase and all the other terms are words, the score of the words will be very high
as compare to multiword phrase, so it will be very difficult for a phrase to come in top-rank even when
the phrase is very important, hence we should allow more ratio band for the multi-word phrases to be
selected in this step.

Ezxzample : If our target is to select top 10% phrases of the total terms, then we should select a

multi-word phrase in this step ,even it able to get rank in top 30% or 40%.

Step 8 : Here we are actually breaking those multi-word candidate phrases in words, which are not
present in set of key-phrases extracted in step-7 and construct the graph once again, So to give their
constituents words now one last chance to compete again to become a key-phrase, example 3.4 shows
why this step is important. We have found by our evaluation that after this step our results got better

by a big factor.

......... LSearching M. e e e
vieieeie e e oK linear-searching Y..... P Sorting-algorithms @ ... ...
...Q binary-searching R ... ... coiiiiie o viins coinii e A searching-algerithm B ..
P : "searching’, “linear searching”, "binary-searching", “searching algorithm®”,
“sorting algorithm’

Pk : “sorting algorithm”

T T Sy

soarctirg | [Revwys ::|r|d|._-.3_|1£]
m |—1Eﬂ*-59ﬂ':‘li'1q| |s=_-3rr.r|rﬂam-11rrr |
o

Figure 3.4 : Breaking multi-word phrases that are not in set of key-phrase , again into words and

generate phrase-graph

In figure 3.4 we can observe that after breaking the non key phrases into words again, the linking of
the searching increases and so it should get high score now and thus become a good candidate to become

a key-phrase.



Chapter 4

Experimental Evaluation

4.1 Text Rank With Weighted and directed edges

The Key-Phrase extraction by Text-Rank algorithm comprises of two subtask as already discussed. The
one is to extract the key-words from documents and the other task is to construct the key-phrases from

those key-words.

We have seen the phrase construction part is very ad-hoc in Text-Rank, which is only dependent only
on the key-words selected and there is not any further scoring and ranking for the phrases once they are

created. Thus the only main part of the algorithm is to select good key-words.

We have experimented different direction and weights specification to form the word-graph from text
Document. So compare the performance of any such two specification by comparing that which spec-
ification produce better key-words. We can say a particular set of words A is better than some other
Set-B, if Set-A is providing better contextual information about the text than the Set-B. Thus from our
belief a better Set-A should be a better feature set to classify the document than the Set-B. Hence if
claffication accuracy of phrases generated by Text-Rank algorithm with some specification S; is better

than the Sy then S; is considered as better specification.

By assuming this behavior we evaluate our experiments on text-rank with various weights and direc-
tions specification by comparing their ability to generate key-words that can classify the document set

with better accuracy.

4.1.1 Classification tool used

To perform the classification task we used Weka !, which is a famous open source machine learning
software issued under the GNU General Public License that have implemented various machine learn-

ing algorithms. Weka provides lots of algorithms to classify the text data with various customised

Lwww.cs.waikato.ac.nz/ml/weka

14



and preprocessing options. To classify the text document we first need to break the text document into

word vector on the basis of some specification, before giving those as the input document to the classifier.

We choose the Naive Bayes classifier algorithm from Weka to perform the classification of our
documents by using only key-phrases from the document, and evaluate the results on the basis of overall
accuracy rate of classification of documents in complete data set. The reason of choosing the Naive
Bayes is that it is a generative classifier which is also well suited for the text-document. Generative
model is good choice for evaluating the key-phrases as we expects the same type of behaviour from our

key-phrases that they should be used as a good model to generate the original text.

4.1.2 Data Set Used

20-newsgroups Data Set? : The 20-newsgroups Data Set is a well known text data set for experiment-
ing the machine learning experiments like clustering and classification which is with the best knowledge
is collected by the Ken Lang. The dataset comprises of 20,000 documents that contains news articles as
reflected by the name itself and are evenly distributed among 20 different newsgroups. The data set is

freely available.

4.1.3 Specifications and Results

We experiments on various weights and directions specification on word-graph, all these specification we

have taken on the basis of PoS-tag only.

Some of the specification are shown below, and the classification accuracy of their corresponding
generated key-phrases is shown in Table 1. Here we are taking only noun, adjectives and rare verbs
(dropping some common verbs from the text) as the candidate words that compete to become a key-

phrase.

To evaluate the different specification model, We have extracted key-words from each document of the
data-set for both test and training data. Where the number of key-words are 20% of the total candidate
words in document.

4.1.3.1 Specifications

Specification 1 ‘Edges between all the words have equal weights and the edges are undirected. (Text-

Rank Algorithm)

Specification 2-5 Edges are directed, and their weight are depends on their POS tags.

2www.qwone.com /jason/20Newsgroups/



Weight(a->b, where b is ...) | Spec 2 | Spec 3 | Spec 4 | Spec 5
noun 1.0 1.0 0.6 0.6
verb 1.0 0.6 0.4 1.0
adjective 0.2 0.2 0.2 0.2

Specification 6 Edges are directed, and their weight are depends on their POS tags. Weight(a — >b,

where a and b are ...)

a/b Noun | Verb | Adjective

Noun 1 0.5 0.3

Verb 1 1 0.2
Adjective 1 0.5 0.8

4.1.3.2 Results

Spec 1 | Spec 2 | Spec 3 | Spec 4 | Specd | Spec 5
47.57 | 49.52 | 50.24 | 49.92 | 46.89 | 49.96

The above results clearly shows that the key-phrases generated by some weight and directions spec-
ification on word-graph with Text-Rank give better results for classification than the simple Text-Rank

algorithm which uses undirected and unweighted graph.

We can also observe that the edges towards noun given the higher weightage than verbs performs well
in classification, while in the other results when edges towards adjectives were given higher weightage

the classification accuracy went even worst.

So our first experiment was successful in showing that by using directions and weights with the
word-graph in the Text-Rank can give us the better results for Key-Phrases Extraction, if we consider
classification results as a measure of its goodness. And shows that with directions and weights we can
represent a better semantic structure of a graph than simple undirected graph which represent only

word-word association between them.

4.2 Our Method : Phrase Rank

We implemented both of our methods Method 1 and Method 2, That uses the phrase-graph, with the
same weights and directions specifications, and evaluate them against the previous methods of key-
phrase extraction. As the sole purpose of using the phrase-graph in our algorithm is extracting the more
meaningful phrases by constructing the multi-word phrases in better way, instead of just combining the

consecutive key-words to get the phrases.



By considering the main goal of using phrase-graph that is constructing better multi-word keyphrases,

we decided to evaluate our results on two methods.

1. Classification Results : We classify the documents by taking only the key-phrases instead of whole
document for both testing and training set. The Data-set and classification tool we used is the
same that we used in above result. The only difference is that in the previous classification the

features are key-words while for this classification we taking the key-phrases as the features.

2. Manual Evaluation of the multi-word key-phrases : We manually evaluated the multi-word key-
phrases generated by each algorithm and specification, and compare to get that which algorithm

generate more meaningful multi-word phrases.

4.2.1 Configurations

Ratio for Phrase Extraction

e Initial Ratio : 0.3, or 150 phrases whichever is lesser. for stage 1

e Filter Ratio : 0.3, or 150 phrases whichever is lesser, for stage 2 (used only in Algorithm 1)

e Final Ratio : 0.1 or 50 phrases whichever is lesser, for stage 3

Multiplier for multi-word phrases to give them higher privilege to be included in the graph before others.
e Trigrams gets a multiplier of 1.1 and
e Quadgrams gets a multiplier of 1.2

We decided to have key-phrases in the proportion of Final Ratio i.e. 10% of candidate phrases and
max 50 in count. In previous stages we kept the extraction ratio higher, the reason behind is that our
target number of final phrases are 10% but if we select the 10% high ranked keywords in the initial stages,
and then when we combine them to make multi-word keyphrases, we will get less number of multi-word
phase than 10% ratio of total candidate words. And we want that we should have around 10% most
promising multi-word phrases in our list of candidate phrase in the final step, So the final competition

will be between the top 10% multi-word phrases and all other single word phrases.

4.2.2 Results
4.2.2.1 Classification Accuracy

We computed the classifcation accuracy of the data-set by considering only the key-phrases generated
by the Algorithm 1 and Algorithm 2 with all the same specifications used in above modified Text-

rank algorithm with one extra specification which is generally used by Single-Rank algorithm.



Specification 7: The weights of the edge between two term nodes of the graph is equal to the number
of times they occurred together in a particular window size. Here we are also comparing our results with
the results of Single-Rank, because here our main goal is to compare the phrase-construction efficiency of
the algorithm, and the phrase construction and extraction part of the Single-Rank algorithm is different

from the Text-Rank algorithm. From the above classification results where the key-phrases generated

Table 4.1: Classification Accuracy

Specl Spec2 Spec3 Spec4d Specb Spec6 SpecT

Text-Rank 38.61 40.33 42.06 41.81 38.82 42.00 38.10
Single Rank  33.49 36.91 33.61 36.13 36.00 35.80 33.22
Algorithm 1 41.10 42.86 43.92 43.58 41.45 43.60 41.36
Algorithm 2 41.93 43.41 44.06 43.79 41.74 43.85 41.77

by different algorithms are only taken as the feature set, we can conclude that the our algorithms which

uses the phrase graph able to provide better results from Weighted Text-Rank with each specifications.

The best classification result we get from Phrase-Rank is 44.05% as compare to the general Text-
Rank algorithm which gives only 38.6086% classification accuracy, hence we are getting around 14.1%

improvement in classification result.

classification results for the key-phrases generated by the single-rank algorithm is even worse, because
the single rank algorithm the score of the phrases are very much biased towards the longer phrases. Thus
the smaller phrases which are really good candidate and deserve to be a key-phrase dominated by the

longer phrase that even have less important words.

4.2.2.2 Manual Evaluation

The other factor we have considered beside of classification accuracy, The multi-word key phrases gener-
ated by the algorithm should be valid, proper constructed, make some sense independently and should

not be too general, Then only it we can say it a good key-phrase.

So we prepare a set of multi-word Key phrases generated by all the above algorithms with different
specification given and manually evaluate them to check whether the phrases are properly constructed

and meaningful.

To prepare the evaluation Set we taken 40 documents from 10 different categories of the 20-newsgroup
dataset, and generated the key-phrases from the discussed algorithms. From all the algorithms and spec-
ifications by taking 10% phrases of the total candidate words in the text we could able to generate 250
phrases at least. So we took 250 phrases from each of these generated key-phrases and union them to

make a single set of phrases. The final evaluation set contains 1517 multi-word phrases.

We get evaluated our evaluation set by 5 evaluators, where each single evaluator assigned a binary



rating to the phrases i.e. 1 if valid o/w 0, so for each phrase have a score from 0-5. We have taken
average score of phrases from each of the set of key-phrases and shows the comparative results in Table

4.2 .

Word Graph PhraseGraph-1 PhraseGraph-2

Avg Score  Valid % Avg Score Valid %  Avg Score Valid %

Spec 0 3.47 48.4 3.78 55.6 3.81 58.4
Spec 1 3.35 44.8 3.68 55.8 3.79 55.6
Spec 2 3.43 47.6 3.69 55.6 3.74 56.4
Spec 3 3.37 47.6 3.76 57.2 3.81 56.8
Spec 4 2.91 31.2 3.80 43.2 3.35 41.6
Spec 5 3.56 50 3.80 57.6 3.76 55.6
Single Rank 2.94 31.6 - - - -

Table 4.2: Result of Manual Evaluation

We are considering a phrase is valid if it have score 4 or 5, means atleast 4 out of 5 people mark that

phrase as valid.

With word-graph the best valid % we are getting is 50, which means that half of the generated phrase
are valid, that is also with only one specification, with all other even more than half phrases are not
valid. The best score we are getting by Phrase-Rank Algorithm1 is 57.6 and Algorithm?2 is 58.4, shows
15.2% and 16.8% improvement over Text-Rank respectively.

From the above results of manual evaluation we can see that in almost all the cases our Phrase-Rank
algorithms generates more meaningful phrases as compare to the Text-Rank and Single-Rank algorithm

which uses word-graph.



Chapter 5

Conclusion

We have developed Phrase-Rank algorithms for extracting the Key-Phrases from the Text Document,
which is based on graph-based model and inspired from the Page-Rank, Text-Rank and Single-Rank al-

gorithms that are some state-of-the art algorithms for key-phrase extraction.

The purpose of our new apporach of Phrase-Rank was to extract more better key-phrases from
the text document, that contains more contextual information about the document and also more valid
and meaningful phrases. We examined our model on each of these aspects by performing classfication

and manual evaluation and found our model performing better than the previous graph-based models.

By generated Key-phrases from our Phrase-Rank model we are able to get around 14% improvement
in classifcation accuracy over the Text-Rank algorithm and 24% improvement in accuracy over Single-
Rank algorithm. The manual evaluation also shows that our model is able to generate more valid phrases

than the previous graph based models.

Finally we can conclude that capturing better structure of the document by using directed edges
and providing appropriate weightage to the each link between the nodes of graph can leads to better
key-phrases extraction. We have also successfuly concluded that the phrase-graph which represent the
relationship between the phrases directly, provide us more better structure of the document and thus
give better, unbiased and justified scoring and ranking for all multi-word phrases as well as single words

than the old graph-based algorithms that uses word-graph.
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