FOREWORD

This is the first of a series of Bulletins issued primarily for the

use of members of the Inspection Engineering Department.

Inspection Ergineering is concerned primerily with the quality of
product. Naturally this involves the measurement of quality and the correotion
of such measurements for items such as errors of observation, methods of meas-
urement, and size of sample, so that we may sttain as nearly as possible a true
picture of gquelity. This involves the establishment of methods of measuring
the quality of a number of pieces of the same kind in terms of one or more
quality characteristics in such & wey as to make possible the comparison of the
quality of one lot of equipment with that of snother. But the funotion of in-
spection engineering c}oes not end here. We must be able not only to compare
qualities of product from period to period but we must also assist in the estadb-
lishment of economic stendards of quality. That is to say, the information ob-
tained in the inspection of apparatus and equipment should indicete whether or
not it is reasonable to expect that the quality of product can be modified econ-
omically. This brings us to the subject of our present bulletin, "When Must a
Thing Be Left to Chance?".

In the first place we cannot interpret the significance of varistions
in quality unless we know whether or not the observed variations indiocate the
presence of causes of variation which should not be left to chance. Furthermore,
as we shell show in a 1a£er bulletin, one of the first steps in setting up econe
omic standards of quality is to determine whether the observed differences in e
series of observed velues of quality must be left to chence. If in such a case
we find thet they need not be left to chence, it is reasonable to expeot that
we may espproach the economic standard of quality wishout modifying the whole
manufacturing process. But if, on the other hand, we find no evidence of causes
of veriation which should not be left to chancey then the modification of the
distribution of product involves an entirely different kind of cheange in the

menufacturing process. Hence, the contents of this bulletin are basic to a

SHEWNARTS COLLBOTION




lerge part of the work of inspection engineering.

The four oriteria for determining when a thing should be left to
chance, as disousspd herein, were developed primarily in connection with the
study of the quality of finished product, but naturally the results heve &
far wider field of epplication than thet in which they were originally applied.
Quality of finished product depends upon every step of the fabrication process
and st elmost every stage in production some form of inspection is conducted to
determine the quality of the product up to thet point. Hence it is but reason-
able to expeot that the methods which have been found valueble in the inspectior
of the quality of final product should epply equally well at every stage -where
Quality is measured. .

Moreover, the inspection engineer is not the only individual inter-
ested in determining whether or not the observed veariations in a given‘set of
data are attributable to chance. The very spirit of research end development
is to deteot and explein all variations which need not be lefﬁ to chance. Hence
the contents of this bulletin have a very broad field of application in the
work of the Laboratories. Typical problems involving the use of this theory
in research, development and even in commercial work have already come.to our
attention. ©ror this reason some of the illustrations in this bulletin have
been chosen from fields other then inspection of finished product in the hope
thet by so doing the informetion conteined herein mey be made of more value to
other departments.

It is the object of this bulletin to meke the theory aveilable in suot
form that it can be epplied by those not interested in the details of the theor
itself. Hence eotual problems are solved snd data sheets given wherever neces-
sary to illustrate the details of the calcﬁlation. Each of these bulletins is

to be complete in itself and will include a brief outline of the theory under-
lying the methods discussed.
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WHEN MUST A THING BE LEFT TO CHANCE?
Part 1

Introduction

Informel Statement of the‘Problem

The ultimate aim of research is to reduce everything to known laws,
thereby doing away with chance. In the laboratory, where all but one variable
can often be gquite thoroughly controllied, research progress has been very en-
coureging. Kven here, however, the most refined measurements, such, for example,
as the determination of the chaerge on an eleotron, indicate the existenoce of a
group’of uncontrolled or chence causes. In other words, chance we heve with us
always. But when do the results of & series of observations indicete tnat fur-
ther attempts.to reduce the effects of the unknown causes will prove sucoessful?

The proposed answer to this question is: A thing must be left to chance

only when controlled by what will be defined as & Constant System of Chance Caupes

emong which no single cause or distinguishable group of causes appears to have @

predomineting effect.

What we need, then, in any investigation where it is of importance to
know whether or not & thing must be left to chance, are oriteria for deteoting
lack of constancy of the cause systemr and the effect of a predoainating ceuse or
group of causes.gﬁgﬁﬁgé

Significance of the Problem

A few illustrations will reveal the wide importance of the question
considered in this paper. A business executive looks at the sales record of his
eompany and wishes to knmow if it is possible to increase the sales appreoiably by
finding snd controlling some single factor; a purchasing engineer observes d4if-
ferences in the quelity of materisl supplied from two sources and wishes to know
whether or not these should be left to chance; & manufacturer observes wide
variability in the guality of his product end wonders if he oou;d meaterially im-
prove this condition by modifying some orne factor; in just this way every in-

dustrial end scientific worker often sees differences betweer observed resulis

which meke him wonder if he has overlooked some importent factor or cause of

variation.
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Object
The purpose of this paper is to present in as simple & form as possible

the method of applying certein oriteria for determining when & -thing must be
left to chanoce,

Part I deals primarily with a very brief formal statement of the
problem and the definitions of certain fundamental concepts. No time is spent
in eluoidating the definitions at this point because it is felt that this 1is suf-
fiolently done later in the discussion of numerous actual problems. 7

Parts II and III present in outline form the details of the methods
of applying the oriteria without requiring a special knowledge of statistical
theory.

Part IV indicates how these results may be applied in verious fields
of investigation,

Part V gives a oritical discussion of some of the theoretical points o:
ma jor intereat in the paper.

Formal Statement of the Problem

l. Given a set of n observed values
xlgxzp L] ooXi. o o oxn.
of some quantity or thing taken under supposedly the same essentiasl conditionms,

where, in general, not all of these observed values are the same, to determine

whether or not the observed differences must be left to chance.

The n different values of X might be, for example, n observed values of
the charge on an eleotron, the years of life of n telephone poles, measurements
of tensile strength on n supposedly identical specimens of a given material s OT
the peroentages of stale bread returned by n different bakeries, or in general;

any set of n data where, as in the above cases, it is assumed that they have been
produoed under the same essential conditions.
2. Given m sets of values such as
Xll’ X12. ] e o Kli’ L) e o Xlnl
121' Xza, e o o XZi' " s e Xana

xmloxmz,...xmi,.,.xmnm
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representing observed magnitudes of some gquantity or thing to determine whether
or not the differences between the m sets of values must be left to ohance.

For example, the n, different values of X might repreaent the ob-
served values of the charge on an electron taken in one laboratory and the np
values of X, the observed values of the charge on an electron as determined in
another laboratory and so on; the first set of values might be the years of life
of & group of n, telephone poles of & given kind in one line and the other (m-1)
sets might give similar information about the same Xind of telephone poles in
(m-1) other lines. Thaet is to say, the m different sets of values are differ-
entiated in some way, although it remains to be determined whether or not the
dirferences between sets asre such as to indicate that they were produced by
causes which need not be left to chance.

We shall now introduce definitions of "Constant System of Chanoe
Causes™ and "Assignable Causes"™ end then restate our problem in terms of these.

A Constant System of Chance Causes

If a variable X is not continuous but is conirolled by a constant sys-
tem of chance causes, finite in number, we assume that it can take on only e

finite number M of different values, say
L}

1 t t
XI| XZ’ LI xip ...XM

with the probabilities of occurrence

t 1 A 4 ]

pl, ng ceo s pi. ces pMo

Such a variasble is seid to be controlled by & constant system of caence causes,

[ ] 1]
because the probebility R of obtaining & particular valueli is the same every

time a velue of X is observed.
' Ir, hbwever, the varisble X is continuous, so that in any small inter-
val it takes on all possible values, then in contradistinction to the case of

the discrete variable, the probability dy* of obteining a velue of X between

X and X + X is constant every time a value of X is observed. This probeability

is defined symbolically by

dy' = f(xl, }\,]'.. Ké' ess %ﬁ,)dx,
where f is the functional form defining the distribution of effects of the
cause system involving m' parameters.

Any set of n observed values of X, therefore, may be taken as a
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sample of the possible effects of such a system of causes.

Assignable Cause

1. If the system of causes is not constant, it is said to 'conta_in an

assignable cause of variation,

2, If a oonstant system of causes contains one predominating cause or

group of causes, we term this one cause or group of causes an assign-
able cause of variation,

These will be referred to as assignable causes of types I and II, respectively
Very briefly, then our object may be restated as follows:
To present four oriteria for detecting the presence of assignable

ey

i
causes of variation. ..
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Part II

Detection of lack of Constancy of Cause System

Introductory Note

The two oriteria to be discussed in Pert IT ocan be applied only when
the original set of N observed data can rationally be divided into m different
groups,

Typical Problem

Let us take a problem from the field of industrial research. In the
production of a certain kind of equipment, considerable cost was involved in se-
curing the necessary electrical insulation by msans of materials previously used
for that purpose. This condition led to & research program to seoure a cheaper
substitute material. After a long series of preliminary experiments, a tentative
substitute was chosen and an extensive series of tests for insulation resistance
wers made, care being taken to eliminate known causes of variation. One such
group of 204 observations taken on the proposed substitute material under sup-

posedly controlled conditions is given in Table 1,

Reading from top to bottom in a column be- 5045 4585  4GU0 4336 4360 446D 4680 ATN 48w
43560 4410 (3] 8000 4700 430 450 L2 (1,3

. 4350 4065 4170 4018 4310 4500 t ] L] S0

ginning at the left row and continuing through- 3976 4885 3860 425 4310 46e0 3636 soTh  ea30
4290 8190 4440 4278 5000 4580 3605 U -5

430 4725 46060 [t2,] 457 3075 3900 vy L2

out the table gives the order in which the ob- WED  e640  S170 5000 4700 Een o340 467>  ervim
4285 4040 4205 4015 “% L ] 40 +ohs L 0]

3980 4895 4170 4736 4860 4000 268 are L]

servations were made. 302D 4700  4BTO 4310 4060 4425 BYTE  BOTE  eeik
3645 4540 4178 4700 4570 4500 HP00 (1773 LYY )

. ' 760 4700 4550 4700 4LTO 4430 4GSO BOVE  aik

No & priori reason could be assigned why 00 4700 400 40 U0 w0 e wmoun
4110 2865 4700 4160 4240 800 BEM t ]

3880
the measurements forming one portion of this 3483 4410 2920 4095 eME 310 eTTO  enis Lo

3200 4180 4370 4095 4118 4180 4900 [ 7 Soas
5100 4790 4375 3940 4100 4870 [347] »ors (3T Y]
series should be different from those forming 4835 4790 4205 300 430 6700 5180 eed0  bebo
5100 4340 4090 3800 4575 4440 [ VY ) | )
5450 4895 8020 4445 3015 SO0 [3{ %) L2 ] "0

any other portion. In other words, there was N0 = ' 0 oo wto s

SO0 06

4720 4740 5000 L3 4350 4400 00 “is

rational basis for dividing the total set of 4010 5000 464C 300 463 4420 B0 ebis
Tedle 1 - Eleoctrioel Resistende of lisuistliod 15 Begehme .

data up into groups of a given number of obser- e e e

vations except that it was reasonable to be-
lieve that the system of causes might have changed from day to day as a result

of changes in atmospheric conditions, changes in observers, changes of material

on which measurements were mede or- in other similer ways. In general, if such

changes take place, we may more readily detect their effect 1f we divide the



total number N of observations into comparatively small sub-sets.

B

If there is

no reason rfor choosing a particular sub-set or sample under such conditions, the

size of sample is taken as four.

Are we justified in leaving to chance the observed differences between

the observations in Tabdble 1%?

Criterion I

All neocessary terms such as average, standard deviation and others are

defined in the data sheet of Fige 1. The method of. carrying out the requisite

Symbole and Method Expected Values Standard Deviations
of Caloulation in & Sample of in a Semple of Size n
Sise n
Poral
mmber of ¥ = 24 .
observations
| |
knn‘o or i§1 _ .
aritheetic !--—.—- X=X o = =
aoan v
- 4498.18 = 232.61
¥ =2
Z(xy-X ) 2 .
- ¥ n-1 2 g n-1 n-1)B,-n+3
rhrluoo J.“_'_ c =% 0 ,f.—n /-——n 1 ),2 ]
).}
L2
iel =2
-y - X - 162314.12 = 164631,.38
= 216416,82
tandard 0 .ch T = ey0 (where LA -G (where
deviation 2 J5
% is given cp is given
by Pig, 2-a) by Pig. 2-b)
- 465,21 = ,800m372,17 = 156,65
¥
T .4
L (X=X )
fel 4
[Matnses or B. -
artosis 2
= 4.448359

¥1G. 1 - DATA SHEET FOR CRITERION I FILLED OUT FOR DATA OF TABLE 1

characterized by the four functions given in a.

Ce

of a single observation,

1.

Calculate the standard deviations o,

o-'i. 0’0.

calculations is given

. and illustrated in

Fige. 1, using the date
in Table 1.1 Tne
following steps must be
taken:

a. Calculate the
arithmetic mean X, the
standard deviation o,
the variance c? and the
flatness or kﬁ'rtosis
B85 of the N observed
values.

b. Calculate the ex-
pected values X, 7, ?,
respectively, of the
averaege, standard de-
viation and variance
in samples of size n

drawn from s universe

and 0’62 respectively

average, standard deviation and variance in samples of

er and Miss Miriam S.
ns, drawing the figures ang assisting with

I am indebted to Miss Marion B: C-:a:: --------------------
ing out the necessary calculatio
the proof of this paper.

Harold for carry-
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size n.

d. Calculate the average, standard deviation and variance of each of

the m samples of size n.

1.0 1.00
et
9 -
[ 99
/
9 v < 99
24 / 985
] ’ 9 /
9 / 979 /
. / o7 A
5 / o
]
4 / b /
3 .8 S .ees|-
3 -]
4 ]
b 4
a B4 4 960
S (=]
b pe]
8 82 § .955} ' ottt gt
8 g
s / S .y50] 4 444 ,%,,‘4, )
-7 / 945 l bbb
-7 / 940 ]
-7 , .935 l e 444 44 44
o7 1 930 -1- 4 .1» 44 4d
.7
o T 0 30 0 % Too .925 +— 15 - &-l—& 5 r
Size of Semple n S1ze of le
FIG. 2-a - COHRECTION FACTOR o, FOR OBTAINING EXPECTD FIG. 2-D - CORRICTIOK FACTOR o, 7OR OBTALNLNG
STANDARD DEVIATION & OF SAMPLE OF SIZE n STANDARD DEVIATION o, OF BAMPLE oF SLia »

If the observed values of a single observation, the average, standard

deviation and variance in samples of size n fall outside the respective ranges

X+ 3, X% s(;x. o+ 5@0 and F + 300,2, it is taken as a positive indication of

lack of constancy of the cause system; or, in other words, of the existence of
an assignable cause of Type 1.

We may present the results of the application of this oriterion in

graphical form by means of the control charts shown in Fig. 3. Four of the 204
observed points and two of the 51 averages of four fall outside of their respeo-
tive control limits. 1In other words, we get a positive test indicating the
presence of assignable causes of variation for this set of data,

It will be noted, however, that the standard deviations and varianoces

fall within their respective limits.
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710. 3 - HOW CRITERIOE I INDICATES A VARIATION IN THE. CAUSE SYSTEM WHICH SHOULD NOT BE LEF? TO CHANCE

Criterion IX

Fige 4.

lal

Carry out the computations called' for in the general data sheet of

dioated in Fige 4. We find that the ratio 173-!1-

If the ratio o4 is greater than three, the test gives a positive in-

dication of laock of constancy of cause system,.
The method of applying this criterion to the data of Table 1 is in-

in this particular case is 12,72

and hence we get a positive indication of lack of constancy in the causé system

underlying the data of Teble 1 or, in other words, we again get a positive test

for the existence of an assignable cause of Type 1.

Summary Statement

dioated in the data sheets of Figs, 1 and 4.

Two oriterie have been defined.

The requisite calculations are in-

These oriteria have been applied

to the data of Table 1 and both gave positive indications.
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Calculation of .LL:
a

Kumber of

observations

Size of sub-group n = 4
Number of sub-groups m = 51

N = 204

2
o% = 121, 684.3586

e = 94,762.2766

petid B e Sedlha

—— 2
n 2 m
T — - e 0O = =37 2L, 0

qd'[ ma (mn-1)

Lol
3

s od

n _2
(;—i-U )]- 29.107.6085

- 370,122.4810 _ 15 o157

29,107, 6083

OUT FOR

DATA OF TABLE 1

Semple Average X 7 Variance ﬂ

Number of Sample of Sample
1 44300000 19, 624, 300, 0000 149, 512, 5000
2 43725000 19,118, 756, 2600 7, 606, 2500
3 3827, 5000 14, 649, 756,2500 17, 666, 2500
51 5100, 0000 26, 010, 000, 0000 11, £80,0000
% 229,407,0000 1,038, 119,072,0700 4,832,876,1080
Av. 4498.1765 20, 355, 275,9229 94,762,2766

m_2
5
o5 - }.'_;._. - ¥ = 20,356,275.9229 ~ (4498.1765)2

FIG. 4 - DATA SHEET FOR CRITERION II FILLED
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PART ITI

Detection of Predominating Cause or Group of Causes

Introductory Note
The two oriteria to be discussed in Part III are of particular value

when it is not possible to sub-divide the total set of N (N > 500) observations
retionally into m different groups. It is obvious that the two oriteria pre-
viously desoribed cannot be used in such cases. We shall see later, however,
partioularly in Part V, that the two oriteria to be described are less powerful
than the two already given. Furthermore, it will be found that, in general,
they cannot be applied when we have less than a certain number of observations.

These facts emphasize the important point that, in the taking and recording of

data, we should always give all available information that will assist in making

it possible to divide the total group of observations rationally into s.ub-g;_ou;g' s_./
Typiocal Problem -

A oertain kind of instrument was manufactured at several different

shops, 4 number of these from each shop were sent to a central testing laboratory
and in this way a total of N = 7686 instruments were gathered together, no care
being taken to keep those coming from a given shop separate from the others. The
effioiency of each instrument was then measured and recorded, after which all of
the data were grouped into nine cells, giving the frequency distribution repro-
duced in Column 4 of the data sheet in Fig, 5. | Starting with this set of data
Just as they are given, how can we analyze them to determine whether or not the
variations between instruments are such that they must be left to chance?
Criterion IIIX

The requisite calculations are all indicated on the data sheet of
Fig. 5¢ The steps are as follows:

@. Calculate the average X, the standard deviation ¢ and the skewness

k from the N observations and use these in the expression

X

2 o =2
1 %) 3 _(I-I)
f ox [1"%(“—0&-% x;x JYle ~— g2 G (1)

X
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to oaleulatel the theoreti-

cal frequencies within the

. 3 4 & 4 1 A 1 M A »n
¢ cell intervals into whioch — =k 'E“ ol Rl B Bl (e e
v v N ) Y ) ry -t PP
9 7.5 1 1ia 1 1 » ¥
the -original data have been T e T TE TS W it : e Gvn
4 2008 1 MGG | 5464 v """y MMM | MO0 | wa0 Frvy Ry
grouped. o W T TN T T e e e e
i e ool oee |l weubiatal o1
be Caloulate the function s M S S S —
w2
¢ (y; - yy4)
2 i T " 5
X « . i (2) ) MmmuTa()remotim 1 [Buer of selis +  Pe 000

i=1 Yy
1 MOMENTS ABOUT %—ﬁ-—%—-m RaBemp, = Ml talidiid o 1000000
pom B -~ i {'--»-M"'

6. Determine, as indi- “lwrww |- 30— soe Ly s it e

WoE oF <tiL 20 1&4
w..-f;- -—ﬁmﬁ—u“ - 421974008 " .ﬂ -_um.'m = _AJOMAR .

cated on the data sheet,

UNCORRECTED o A

ArTH, wzan R | fra= = 3p gt 2l @ -

Shgm yig Syt Gyctiss ~ Sy d = _ AL DAL = LAAM ML 1 A211,EARN0 = AN TTRAGE. & DurMONS.
2 y - 0635238 = - —

ing a value of X~ as large R vl i i v e GO

or larger than that ob-

the probability of obtain-

X
L

Y
L1 ~ee

[P RVEP RY

=
[
*
=
s

HHHHL
:
JIHLE

BE =]

served.

E
g

:
iih.; e
!

It ‘the probability P is

EGEEEREREE|Z

EEE Eﬁz

less than .00l this is

taken as a positive indice-

tion either that the cause

™
-

system has not been constant

PIG. 5 - DATA SHEET FOR GRITERION 111

or that there is & predominat-

ing cause or group of causes.
The observed distribution given in Column 4 1s represented greaphiocally

by the black dots in Fig. 6. The theoretical frequencies are represented by the
smooth curve. There &appears to the eye to be a very close fit between the
theoretical curve and observed frequency. However, Criterion III deteots what
the eye does not set., Sinoe the probability of getting a value of xz as large
or larger than that actually observed in this problem 1is exceedingly small, it

was concluded that the differences between the instruments were such that they
We&ﬂc5d&7

1. By means of tables for F(z) and £(z) referred to in data sheet and given
in Bowley's "Elements of statistics".
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Althoughb the observations as original-
ly presented were all mixed together
without reference to whether they came
from one shop or another, it leter became
possible to sub-divide these measurements

accofding to the particular shop. It was

. 8 B B B E

then found that there was & definite evi-

1 ’ 0 TRV ig i3 M

Bffiol
x* « 322.498 ou; - .000 dence of a significant difference exist-
716. 6 - HOW CRITERION I1I INDICATES THE PRKSENCE OF
CAUSES THICH SHOULD NOT BK LLFT T CHANGE ing between the sub-groups of instruments

es is indicated by the control chart for
avorages shown in ig, 7. Later the assignable causes of the differences were
disoovered. 553176 137

Criterion IV

This test applies when two character- % i 'y ¢
istios, say X and Y, have been measured ;‘ il R
on each of N (N greater than or equal to g oot o
25) pieces and it is known that aﬁy ex- fé e ©
isting oorrelation between the two I . —_—.—_: _____
characteristiocs is attributable to one -2[ - L
kmown group of oeuses, To determine if _ e DShopf roet
the kmown group of causes is an assign- e T ﬁ:gﬁncﬁngcgnﬁl.m

able group in respect to the variations

in either X or Y, casloulate the correlation coefficient

> X
T Y
_1;3.-_Ni_.i. -T7
ra (3)
oXoy

where X and ¥, oy and oy are the asritimetic means and standard deviations re-

speotively of the observed N data.

If r is greater than or equal to .5, it is teken as a positive in-

dication that the possible common group of causes of verietion in either X or.

Y is an assignable group.

Practical Applicetion of Criterion IV

In a particuler kind of epparatus made in large Quentities and used

extensively in the telephone plant, it is very desirable to secure a hardness
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of material in sach instrument which differs from thet in every other instrument
by as small an amount as possible, In other words, it is desirable to leave no
fluctuation in hardness to chance that can reasonably be controlled.

Since there were less than’ 500 observations we were not justified in
applying Criterion IIT, although the irregularities in the frequency distridu-
tion indicated to the traiﬁed gye the possibility of the lack of constanoy of
the cause system. In this instance, however, it was possible to obtain more
definite information because herdness measurements had been taken on two parts

of each piece of apparatus. The N = 59 pairs of values of hardness on Parts 1l

Sample Hardness Semple Nardaees

and 2 are given in Table 2. Since the Humber Partl Part 2 Tader  Part) pennt
) 1 50.9 4.3 3 ar.s  36.y
2 “.8 25,7 8 45,0 ar.h
material going into one part of a 2 u.e 25,7 o 8.0 a8
4 43.8 19,3 M4 48,0 3.0
5 49,0 43.2 36 .5 3.3
piece of apparatus came from different s oo B » oot O
. 7 “u.9 3.5 b1 06.9 as, )
sources than that going into the other s g N e prat
10 48,6 3.0 &0 44,1 az.y
. 11 46.0 32.6 41 41,9 36,7
part and since, in generel, there was 12 4.0  38.4 « a0 3t
13 4.4 36.2 (%) 47.9 38,8
14 4.4 32.5 “ 5.9 35,1
nothing in common about the treatment 15 e aLs “ o1 s
16 50,4 38.1 46 0.0 3.}
17 45.9 35.2 47 41,3 38.9
nto the two 18 47.3 33.4 v .“%.? 38
Of the Mterial sOing 1 ' 19 46.6 30,7 49 a9.1 38,1
t 20 47,3 36.8 50 48.2 3b.»
- 2] 48,7 36.8 1) .9 a3,
parts prior to the heat-treatumen 2 o 360 Y et A
23 4:.0 37.1 83 4:.1 3.6
24 49,6 37.8 o 81.? 36,2
given these parts after they had been b 0.6 7.8 B Sl e
26 45,8 37.8 56 “.0 a8
. 38.3 114 42, .
welded together, 1t was reasonable to ’23; :Z 30.7 ) u.: ::n
2% 49.5 33.9 59 0.1 .4
believe that the only source of common % 5.9 3%.6
® s en- Table 2 - Hardneas of Eeach of Two Distinot Parts ou Bech
cause fOI' variation in hardnes of 59 Pieces of a Given Kind of Appsretus -
Should Such Variations in Hardness ve left to
tered through the heat-treatment. Chanoe?

According to Criterion IV, the exisfence of a value of correlation co-

efficient equal to at least .5 would be taken as a positive test for the exist-
ence of an assignable group of causes of variation in the bhardness of both parts

of each piece of apparatus arising from the process of heat-treating. As oan be

x;eadily verified from information given in Table 2, the correlation coeffioient

as derived from Equation 3 is ,513. Hence Criterion IV gives positive evidence

that the final heat-treatment constituted a predominating or assigneble group of

T
causes. zi{,'; d%
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Part IV

General Fields of Application

Three Problems of Ressarch and Development
#e have already considered in Part II a typical problem of this nature

whioh arises in the development of new materials as carried on in any industrial
laboratory. For example, we may wish to obtain substitute materials or alloys to
replace precious metals in ocontacts or we may wish to compare the deterioration
of different materials under slightly different conditions . such, for example, as
the pitting of conduits or the years of life of telephone poles or comparative
yields of different plants and so on. In fact, in securing any series of experi-
mental observations, we realize full well that assignable causes of variation may
enter.

The first problem whioh we shall consider is one typical of those pro-
posed by two oommittees of the American Society for Testing Materials., It is
introduced here primarily to illustrate the method which has been followed in
preliminary analyses in the study of the physical properties of certain alloys.

Problem 1 - Each of five producers, C, D, G, W, and S furnish from five
to seven speoimens of twelve different special alloy die castings to each of
eight different testing laboratories who in turn are to make tests for tensile
strength, hardness, elongation and othex; physical and chemical characteristics.
One of the objeots of this very comprehensive series of tests to be extended over
8 period of several years is to provide data for setting standards upon the
characteristics measured on each of the different alloy die castings.

Naturally we shall limit our consideration to only one of the many
phases of this problem but the method itself applies in all of the different
phases. The particular problem to be considered is that 6f examining the date
for tensile strength obtained by one laboratory on the same number N pieces of
material from each of the m=5 difreren{vpr:oducers to determine if the differences

betwsen the materiel furnished by one supplier and that of the others are such
that they must be attributed to chance.

Since we have the total of N data rationally sub-divided into m sets of

D each, we may use either Criterion I or II. The first of these, however, gives



~15~

us not. on}y an indication of the presence of assignable causes but also tells us

what sets of data differ from the grand average by an assignable amount.
it is obviously desirable to use Criterion I.

Henoe
Before doing this, however, we
shall indicate a way of making it somewhat more sensitive for the detection of

assignable causes of Type I where each group of n observations comes from what
may be a constant system of causes different, in general, from that from whioh
each sucoeeding sample comes. In other words, this modified oriterion is more
sensitive when the essential conditions under which one group of n observations
is taken differ from those under which sucoeeding groups of n observations are
taken, '

In the present instance one group of n measurements of tensile
strength were made on one alloy obtained from one supplier. Another set of n
measurements were mesde on the same alloy from another supplier and so on for
each alloy. It is reasonable to believe that the essential oonditionsof manu-
facture of the alloy may have varied from supplier to supplier and henoe we are
justified in using the Modified Criterion I, now to be desoribed.

Modified Criterion I - Instead of calculating the standard deviation
o and the expected standard deviation o as shown in the data sheet of Fig. 1,
calculate the standard deviation of each of the m groups of n observations and
find the average ¢ of the m values of the standard deviations thus obtained. To
calculate ¢ used in the data sheet of Fig. 1, multiply the arithmetic means of
the m values of standard deviation by %]-. , where o] is the ocorrection factor for
a semple of size n as read froni the curve of Fig, 2-a. The remainder of the
calculations are carried out in the seme way as for Criterion I except that we

do not use the variance.

The results of such an analysis in the problem under oonsideration
give for averages and standard deviations the control charts of Fig. 8 whioh
show at a glance that there appear to be differences between the alloys supplied
by certain producers which should not be left to chance.

Problem 2

In the development of methods of preservation of timber it becomes of
interest to know the distribution of thickmess of sapwood to be expected in poles
of a given kinde It is also of interest to know whether or not there are as-

signable causes of variation in sapwood thickness traceable to such cause groups
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as so0il and climatic conditions.
At an early stage of the study of this problem a set of 1528 measure-
ments of thicknmess of sapwood on as many chestnut poles became availeble. At

the time these observations came to us, no additional information was available

which would make it possible to rationally sub-divide the group of data. Hence
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it was necessary to make use of Criterion IIX for the purpose of detecting the
evidence of assignable causes of variation. 21;?%? (/g

The smooth distribution obtained in the application of (riterion III
is shown by the solid line in Fig. 9, whereas the ohserved distribution is
represented by the black dots. It was

found that the probability of obtain-
ing & value of xz as large or larger
than that observed was much less than

+001, thus giving a positive test for

Number of Poles

the presence of assignable causes.

Upon the hasis of these re-

34 5 6 5%

Depsh of Sepwood in 1/3g"
: 1. 9 - CRITERION III INDICATED PRESENCE OF

carried on by meking additional measure- ASSIGMABLE CAUSES AND THREE WEAE POUND

sults, further investigation was

ments and by going back to the original

records.whioch made it possible to rationally sub-divide the total group of data
so as to o}eck certain hypotheses. By these methods, three assignable ocauses
were found as follows:

1. The men who mede the measurements favored even numbers.

2. The thickness of sapwood was determined from borings. 4
considerable period of time elapsed from the date when the
measurements weré started to that when they were completed.
During this time, there was definite shrinking of the
borings, tending to decrease the thickmness of sapwood.

3. The chestnut poles used in this experiment were taken from
two sides of a mountain slope and when the measurements
were sub-divided upon the basis of the locality from which
they came, differences in the average depth of sapwood of
the two groups were easily shown to be significant.

Problem 3 - A very important problem in civil engineering is that of

1l
constructing reservoirs or dams adequate to hold back flood waters. In such
instances we have a series of observations representing the run-off of a given
area for a given interval of time, such as a day or a week, over a considerable
period and from this series of say N observations we are to determine the maxi-

mum flood condition which must be provided for in the construction of the ‘dam

or reservoir.

1. Transections of the American Soclety of Civil Engineers, Paper #1622.



-le-

Stated in more general terms we are given a set of N measurements of
some quantity oontrolled by an unknown system of causes. That is to say, the
differences between the observations themselves are attributable to this un-
known system of ocauses, Upon the basis of this set of N observations, we are
called upon to predict the probability that a future observation will fall with-
in a given range. As already noted, this problem is foremost in the setting of
engineering standards or measurements of physical quantities in general.

It is not our intention here to discuss the details of the method of
solution of this general problem or  of the specific one except to point out that
the value of our prediction of the future fundamentally rests upon our success
in deteoting the assignable causes of variation. For example, if we knew the
system of causes underlying the variations in the N values of the measured
Quantity, we oould use modern statistical theory to estimate the probability
of future observations falling within the given range, although this particular
provlen is not discussed in this paper., If, on the other hand, the system of
causes is not oconstant and the way in which it varies is not known, we cannot
use modern sampling theory to estimate the probability that a future observation
will fall within a given range. Hence, it becomes obvious that the first step
in the solution of suoh a general problem as that stated above, is to make use
of oriteria for deteoting lack of constancy of the cause system or, in other
words, the presence of assignable causes of Type 1.

From what has already been said earlier in the paper it is evident
that an attempt should be made to rationally sub-divide the data so that
Criterion I or II can be applied. It is believed that when such steps are
taken to detect the existence of assignable causes of Type 1 and when account
has been taken of those that have been found, much better estimates,in particu-
lar, of the probvability of a flood reaching a certain height,may be obtained than
oan be made otherwise.

Three Problems in Production

Problem 1 - The producer of manufactured goods wants to eliminate,
insofar as possible, assignable causes of variation or at least to know what
these causes are., Under modern conditions of quantity production, this means
that the producer needs some easily adaptable method for the detection of the

existence of assignable causes of variation ‘through the application of criteria
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to observed measurements ot Quality of product.

This problem has been treated at some length in two reprints from

these laboratories.l We have, in these two papers, a thorough explanation of

the way in which Criterion I has been applied successfully in assisting in the

control of menufactured telephone equipment, We shall not consider this

problem further at this point but shall mention another praotical problem in
which the date are given in such a way that they cannot be rationally subdb-
divided to make the application of Criterion I feasible,

Problem 2 - In the initial stagesbf the production of a certain kind
of equipment in which the resistance was one of the important quality ocharao-
teristies, the observed frequency distribution of results was that shown in

Fig. 10-a, that 1s to say, the number of instruments having a given resistance

were as indicated by black dots. .

The problen was to detect any § 200

evidence of the presence of .E 1s0r

assignable causes of varia- iloo-

tion in the method of produc- § sol

tion. if such causes existed, 2 oL T .

it was essential that they be - 81.25 58';2“::;120 83.75 61.20

found and oontrolléd. Hg;};;:;; o iﬁlggcﬁig :g::x:’
This situation called

for the application of Criterion .

III with the result that the fgm'

probability found was less than glso-

001, thus giving a positive in- Zmo-

¢ication of the existence of as- E sof

signable causes of variation. 4n é o e S .

ijnvestigation was then started and o 1;’b ) mog;:s;::;w. N

soon indicated that one portion of | GIVES NEGATIVE TEST INDICATING NO TROUBLE

the date had come from a different set of causes than another. The small group

of instruments, supjosed to have been affected by this change in the constant
b

system of causes which took place during the latter part of the production o

-277.
1. Bell Telephone Laboratories Reprints 3-223 and B-27
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the total group of instruments, was eliminated from the original group leaving
us with the observed frequenoy distribution indicated by the black dots in
Fig. 10-b. The appliocation of Criterion III to this modified distribution
eave a probability greater than .00l 'or,' in other words, & negative test for
the existence of assignable causes. Production was then continued upon the
assumption that, having removed the one assignable cause or condition, the
variations whioh existed between the instruments in respect to resistance were
suoh that they should be left to chance.

Problem 3 - Not only is a producer interested in detecting the
presence of assignable causes of variation so thaet he may, therefore, eliminate
them or take them into account in the production of his material, but he is also
interested in making reports on the quality of the product manufactured. For
example, in the measurement of any quality characteristic X, the method of
measurement may introduce a comparatively large error which in the sense of the
present paper is an assignable group of causes. In aﬁy report on the quality
of material, it is desirable that the original quality data be corrected for
assignable errors of observation. This particular point has been treated in a
separate paper, available in the reprint series of these laboratories.l

Before the man in charge of production passes the information along
for the consideration of others interested primarily in getting a correct gen-
ersl pioture of the run of quality, he usually desires to have some means of in-
dicating the variations in quality which are sufficiently large to indicate that
they should not have been left to chance. In other words, he is interested in
presenting the quality data, corrected for errors of measurement, in such a way
that the existenoce of any assignable cause of variation in the quality of the
product would be apparent. He then adds information indicating the nature of
the assignable causes wherever the cause has been found,

In other words, we have occasion to again make use of Criterion IIT on
the original data corrected for errors of measurement, for the purpose, in this
ocase, of giving a picture of the quality of product.

Two Problems of Business Research |

We shall consider two typical vroblems, one in Purchasing and one in
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sales distribution.

Problem 1 -~ A purchasing engineer is interested:
as In determining whether or not the product is controlled,

; b. In detecting assignable differences between the produots
- of different suppliers, and

¢. In discovering the assignable causes of differences.

Materliel of a given kind used extensively within the Bell System was

obtained from six different suppliers. For our purposes we may call the par-

ticuler quality of this equipment X, and in this case it happenred to be a
measure of the effeot of treatment on the material furnished to the different
suppliers. In other words, a certain kind of material was distributed among
six different treating plants @d after treatment the produot of each plant was
measured for the particular quality X given it by the treatment of this plant,

Fig. ll-a illustrates the use of Criterion I to indicate that at
least one plant was assignably different from the others.l

0f course up to this time we had no indication as to whether or not
_ there were assignable causes of differences only between the plants or whether
or not the results given by a single plant indicated the presence of assignabdle
ceuses. If the latter was the case, it might explain the observed differences
between the plants. The application of Criterion III, Fig. 11-b, to’ the entire
gfoup of data from one of the plants gave a probability less than .00l and
thus a positive test for the existence of assignable causes of variation within
a single plant was obtained.

It occurred to the men who were in charge of the investigation to look
for the assignable ceauses in the quality Y of the material furnished to the
treating plants. &4 study of the correlation between the quality X after treat-
ment and the quality Y of the material given the treatment, ss illustrated in
Fig. ll-c, proved to be the right type and the right magnitude to indicate that
the quality Y was probably the source of the assignable difference between
plants, and, therefore, possibly that the differences in the plants, in respect

than
to the inherent property of treating the meterial, were no greater

1. The variation in the width of limit lines ar:!.segc gzzxgsthe fect that the
sample sizes were different in the six differen .
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3 a should be left to chance. Addi-
: T \‘\\ - tional informetion and further
g b | study revealed this lead to be

X ll-a - Criterion I Indicates Plents correct.

to be Assignably Different 4
Problem 2 - The work of the

Food Research Institute of Stan~
ford Universityl shows that the
loss from stale bread constitutes

an important item of cost for a

Bumber of Pleces

a9 a
V.38 .73 1.15 1.55 1.95 2.35 2.75 3.15 3.56 3.95
Quality of Treatment ies and some retell bakeries as

11-d - Criterion III Indicates Presence of
Assignable Causes in a Single Plant well, They estimete that this

great number of wholesale baker-

factor costs the people of-the
United States millions of dollars
per year., Every sales manager of
a baking corporation is interested,

therefore, in detecting and find-

ing essignable causes of varia-

Quality Y of Material

tion in the returns of stale bread

Quality X of Trestment 80 that he may reduce to a mini-
ll-0 - Correlation Reveals What P d

to be an Assignable Ceuce rove mum the loss arising in this way.

FIG. 11 - A PURCHASING ENGINEER'S PROBLEM In other words, he wishes to make

use of his data to determine the variations which must not be left %to chance.

Some time ago it became_poésible to secure the weekly record of return
of stale bread for ten different bakeries operating in a certain metropolitan
distriot. These observed results are shown by the heavy irregular lines in Fig.
12, 4An appliocation of Criterion II showed that the differences between the
bareries were too large to be left to chance. Furthermore, the application of
Criterion I to each of the bakeries taken as a unit gave positive indication of
the existence of assignable causes within each plant. For example, in the con-
trol oharts shown in Fig. 12, it is obvious that many of the observed percentage
returns fall outside of the dotted limit lines, thus indicating the existence of
assignable causes,

l. Davis, J. S. and Eldred, E. W., Stele Bread as a Product of the Baking
Industry, »
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It follows from theroretical
considerations that the average per-
centage return should, in general, be
least for that bakery freest from as-
signable causes, It is,therefore,
intéresting to note that for the
bakery having the lowest percsntage
return, 1,99%, the'number of points

outside of the control limits is, in

Pereens of Stals Srasd Retwned

general, less than the corresponding
number for the other plants,
The daily use of this simple

form of chart would reveal to the

manager in charge evidence of essign-
able causes which probably could be -
found and possibly eliminated, thus,

in general, meking possible a reduc-

tion in the average percentage return YIS, 12 - BN CLITERION 1 SROSS TALY N3 DLIVINIUS D @3 GPEATIS 7 WS W Fea

of stale bread, thereby effect:.ng an

appreciable economy. The use of the chart of Fig. 12 as a report on the
Quality vof product is also obvious, for it gives definite indication of the
existence of assignéble causes of variation which should not, in general, be

tmaay
left to chance. o7 8.
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PART ¥

Critical Discussion of Results

Thus far we have considered the method of applying cerﬁin criteria to
determine whether or not a thing should be left to chance and have 1llustrated
the methods of mlyziﬁs the data so that even a novice in the field can apply
the oriteria. No attempt has been made to give the details of the theory under-
lying these methods beosuse to do so is beyond the scope of this paper. On the
other hand, those familiar with statistical theory as well as those who apply the
oriteria given above may be interested in an outline of some of the more recent
important developments in the theory of sampling which justify the use of the
oriteria as outlined in this paper.

The reader who follows through the discussion given below will learm to
his satisfaotion that, whereas on the one hand criteria outlined in this paper may
fail to detect the presence of assignable causes and thus indicate that a thing
should be left to chance where it might not be wise to do so, on the other hand,
the likelihood of the ocriteria indicating that a thing should not be left to
cbanoe even though it should be so left is very small. In fact, during several
years of commercial experience, no instance has come to our attention where a
test has indicated the existence of assignable causes where further investigation
414 not reveal the justification of the assumption that assignable causes existed

We shall first oonsider tixa four criteria one by one, outlining the
theory suffiociently to justify the use of the oriteria subject to indicated
limitations, e shall then consider certain generalized problems in the theory
of sampling to indicate that other methods of setting up criteria are available,
although these methods are not so efficient, in general, and dre for the most
part consillerably more involved than the Yery siuple tests discussed above.
Tundamental Basis for All Criteria

If a variable X is continuous within 1limits I, to Ly and ;an teke on a
value within the interval X to X + dX with a probability p*' given by

[ ]
p' = .f'(X, 7\1, ka, ese km') dx,
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L2

f £9(X) ax = 1,

L

where

A ' . :
we say that £'(X, Ay, A,, ... A} A4X is the probability distribution of X.

Sometimes it is referred td as & contirfuous chance variable., In a similar way,

if a variable X may take on only a finite number N differert values, Il xz. ces
xi. eee XN, with corresponding probabilities pl. pa. coe pi. eos pN. such that

N
p> p1=1,

we have defined the discontinuous probability distribution of X or, as it is
sometimes ocalled, the discontinuous chance variable. It is also customary to
speak of a chance variable as & universe and it is in this way that it is pio-
tured in Fig. 13.

In the dsvelop-
ment of the methods

considered in this 151 ‘

paper, we have de- r
5

fined a constant , X X
4

cause system to be 1

h
one such that it |"z [ l FUXAL Ao Ay

gives rise to a : i R s

chance variable or,

in other words, such T Y 1=

Continuous Universe

that it gives one or . L
the other of the typi- FIG. 13 - A YONDAMENTAL CONCEPTION IN SCIENTIFIC WORK
cal- universes shown in
Fig. 13.

Now, if we make n observetions of X as given by such a cause system,
we rget an observed probability distribution such as that indicated to the lert
of Fig. 13, where, of course, py represents the fraction of the total number n

observations having the value Xy, if the variable is discontinuous, or py
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represents the fraction falling within the corresponding differential range
about X4 if the variadble is continuous. In our future‘considerations we shall
deal only with discontinuous universes or chance variables because, even in
practice, it would not be possibles to observe a continuous distribution.v Beyond
this point, we shall not go into a consideration of the theory of causation but
instead shall leave this subject for discussion elsewhere.mﬁz

We are now in a position to invoke modern sampling theory to tell us
what we may expect to get in the way of certain functions of samples of size n
provided they are drawmn from a known universe. In the first three ecriteria
disoussed*above, we have assumed that the observed probability distribution for
the entire group of data constituted a universe -and have calculated the prob-
ability of getting certain functions of samples of size n within certain ranges
upon the basis of the assumption that they camefrom the universe charsacterized
by the average, standard deviation, skewness and kurtosis of the total group of
observed data.

Now, if we have a sample of n observations, we can characterize this
sample by msans of the above mentioned four functions calculated for the deta
of the sample. In addition to these, we might use any other function of the
observed data, such as the mean or the maximum plus the minimum divided by two
or any moment of the distribution and so on. Since we assume that the chance
variable is discontinuous and varies only within finite limits at least fqr all
the funotions whioch we have occasion to use, there is only a finite number of
possible values of any function obtainable from all of the possible samples of
size b that may be drawn from a given universe of effects of a given cause sys-
tenm,

Before going further, let us consider just a very simple illustration.
Suppose that the variable X may take on only the values, 1, 2, 3, 4, with equal
prodbadbilities of % as shown in Fig. l4a and suppose ?hat we take all possible
sets of four observations that the cause system giving rise to this chance
variable oan produce. Xor example, we might get the four values of X: 1, 1, 1, 1;
orl, 2, 3, 45 0orl, 4, 1, 1 and so on. In fact, just a little computation

shows that there are 256 such possible samples of four. Just a little arith-

metic shows that thé possible distribution of the averages of these samples of



four is givén by Fig. 14b. The distribution of mediens is given by Fig. 140

and so on for the other distributions therein indicated.

For the reader who is not familiar with moderh sampling theory it

would be intensely 11lluminating to carry through the simple calculations re-

quired to obtain the informeiion given in Fig, 14. If, however, this same

reader attempts to carry through

this operation for a sample of 1 st

size n=100, he will find that i 20}

the arithmetic labor involved is ob— 41— 0

almost prohibitive. It 13 just - Tatvecse e Diatribution of Averases

this difficulty, of course, that  ed 120

modern sampling theory gets a0t 80

around. In other words, the zof | ‘ ‘ \ 40 B l |

r::nda:ental :oncep:'iundjrlYing cc. Di:trib\zltionsof ;dtm 4. D!l:rtbu:hm G:f n“in‘

the theory of sampling is, as

illustrated by this exsmple, sor

extremely simple. Hence, in | ©

what follows, the reader should  *°f h l ® . | | 1‘ N

£ind no difficulty in following ¢ 20 1% e e e i
> Diesian Dovietion [ periniion mitiplies

the logic. by .6943

More specifically, )
given any universe of effects of % : \ \
a constant system of chance causes, ‘@ li' Jda I“.il l

0 1.0 1.0 2.0
there will be, in general, K dif- g. Skewness k b. Kurtosis

ferent possible samples of size n FIG. 14 - TYPICAL OF WHAT THE ANALYST CAN TELL 1N ABSOLUT T8O
which we may observe. It is
theoretically possible to set down the n values of X associated with each of
these K possible samples but, as we have already pointed out, it would take toc
long to do this by simple methods such as were used in obteining Fig. 14. Let
us assume that € is any function or statistic of the n data constituting a
semple., In general, there will be K values of @ corresponding to the K differ-
the function © in the case of Fig. 14b

as Indiocated

ent samples of size n. As an example,

is the average of the sample and the 256 averages are distributed
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in Fig, 14b. In a similar way for Fig. l4e, © is the standard deviation for a
sample of size four and the distridution of possible standard deviations is
tbhat given by Fig. l4e.

For our purpose, the important thing that sampling- theory does is to
show us how to ocaloulate the expected value 8 of a given parameter of a sample
of size n and certain functions of the distribution of this parameter. The
most important oharacteristic of the distribution of a statistic 8 so far as
our work is oconcerned is that of the standard deviation og of the statistic in
samples of size n.

Knowing the expected value, 8, of a statistic @ and the standerd de-
viation og of the same statistic in samples of size n, the beautiful Tchebycheff
theorem, derivable by the simplest algebra, shows that the probability P of ob-
serving a value of 8 within the range of -3 S tog is always equal to or greater
thanl--élz. That is to say '

1
P?_l-;'z'o

Now, 1f it so happens that the distribution of € is approximately nor-
mal so that the skewness and kurtosis of this distribution are approximately
equal to zero and three respectively, then we can saLy that the probability that
@ will lie within the range of & + tog 1s given by the normal law integral.

In the oriteria developed gbove we have cdonsidered the range corres-
ponding to t=3. Now we see that, for this partiocular value of t, the prob-
ability assooliated with the range is always greater than or equal to .8889 and
for a statistio distributed normelly it is .9973. _

Let us now ses how the four special criteria are derived.

Criterion X

Obviously we take the observed average,_ standard deviation and kurtosis
of the total of N observations as characterizing the average X', standard de-
viation o' and kurtosis Bé of a universe. Taking these values to .characterize
the universe, sampling theory shows that the expected values X and ¢ of averages
and stendard deviations of samples of size n drawn from this universe are those
showmn in the data sheet of Fig. 1, irrespective of the values X', o and‘ﬁé.

Similarly the standard deviations of these functions are those given on this
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same date sheet. We cannot, however, calculate the expected standard deviation

of the standard deviation in samples of size n except for the case when the as-
sumed universe is normal.z\fﬁ@d%

It follows that we may use Criterion I on a single observation X,
average X and variasnce % in samples of size n, irrespective of the universe,
and that we may use this criterion also on the standara deviation, i1f the uni-
verse is sufficiently near normel, as it is in most oases, to justify our use of
the expeoted value of the standard deviation and the standard deviation of this
standard deviation in samples of size n as known for the case of a normal uni-
verse.

The probability associated with the range 8 % tde for any one of these
statistics of a sample of size n may be estimated by means of Tchebycheff's
theorem. Of course, if the distribution in the postulated universe 1s prao-
tically normal, the probability associated with a sjtpgle observation will be ap-~
proximately equal to that given by the normal law. rf.rid

Tor the case where € is the average of a sample of size n we have a
very interesting situation since, irrespective of the distribution in the postu-
lated universe, the distribution of averages in samples of size n will be ap-
proximately normal. | For example, if Bl’X' and Bz—x- represent the square of the
sxeiness and the kurtosis for the distribution of averages of samples of size n,

' '
drawn from a universe characterized by 2; and sg, the following relationships

will hold:t
]
e
Blﬁ n
]
e 828 o
2 n

Even for n = 4, the values of skewness and xurtosis, as given by the above eque-
tions, for averages of samples of size n approach zero and three guite closely

for all the assumed universes with which we have had oococasion to deal, This

fact is very important because it shows that the probability associated with a

1.  Church, A.E.R.. Means and S ions of Small Samples,
l. Church, A.E.R., lMeans and Squared Standar:'d Deviat
Biometriks, Vol. XVIII, pp. B21-394, 1926, See particularly Page 3é4.
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given value of t is in the case of the average more nearly independent of the
ocharsoteristios of the universe than it is for any other statistic.. For ex-
ample, it is reasonable to assume that the probability essoclated with the
1limits corresponding to t = 3 for the case of averages is approximately .99
unless the universe from whioh the sample is drawn has very large values of
skewness and kurtosis.,

The correction factors as given in Fig. 2 for the determination of the
expected standard deviation and the standard deviation of the standard deviation
in samples of size n drawn from a normal universe are based upon the work of
Pearson.!
Criterion II

Underlying Criterion II there is a very simple philosophy. We start
out with the assumption that on the average a certain function d, as indicated on
the data sheet of Fig. 4, 18 zero if the observed data have been obtained from a
constant system of causes, whereas the expected wvalue of this function is less
than zero if not all of the m samples come from the same constant system of
causes and more than zero if all of the observations in a sample of size n do not
oome from the same cause system but each of the samples of size n are selected in
the same way from the different cause systems. For the purpose of our present
discussion, we may say that on the avérage d 1s less than zero if the cause sys-
ten is changing from sample to sample and greater than zero if the cause system
changes from observation to observation within a sample but all samples of size n
are chosen from the same set of cause systems.

It follows naturally that even though m samples of size n are drawn
from a constant ceause system, the observed value 4 may not be zero. In fact, 4
itself is a ochance variable, the distribution of which is not iknown. However,
en epproximation to the standard deviation g3 of 4 based upon the assumption
that X itself is distributed normally can be obtained by making application of

some recent sampling theory. It is this value of standard deviation of d that

1. Pearson, Earl, On the Distribution of the Standard Deviation
of Sma
Semples, Biometrika, Vol. 10, Part 4, 1915, Pp.522-529, n
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bas been used in applying the criterion.l

Since, in general, X is not distributed nornally, the standard devia-
tion obtained by the method given 1n‘ the test is obviously in error. Further-
more, since we do not know the skewness and kurtosis of the distribution of 4,
we must fall back on the use of Tchebycheff's criterion to give us the lower
bound to the probability associated with the range corresponding to -l%% - 3,

In the. face of these limitations, however, the oriterion is one of the
most powerful in the stoock in trade of the analyst,
Criterion III

0f course, it will be recognized that the basis of this oriterion is
the assumption that a multiplicity of causes, each of which produces practiocally
the same effect as any other upon the variation of a quantity X, will give an
approximately normal distribution of X if the number of causes is large enough
and all the causes act independently. We must hasten to set down, however, two
very definite limitations to the use of this oriterion.

l. It can easily be shown that we may have a distribution composed of
a set of observations arising from more than one constant system of causes and
yet obtain a negative test by means of Criterilon III. In other words, 1t is
admittedly easily possible for the method to fail to detect ocauses whioch should
not be left to chance although such failure is very unlikely as becomes apparent
when one considers the engineering conditions which would have to be fulfilled in
such a case.

In our own work we have found a negative test only in four instances.
In every one of these cases, since the test was not absolute and since the
problems were of such great coumercial importance a search waa made for assign-
able oauses of variation regardless of the fact that the test was negative. In
not a singie one of these four instances, however, did we find assignable ocauses
of variation,

2, It is also possible to set up a theoretical ocondition under which

we would get a positive test for the presence of causes which should not be left

ily from a slight extension of the
"Probability™. In
I acknowledge the

1 The formula for d may be obtained eas 1
’ work given by Coolidge on Pages -66-70 of his t{oglfognc
obtaining this extension and the standard devia as

helpful cooperation of Mr. F. W. Winters.
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to chance even though all of the data come from a system of causes which should
be left to chance Our own experience has shown, however, that in the numerous
oases where we have found a pbsitive test, we have always found causes of varia-
tion whioch should not be left to chance.

The limitations of this test lead us to emphesize once more the point
which has already been made viz,, that date should be taken in such a way thatv
either one or both of Criteria I and II can be applied, thus pracfioally obviat-
ing the necessity of relying upon Criterion III.

Criterion 1V '

Little more need be said about the use of Criterion IV. 1t is of in-
terest, however, to know that, if the causes of variation in each of two quan-
tities X and Y produce equal effects end act independently one of another, the
ocorrelation coefficient r is a measure of the commomness of causation. 1In
other words, if m causes are common, where there are m+n causes of variation in
one of the two quantities and m+s causes of variation in the other quantity,
then

TP = —n
s/I+n Jm+s

As has already been pointed out, Criterion IV may he used even though
all others have failed to reveal the presence of assignable causes of variation
in either X or Y. Under these conditions, the correlation coefficient r would
have the meaning given by the above equation. It is for this resson that in
those cases where we appeal to Criterion IV we are often justified in giving
this physiocal interpretation to r. O0f course, it is not possible to givk such
e simple physioal explanation of the correlation coefficiert r in the majority
of problems where it is applied outside of the field now under considera.tion.]}‘{

Assurance Given by the Criteria '

It will have been observed that, in the application of Criteria I and
II, we said that a thing must be left to chance if the probability that it could

bave arisen as a chance fluctuation under the assumed sampling conditions wes

less than a ocertain amount. In the seme way we have made the empirical choice

of probabdility .00l in the use of Criterion III. As a case in point, we say

- e es eeee ® e e % e % T e Em e Em e e @ E owm o oem o o e oEm e e e e ow w e e as

1. This point and all others dealing with the interpretation of phenomena
in terms of systtms of causes will be the subject of a paper appearing
¢lsewhere,
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that, a thing should not be left to chance if -l-% is equal to or greater than 3,
Naturally the cholce of three is empiricel in just the seme way that there is ng

absolute criterion for determining what probability is high enoligh to make it

necessary for us to take action. TFor eéxample, in the game of chance it 1s up

to the player to determine how much risk he is willing to take, Evidently, if
we set limits in such a way that the probabilit& of looking for troudle even
though it cannot be found is high, we may in this way waste a lot of time and
money. On the other hand, if we set the limits in such a way that we get a
negative test, we may readily overlook sources of trouble whioch should be dis-
covered. Our own experience indicates that in the majority of problems the
empirical choice of probability employed by the criteria is satisfaotory.

Of course, in certasin problems of research one may be interested in
reducing the limits of fluctuation of & statistic so that there wiil be a fifty-
£ifty chance of finding an indication of trouble even though it does not exist.
In certain instances we may be willing to reduce the limits still further.

Let us consider an illustrative case. The operation data for a oer-
tain gas plant for one month expressed in terms of arbitrary thermasl units per

cubio foot of gas produced from oil by oracking are given in Fig. 15, in the

order 4n which they occurred, Ideal op-
N e

eration calls for as high and as nearly ol . .
constant a value as can economically be %"‘ . . . . . L
obtained. ’ é o2n ° v ¢ . : . ¢

The following question was °°°. . .

1 8( 8 7 ® 1 13 18 1Y )¢ 1Y ) [} " o M

raised by the Director of Research of the oy

7IG. 16 - SHOULD SUCH FLOCTATIONS ME LEFY 1O ORANCE?

learge organization interested in these
results:- "If I understand the methods of statistics oorrectly, it should bde
possible to determine from these data whether a large or a small number of causes

are effective in producing the observed fluctuations and hence whether or mnot it

t a marked improvement in the produoct gould be

Am I right in

should be reasonable to expect tha
-arfeoted by controlling one or more of the causes of variation.
this interpretation of the possibilities of statistical methods?”

This problem is quite similar to the first one discussed in Part II,

' t
except that we are dealing with fewer observations. Grouping the observations
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into seven samples of four each, leaving one sample of size three, and making
application of Criterion II, we find that

JEL = 10940

Ga

That 18 to say, we feil to get a positive test for the presence of
causes which should not be left to chance in the sense discussed in Part II,
However, had the cause system remained constant the prohability of getting a
value of this ratioc as large or larger fhan that observed is only about .052.
Hence, 1t appears to be very unlikely that thev cause system was constant and
sinoe it is so important to eliminate all causes which should not be left to
chanse in this particular problem it was decided to lock further for trouble.
This soction was also qualitatively supported by the fact that the observed dis-
tridution of the thirty-one values was such that it might readily have come
from & rectangular universe which, if true, would have necessitated the presence
of causes whioh should not have been left to chance.

This problem is only typical of many whioch arise in engineering re-
search and development. Thus in the early stages of production it often be-
comes necessary to reduce the limits so that causes which should not be left to
chance will be more readily discovered. Then later, after the process of pro-
duotion has become well established, it will likely be found that the oriteria
as suggested will prove satisfactory.

Genergl Considerations .

Obviously other criteris might- he: established, We may illustrate this
point by oonsidering Crit':erion I. ‘What this criterion really depends upon is the
estimate of the probabilit.;y,.of getting a value oif some function such as average,
standard deviation, ete., of the dat# in a Saﬁﬁie of size n lying outside a
certain range, provided this sample came from a constent system of caﬁses char-
acterized by X', o', k' and b;‘ of the total group of observed data. 0f course,
it {s very unlikely that the values of average X', standard deviation o', skew-
ness k' and lurtosis 5'2 observed for the total group of N observations will be
identiocally equal to these same functions of the possible universe of effeets of

the csuse system assuming the cause system actually to be constant.

We might, therefore, attempt to set up oriteria which would detect
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when a sample cannot reasonably have come from the assumed constant but unknown
system of causes, Here you see we get ix_u;o the trouble of trying to ocorreot the
observed values of average, steandard deviation, skewness and kurtosis so that
they will give us the true values corresponding to the unknown constant system
of causes, This is a problem fraught with many difficulties and so far as we
know the hope of rigorous solution is very faint indeed. Even though we ocorreo-
ted the factors by any ochosen method, all that we could rigorously say would be
thaf._ the conclusions would be true if our method of correction were the right
All of this means, simply, that any criterion merely states the

following proposition: If so and so is true, then something follows. This is
exactly the same situation that we have in all engineering and scientifio work.,
For exsmple, after a man has designed one of the modern suspension bridges, all
t‘hat he is justified in saying is that the bridge will support the load that he
says it will support if material behaves as the assumed laws of physics and en-
gineering say it will behave.‘gffs'ls
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