ANALYSIS OF TWO-WAY DESIGNS

By J. ROY and K, R. SHAH
Indian Statistical Institute
SUMMARY. Mothods aro given for analysis of general two.way dexigns with recovery of

information from row and col trante, using additivity of plot and effecta and the phyaical
fsot of randomisation, Column-balanced designs are discussed in particular with & pumierical {llustration.

1. INTRODUCTION

Designs for two-way elimination of heterogeneity have been considered by
various authors: Bose and Kishen (1939), Fisher (1936), Rao (1943, 1946), Yatea (1937),
and Youden (1937). A general method of analysis under the so-called fixed effects
Normal model was given by Shrikhande (1951). The purpose of this paper is to
validate Shrikhande's (1951) results and to derive methods of combined estimation
after recovery of information from row and column-contrasts using only the assump-
tion of additivity of plot and treatment effects, and tho physical fact of randomisation

To estimate treatmont effects, threo sots of contrasts namely, row-contrasts,
column-contrasts and interaction-contrasts are introduced and their distribution
induced by the domisation considered. These contrasts are all uncorrclated.
But sinco the contrasts in differont seta have difforent variances, it is not possible
to combine them effoctively unless tho ratios of theso variances are known, Therefore,
best linear unbinsed estimates aro obtained first from int 1i rasts only,
in Section 3.1, The equations for estimation turn out to be the same as those obtained
by Shrikhando under the Normal model.

Tho equations for combined estimation after recovery of information from
row-and column-contrasts are given in Scclion 3.2. Methods for estimating the
variance ratios that aro required in this problem aro given in Sections 4.2 and 4.3,
Tho analysis of variance is shown in Section 4.2, Conditions under which a two-way
design compares favourably with the corresponding ono-wny designs are examined in
Soction 6 and tho rolative efficiency-factors worked out.

Though the analysis requires rather heavy computations in the genoral enso, it
is shown in Section 8 that if the columns of the design, ignoring rows, form a balanced
incompleto block design the analysis is much simpler. The special easo whero columns
aro balanced and rows partially balanced is discussed in full and a numerical oxamplo
is given in Soction 8, All derivations are given in Scction 7,
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2, PRELDMUNARIES

21, The additive model. Supposo there aro ma plots or experimental units
(ew’s) on which a comparative trial involving v treatments is to Lo carried out. The
cu’s are arranged in & m X n two-way classification, so that each ocu is determined by
a pair of co-ordinates {f,u) t=1,2,...,mi u=1,2,..,n Withtho (I, u)-thon
is associated & number x,, to be called the plot effect and wo assume that if the k-th
treatment is applied on the (f, ¥)-th eu, tho 'yicld" would bo z,+0, whero the
parameter 0, is to bo regarded aa tho effect of the k-th treatment; k =1, 2, ..., v. This
is the tled additive or no-i ion model. The purpose of the experiment ia to
compnro the 0's.

Wo now define

p =3 Zz,fmn, tho gencral mean,

o} = S p}f(m—1), tho between-row varianco, e (21)
o3 = = y¥(n—1), the between-column variance,

o3 = £ S yif[(m—1)n—1)], the interaction variance,

where p, =Lx Tu—l, Tu= ls 2, — e and 1, = 2,,—p,—y,—pr. We shall write
n . m o
w, =0k} i=12 .. (2.2
for the ratios of tho variances.

2.2, The design. Tho treatments are allocated to the eu's in tho following
manner, First a two-way design, that is, an arrang: of the v t 3 inm
rows and n columns is taken. The design is thus completely charactorized by the
numbers €, § =1 Lmij=1,2.,m k=1,2..0v where €, =1 il the
k-th trentment occurs in the interseetion of the i-th row and tho j-th column of the

n
design ond €, = 0, otherwiso, Tho k-th treatment thus occurs in my = F’“m

=
positions in the i-th row and in »,, = ¥ ¢, positions in the j-th column. We shall
i=1
restrict ourselves to equi-replicate designs, that is to those designs, where each treat-
ment occurs altogether in r positions, Thus £ my = Zmy=r and of course,
i k)
%m,, =, }.;. ry;=m. Woshall call M = ((m,;)) and N == ((n,)) the row incidence-

matriz and tho column incidonce-matrix respectively. 'Tho rows and tho columns of
tho design are then allotted to the two ways of classification of the cu's indepen-
dontly and at random.

2.3. Conseq of randomisation. Let us denote the yicld of the eu
corrraponding to tho i-th row and the j-th column of the design by ;. The randomisa-
tion procodure ensures that

Elyg) = p+ ‘il ity e (23)
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and that
%) ot (4= Lot + 4-1) (85—L)ot ... 2.0)
where 8, ix the Kroneckor aymbol, &;. = 1{0) if & =i'(i £ ¥').

2.4, A lincar transformation. Sineo the y,)'s are correlatedd, it is convenient
to make a linear transformation and obtain uncorrelated random variables, For
this purpose, wo use tho following definitions. A linenr function of the form
I=2 Z1;y,isnid toboa contrast if X X1, =0. Acontrast ! ia snid to helong
to rows, or simply called a rowc-contrast il I, = 1y = ... = L holls fori = 1,2,...,m.
Similarly, & contrast I is xnid to be a column-contrast if I, = Iy = ... =1,,; holds for
j=12..n A contrast I is snid to belong to internction or simply called an
tnleraction-contrast if .‘.EI,, =0for j=12,..,2 and ?l“ =0for =12, ..,m

cov (!Ilp.'h-)') = ( &y~

A contrast | is said to bo normalised if £ I =1. Two contrasts ! and I' =
I I Iy y;y nro said to bo orthogonal if T ;I = 0 bolls,

I€ then we make a lincar transformation from y,/'s to (i) G* = @/y/mn, where
G =X Ty, is the grand total, (i) a set of (m—1) mutually orthogonnl normalised
row-contrasts (i) a set (n—1) mutually orthogonal normalised column-contrasts,
and (iv}) a sot of (m—1)r—1) mutually orthogonal normalised interaction-contrasts, it
can then bo shown ag in Section (7.1) that the transformntionis orthogonnl and that theso
transformed variables aro uncorrelated; tho variance of any normalised row-contrast
being not, the varianco of any normalised column-contrast Leing ma§ and that of any
normalised interaction-contrast boing of. Since the expectation of cach contrast
is a linear function of the 8;'s, the metbod of least-squares can be used for purposes of
estimation.

2.5. Notation. We shall writo R, for the total yield of the i-th row, C, for
that of tho j-th column, and 7', for that of the &-th treatment; thua

n " = a
R’ =,§l Yi Gy "El yy and Ty =I_5| 1:.:: €ijt Yige-

We shall use the matrix notations: R =(R,, Ry, ..., R) C={C,, C), ..., C)
T=(T, Ty Ty) and 8=(0,,0, .., 0,). Also, & matrix of the form pXgq
with all elements unity will bo denoted by E,,.

If A is a positive semi-definito matrix of form a X a and rank b, it has b positive
Iatont roots, say a;, i = 1, 2,...,4. Lot E; of the form 1xn bo a Intent vector of A
corresponding to tho latent root a;, § = 1,2, ..., b such that §; £ =4, Then the

L]
matrix A® = '.‘: ;lﬁg‘will be enlled a pseudo-inverse of A, in tho sense of Rao (1953).
=t &

3. ESTIMATION OF TREATMENT EFFECTS
!

3.1. Estimation from 1 i 1 . Since row S,

t and interacti trasts have diflc variances, it is not convenient to
use thom simultancously for eatimation of treatmont effects in an eflicient way unless
the rolative magnituades of theso variances are known, Vo shall, therefare, consider
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first tho problom of estimation from interaction-contrasts only. Recovery of infor-
mation provided by row-contrasts and column-contrasts will bo taken up in Section 3.2.

As we havo pointed out in Scetion 2.4, any set of (m—1)x(n—1) mutunlly
orthogonal normalised interaction-contrasts aro mutually uncorrclnted and each of
them has the samo variance of. Also, the oxpectation of each is a linear function of the
0,'s. Conscquently, tho method of least-squares can bo used to dorive linear unbinssed
estimntors with minimum varinnco {*best’ ostimators) of lincar functions of treatment
effects.  As will bo shown later in Section 7.2, tho mothod of least-squares gives the

equations:
0K =0Q . (30)
where tho elements of

o=T-rra-Llevy P, - (32
n m mn

are called the adjusied yields of the troatmenta and

1
=rl—— ’ — o (3.3]
K=rl - MM — NN+mn E. (3.3)

will be called the coeficient-matriz of the two-way design.

Since KE,, = 0, rank (K) € v—1. A two-way design will bo said to be
doubly connected if its cocfficient matrix K is of rank (v—1). In whatever follows,
we shall assume that the two-way design is doubly connected.

It is well known from the theory of ]caubsqunres (see Rao, 1952) that any

linear parametric function of the form © = X I, 6 m!h 2 I, =0 ndmits lincar

unbinssed estimators, and amongst them the one with minimum variance is T = Z 1ty
whero ¢ = (4, 4y, ..., ;) is any solution of (3.1). To obtain tho variance of 7' express

it in tho altornative form 7'= £ my @, and then V(T) = (‘i 1, mp) 0%,
=1 -l

It may be notedl that tho equations (3.1) aro the same as obtained by Shrikhande
(1051) from the so-called 'Normal' model, Tho present approach demonstrates the
robustness of this procedure and is aesthetically more satisfying to the authors.

3.2, Recovery of information [rom row-conirasts and column-conirasts. In
the previous section, we had simply thrown away the row-contrasts and tho column-
contrasts, If tho ratios w, = ¢3fo}, i = 1,2 are known, the method of weighted
least-squares can bo applied on all the threo sets of contrasts simultancously. If the
weight for the normalised interaction-contrasts is taken as unity, the weight for
normalised row-contrasts will bo wy/n and that for normalized column-contrasts will
bo wy/m.  As will bo shown in Section 7.2, the method of weighted lenst-squarea now
gives the oquations :

R=0 e (3.4)
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whero
_ " v, 1G A,___A,
=T —_T_K-RM TSCN""{:Tn - m+A‘)E,, e {2.5)
Korle o M= e NN o 1= o s, ) B 00
snd A= a0 e (37
n—i, m—icy

Thon the bost estimator of © = © 1, 0, where ¥ I, =0, is giv} by = N (AN
i=1 = ka1
whore § = (§, # ..., fy)is any solution of (3.4), ‘The varianco ul' P is most ensily
obtainod by writing it in the form .‘.. m,Q, and then F(T) —( I,m,) a3
Gonerally, however, tho parameters 4, and A, would be unknown and
estimates D, and D, for thom may havo to bo substituted. In this ease, of conrso,

tho *bostnoss’ of P as an estimator of © would no longer hold, but conceivably if

D,, D, nre at all good estimators of A,, Ay; T might yut be better than T. Methods
for estimating the A's are given in Scction 4.2,

4. ANALYSIS OF VARIANCE

4.1, Analysis of variance of inleraction-contrasts. To cstimate of and to cnrry
out an omnibus test of zignificance of trentment differences, tho analysis of variance
is to be done as shown in the following tablo.

TABLE 4.1. ANALYSIS OF VARIANCE

sourco dogroos of froedom xum of squares
[8}] {2) Q)
. . | @
roww (unadjustod) m=1 Sy = ;El R} o
" . 1= o
columns (unadjusted) n—-1 55y = = E o] —-—
v
tecatmenta ‘Adj\nkﬂd for v—1 S5y = X Qitt
rows and columns) =
error r=(m=1)n—1)=(o=1) 5S¢ = 55755
inturnction (m=1)n—1) S§7 = $§p=8Sy — 58,
total ma=l SSp = 5 S0

A
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An unbinssedd  estimator of ¢f is providod by tho orror mean squaro
M8, = $8,/v. To examine tho significance of trentment difforences, ono may uso the
customary ratio of mean squares JS,/)S, where M8, = SS,/(v—1) is the
treatnient mean square. ‘The sampling distribution of this statistic under randomi-
sation, whentho trentment effectaaro identical, is usually approximaied by the Snedecor
Fuistribution with (v—~1) and v degrees of freedom. The accuracy of this approxi-
mation is under investigation.

4.2, Estimation of weighta for use in recovery of information. An estimato of
A, = nolf(noi—a3) can be obtained aa in the caso of incompleto block designs by
considering the expectation of 85, the adjusted row sum of squares, To compute
88, one has to carry out another analysia of varianco ignoring rows, Let t, bo any
solution of the fellowing equations in 8

9K, =Q, )
whoro Q= T-Tl'; CN’ and K, = rl—.'!"_ NN, . (42
Thon 88y = §S3458,—Quti. . (43)

Wo shall show in Section 7.3 that writing M S, = §85/(m—1) for the adjusted
row mean square, the expectation of 3/8, is given by
E)Sg) =1+ (n—a))fd)) o} e {44)
where ay = ir K]M M'f(m—1) v (4.5)
in which tr denotes the trace of a matrix and K] is & psoudo-inverse of the matrix K.
Consequently, we can take

Dy = (n—a,MMI§, e {4

' S0, “o
as an estimator of A, in the senso that the ratio of the expectations of tho numerator
and the denominator of D is equal to A, An estimator D, of A, can bo obtained in
like manner.

4.3. A positive-definite estimator of 0. 1f (4.4) is used for estimation of of,
tho estimate might on occasiona turn out to be negative, We proposo here an alter-
native proceduro which is applicable to certain types of designs and has the advantage
of providing a positive-definite estimator of of.

As will be shown in Section 7.2, tho least-sq iong for estimation of
0y's from row-contrasts are

o par— 55_) = (RM’—%’ E;). . W)
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If t* ia any solution of the above oquations in 8 and if
p = runk ( M M'—:’-"- E, ) <m—1 o (48)
the residual sumi of squures in the analysiy of variunce of normalised row-contrasts
can be used to cstimato o} Thus,
(‘}Ellli—(i'/m) —RM't'*
n{m—1—p)

is » pusitive-definito unbiassed extimator of @f. Tho corresponding estimator of A,
is D} = nSyf(nsi—IIS,).

"
2=
Lt

e (49)

5. Erricizxey
It is known [Kompthorne (1936), Roy (1957)] that tho mverege variance of
intcruction estimators of differonces of tho type 0,—0y, is 203/h(K) whero K is the
cocflicient-matrix of the design and A{K) denotes tho harmenic mean of the positive
latent roots of K. If instead of the two-way design, a ono-way design using
columns as blocks woro usod, the averago varianco of intra-block estimates would then

1 - 1
2 JELE % | . =r- L1 NN

be 2 [( 1 m )v,+o;]/ln(K,) where K, =rI w NN'. Asa mensure of the
oflicienoy of the two-way design in comparison with tho one-way (column) design, we
proposo the rativ of the reciprocals of theso average variances. This turns out to be

= e e (1)
whero e = IK)/(K,) will Le called the eficiency-factor of the two-way dexign relutivo
to tho onc-way design using columns as blocks and ¢ = 14+ Ai .

1

It will be shown in Section 7.4 that the relative efficiency-factore 1. Couse-
quently, tho two-way design is eflective only if ¢ > Ife. This parameter ¢ can Lo
estimated by substituting tho estimato of 4, as obtainvd in Section 4,

6. TwO-WAY DESIGNS WITH COLUMN BALANCE

A two-way design will bo said to havocolumn balance if cach treatment oceursin
a column at most once, and any pair of treatments occur together in tho same number,
say A, of columns; or in other words if tho columns of the design regarded as blocks
form a Balanced Incomplete Block Design. A column balanced design is said to bo
& Youden Square if -tho row incidenco-matrix M = E,,, and an extended Yauden
Square if M = pE, where p is a positive integer, p 2 2.

Slhrikhando (1031) claims that all known column-balanesd designs can bo
arranged in rows in such & way that (i) a partially balanced association schemo with
two associoto classes can bo imposed on tho treatmonts and (i) the mr's satisly :

e CE=4
g My = . X . (61)
¢ e kL aro u-th associales; nw=1,2,
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For a definition of a partially balanced associntion schome, the reacler is relerred
to Boso aml Shimamoto (1952).

If ey 5 pry, the designs satisfying (6.1) are said to Lelong to tho elass ¥,
{Shrikhando, 1951).

The analysis of designs belonging to the class Y, is particularly easy, heing
similar to that of partially balanced incomploto block designs with two nssociate clasces.
The analysis based on only tho interaction-contrasts under the ‘Normal' model is given
by Shrikhando (1951): here wo give tho compiote analysis including recovery of infor-
mation from row and col rasts,

For tho paramoters of tho partially balanced association schemo, wo shall
uso, tho standard notations pfy, n;; i,5, k=1, 2. Let now,
Av_ 1
= (Ho—ps)

=L o
b= Y (#—pa) v (82)
¢ =ph—rh
d=m-pj

Then o solution of the equations (3.1) for a design of tho class ¥ turns out to bo

1 = [A Q+5S,(QN/D . (8.3)
whore S, denotea jon over first i and
A =atbe
(6.4)
D =ad—b4d.

Since tho variances of estimates of treatment differences are given by
[2(A—0)/D]ed, if k&' are first associates
Vity—tp) = )
[24/D)od, otherwise
tho relativo efficiency factor of this design turns out to bo

— m(v--1)D .
¢ = Mo-Dd—nd) . (6.5)

For combined estimation, a solution of tho equations (3.4) is

ll = [‘l ok+5 sl(ék))/b o (6.0)
whoro A =a+be
(6.7)
D=ad-bd
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Avtrd, 1

and a= e n+A.U’°_l")

(6.8)
b= —L (s
nta, 2
To estimate A, we nved a solution of (4.1) which in this easo turns out to bo
= % Qu

where @, s the &-th clement of Q, dofined by (4.2).  An eatimate of A, is obtained by
putting
= Mste=r 9
il TPty we (09
in the expression (4.6) for D,.

Similarly to estimato A, we nced M S, the adjusted column mean aquare
given by

(n—1) MS, = SS5+88,~Qut'y (6.10)

t3 being any solution for 8 in
8K, = Q, . (6.11)
whers Q= T—% RM and K, =11 _% M, e (812)

In this caso t, = ({3, ... y) is given by
tu = (4'Qu+bS[Qu)ID e (823)

where A= A4(r=A)m and D’ = (a4(r—2A)/m]A’—b'd. An estimato of A,
is given by

_ (m—a,)ALS,
D= e o (819)
whero 0= %)J_AD',—_"M, e (815)

Tho derivation of {6.9) and (6.15) ia given in Section 7.5.

7. DERIVATION OF RESULTS
In this soction wo prove somo of tho results stated earfior.
7.1. Some lemmas.
Temma 1: If W®, 4, a=1,2,..,m; j f=1,2, .., n arereal numbers

chosen 1o salinfy : (n) S IR 18’8 = 8,,. 8syr, where & is the Kronecker symbol,
i
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(6) U™ = 1fy/mm, (o) Ig™ = g™, & = 1,2, oy m—1 and (d) I = 5", f=1,2,

wuy =1 then we have:

L 1 1
N e gy o L a1
.-_'l'st g = "("u m)

ey oy = L _1 7.1
,2.'1“’ I m( &y 1l) a0
m-] m-] 1 1
LN M jef) — . ——
-E'l P fgm tep ( G )( e n)
né o whenff=F=n
and S S pm s g, =
v er 6" 0 otherwise
mépg when a =a’' =m
LM e = . (1.2)
y o 0 otherwise
'2;. ”2’ Tam [e8) 81 8y = Bpur Sppo.
Theso follow easily from the proportics of orthegonal matrices,
Lemma 2: Lot Z,p = E. 5"y Then
!_ (mapdr £ 0) whenoe=m, f=n
E(Zup) = Vo ¢ e (13)
X as® O, othenirise
g
where alsd = 1‘; 1P 6y
Also, theso Z,p'a aro mutually uncorrelated and thoy have varinncos given by
0 ifa=m; f=n
not ff=mna=12..m=1
Plg=4 (1)
mo} fa=m; f=12 vy t—1
of ifa=12.,m-1L=12., n—1.
Theso results aro abtained by direct F fon using the expectations and covariances

of "/g‘}" givon by (2.3) and (2.4) and tho propertics of I{j"'s given by (7.2).
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Lommn 3: With Z,p and a{#?’s as defined in Lemma 2, iwe have

. "G 13 a4
CGe= X Zun o = - & mul— 0

1 2
() = N -~ e (U
s O = n,, C; el (7.6}
Q, T aeP =T LI L 0, Ct =
h =20 5 e Ty el B Gy m

=1 1~
,=La"‘n'.")=-—$m Myeg— —
Tie ol § i ™ oy M

rt
S"” I8 = ). LM ey . (1.6)

Yo =
2’ ‘ mn

welnml 1 n 1= ”
L= % d®afh) =l —~— X my,m,. —-—-L —
Yo == 08 f Rl m o My mert o

Theso reauits aro obtained by direct

I ion wsing (7.1} and (7.2).

1.2, Derivation of least-sq quali According to tho method of weighted
lenst-squarcs, wo have to minimiso T W—;»—) {Z,8 —F(Zp))?, where the summation
“a g
is ovor all valuea of &, § oxcept @ = m, £ =n. On wultiplication by o3, this reduces
to minimising

L="E Y(Zs ~EZug)F T [Zun— B )42 T (Zug—EZap)].
a=l =l o2 L n g= b o m pey d hd

Equating the partinl derivativo of L with respect to 0, (k= 1,2, ..., v) to zoro, we get
the equations:

5 L AL B oo e
E (AR v 200 ) 0 = 042020 .
=12..9v
whero Q; and yu, ote., aro given by (7.5) and (7.6). This, in matrix notation ia our

equation (3.4) for combined estimation. To obtain the equation (3.1) for cstimation
from intoraction-contrasts enly, sot w, = wy =0 in (7.7). Similarly if we want

. 2 v 9 . ]

catimates from row-contrasts only, the equations would be X ¥ip 0, = Q; which, in
Fal

matrix notation, is our equation (4.7).
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1.3.  Expectation of the adjuated row swm of squares. Sinco tho adjusted
row sum of squares SSy defined by (4.3) is invariant lunder the transformation

.
¥y = _-,_‘---.El €t Op, ita distribution and thereforo its expeetation doea not involve 0,s.

Consoquently in computing E(SSz) wo can ignoro the terms jnvolving 0,'s. Now,
since

E(S8y) = (m~—1)not+terms in 0,'s
and E(88,) = (v—1)od+terms in O,'s v (7.8)

it follows from (4.3) that all that wo need now to compute E(8Syg) is E(Q, t;) whero
Q,, t; are defined by (4.1) and (4.2). Let K} bo a pacudo-inverse of the matrix K,
defined by (4.2), #0 that a particular solution of (4.1} is t, = Q,K]. Hence

E(Q, 1)) = E(Q,K] Qi) = E("(K] Q1 Q)]
=K} E(Q/ Q)]
= Ir K} D(Q,)+terms in 08 e {1.9)

whoro D(Q,) stands for the dispersion matrix of Q,. To compute D(Q,) wo express

rE.,
m

Q, in tho form Q, = 0+;l‘ R (l\l'- ) Since the elements of Q aro interaction-

contrasts and those ol‘Tl' R ( M’—'%"?) are row-contrasts, these are uncorrelated,
and thereforo D(O,)=D(0)+D[—’l' R(M'—'%")]. Since D(Q)= K o} and
i

D(R) = (I‘%) no}; wo get on simplification
2
DO) = ( Kt Tke ) gpyaar (ot -2). e (100)

Using (7.8), (7.9) and (7.10), wo got finally
E(SSp) = E(SSR)+E(SS,)—E(Qiti)
= [n{m—1)—tr K;MM')o34-(ir K} MM')o3/n
from which (4.4) follows.

7.4, Relative efficiency faclor. To provo that tho relativo cfficiency factor
¢ defined in Section 5 cannot excecd unity, wo nced the following result in matrix
thoory.

Yomma: Jf A and B are positive-definite malrices of the same order and
G = A—B is positive definite (semi-definite), then D = B-1—A-1 is positive definite
{aemi definite),
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Proaf: Wo obscevo that if P and Q aro symmotric matrices of the same ordor
and P is positive definito, a y and sufliciont lition for Q to bo positivo
definite (semi-definito) is that the roots of the detcrminantal equation [Q—-AP| =0
are all positivo (non-negative). Now, tho determinantal cquation [C—AA| =0
is equivalent to tho equation [D—AB-}| = 0. This follows by pre-an post-multiply-
ing the former cquation by A-) and B-? rexpectively.  Also, G being positive definito
(somi-definite) implics that tho root A aro all positive (non-negative) which in turn
implies that D iy positivo definito (semi-definite).

Noxt consider a (s—1)xo matrix P eatislying PP’ = L and PP =15

Sinco onr design is doubly connected it follows that A =PK,P’ and B = PKP’
are both positive dofinite and A—B =%PMM’P' is positive definite or somi-definite.

Now H{K)—H(K) = H{A)=H(B) = (s—1) (m%—"—;_. j

(v—1)r(B,'—A"))
= TrATYirBY) >0

from which it follows that e < 1.
7.6, Estimation of teights for lwcoway designs reith column-balance,
" . A E . . m E+
Since in this case K; = ﬁ[ l—;]. wo easily get Kj = /\_u_[l—; I Heneo
K} MM’ = :1” AIJI’—'% E from which (6.9) follows very easily using (4.5).
Since NN’ = (r—A)[+AE, wo have rKiNN' = (r—2) Ir/R;. Nowif t = Q,Y
be any solution in @ of the equations (6.11), it can bo ghown that

K3 = lr(Y)——:(wm of all eloments of Y). Sinco (6.13) provides a solution of tho
equations (6.11), (6.15) follow immediately.

8. NUMERICAL EXAMPLE

Table 8.1 gives tho yickls and tho lay-out of & design of the ¥, claxs with
indicated by numbers within brack

TABLE 8.1. YIELDS AND THE LAY.OUT AT A DESION OF THE ¥, CLASY (WITH
TREATAENTS INDICATED BY NUMBERS WITHIN BRACKETS)

f\l ) H 3 ‘ 5 [ 7 8 [ 10 ”

¥ Ho.I 1018 112.2 133.9 1165 18D.2 100.3 132.7 178.0 1.0 14096
@ @) [t (U] ) () &3] (&) (&) n

H J02.6 20,2 80,5 7.4 1030 M35 138.3 l04.9 1333 819 1130
oy © (£} ) 3) 8 ) L} L] @)

3 155.0 163.8 138.3 Jil.0 79.8 )40 lol.2 130.01 155.8  1OT.1 1383.2
(®) &) {0) 3) ) ) D] [t (&) )

5] 308.6 430.8 340.0 3920 0.2 4733 400.3  J05.7 d07.1 3.0 WLy

11
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The parametors of the design aro : m =3, n=10,v =0, r=5,A = 2,

Mm=ln=4 pe=9, =09 p=8 pl,=0 pj=0

Av_1 1
= #’_T(,,,_,l,) =39 b=—(m—pm) =01

c=ph—rhi=0 d=n—ph=1
A=atlbc =390 D =ad-ld =152
Tho computational details of estimation aro given in Tablo 8.2.

TABLE 8.2, COMPUTATIONAL LAY.OUT FOR INTERACTION ESTIMATES AND
COMBINED ESTIMATEN

troat- lol agwo- Tp (R IChk mnQy mnDi mQx  nQu aD'ty LN Dig
menkl.chh-ol’
k

n @ & W (5) ©) (7 8) {0} (10) {(n (12)

1 3 683.2 6640.4 18571 —P0.2 —35i3.4 —107.5 —81.4 —I003I —3T.12 —143.29

2 4 023.9 O397.6 1936.1 —1462.8 —5748.0 —84.4 —838.6 —3236.3 —SH0.MN —202.24

3 1 639.0 0040.4 10598 1233.9 4717.8  100.8 WL 1156.3 39.20 15382

4 2 as0.1 6807.0 20224 —430.8 -—180L5 170 —9o.6 —530.2 —13.43 —58.85

1] [ €263 6330.0 21%.0 --127.0 —32L.7 —oOLl 333.0 17301 =041 m

[ 5 7314 6330.0 2120.0 1730.0 6757.7 123.2 PRE.0 4834.9 61,92 298.63

4148 100 = 30 = [ o0 o o o o o0
{014.8% 1204440

(Rl = = mpg R, [Cle = 2 myy C 2 maQs = mnTy—m{Rh—n{Ch +rG;
omDig = AsanQy+5S, (mnQrk mQix = mTi-(Chs
7@ = nTi—[Rlt i nD 'ty = A'nQue+03) (nQuk

1 1 . 14 D Dy
= - w5 [ -2 - 205

D = A0 +55 {00-

*Donoles chock,

If wo want interaction estimates only wo need proceed only up to column
(7) in this tablo. The analysis of variance tablo may bo preparcd at thia stago as
shown in Table 8.3.
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ANALYSIS OF TWO.\WAY DESIGNS

‘TABLE 8.3, ANALYSIS OF VARLANCE

me Y ome om. T
rows (unsdjusted) 2 Say = T059.94
coluinns (unsdjusied) [ §57 = 1176365
fé'.‘.".'.‘.:ﬁ‘fénﬁ.""..'.'{’d for 5 S8y = 220418 MSy = 440.83 3.3
orror 13 SSe = 140080 M3, = 130.05
intorsstion 18 557 = 3804.81
total 29 §Sp = 22707.70
For recovery of information from trasts and col trosts further compu-

tations may bo made ns shown in the columns (8) to {12) of Table 8.2, Tho
constanty roquired are given below.

A" = A4(r=2A)in = 4.9, D' = [a4({r—A)pm]d’'—14d = N,

m;lo—v’ _r=A{e~1A"=nb) _
= Mz = 0.5, T = 0.33%9,
Wo obtain "
Q, t] = 1402.40 Qyt; = 4607.75
88y = S+ 85, —Qit; = 756108 885, = SSL+88,—Q,t;= 349,95
(n—a)) S, (m—ugdM S,
D=5t s, = 0309 Dy="y g ars, = 00
Av4-rD,
a =%;) "+D (Ho—prg) = 4.01530; b= __(,: — 1) = 0.00685
A= a+be = 40157, D = ad-d = 1011719,

Thoe two sots of estinatos nre given below in Tablo 8.4

TABLE 8.4. ESTIMATES OF TREATMENT EVFECTS

& i [

1 —-1.77 - 9.01
2 —12.61 -=12.68
3 10.35 9.84
i — 408 - 3.65
s - 07 (]
[ [TR) 1343
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Estimated variances of tho cstimates of treatmont «ilferences for the two suls are
obtained as shown below.

fﬂ_‘gﬂ. M8, = 0503, it k& aro first associates

Est. V()=

Eg—. M S, = 068,74, olherwiso

A=) yrg, = 63.24, if (k) aro st nssocintes
Est. P(iy—iy) = b

R
i_I_ 8, = 64381, otherwiso.
D

This shown Lhat recovery of information from row-contrasts and column-contrasta
has not lted in sppreciable gain in p

Next wo comparo this design with the design formed by taking columns as
blocks, Tho relative officicncy factor ¢ turns out to by 0.97038.  Sinco ¢ = H—Al
1

= 4.07598 we get £ = ex¢ = 3.00 as tho efficiency of the two-way dexign relative
to the column-design,. which shows that the gain in precision is appreciable.
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