RECOVERY OF INTERBLOCK INFORMATION

By J. ROY and K. R. SHAIL
Indian Statistical Institute

SUMMARY, Tho problem of reovery of inter-block i ion for a genern) incomyleto block
dwizn iroxamined in this paper.  Tho rtio p of the intor-block variance 10 tha intra-block varianco plays
o key rolo.  Under the so-culled Normol set up, tho usual estimator of p is bianed ; expressions for tho bins
and varinnco aro dopved.  Soversd alternative estimatont of p having desirblo propertics ara exampined.
A ionul luro for obtaining tho maxi ikelihood ewtimato is given. 1f & cortain (ypo of
cutimator of p is used, tho eatimators of treatment offects oro proved to bo unbissed. An oxpromsion fa
derived for the increnss in the varianco of tho cstimato of & treatment offuct duo 10 Ructuations of sampling
in p.

1. INTRODUCTION

Sinco some incomplcte block designa havo low cfficiency factors, Yates sug-
gested the uso of information available from inter-block comparisons to increaso the
precision of estimates of treatment offects. 1o called tho process recovery of intor-
block information and showed how this is to be dono for a cubic lattice design (1939)
and a balanced incompleto block (BIB) design (1940). Nair (1944) gavo the method
for partially balanced incompleto block designs and finally Rao (1947, 1956) adopted
the method for any incomplete block design.

Tho process consists in applying tho method of weighted least squarca to
intra-block contrasts and inter-block contrasts of observations, for tho purpose of csti-
mating the treatment cflects, weights being inversely proportional to tho variances
of theso contrasts. The ratio p of the inter-block varianco to the intra-block variance
plays a key rolo and since this is usually unknown, the ratio of estimates of theso
vatiances obtained from an analysis of variance of the data is substituted. The
propertics of estimates so obtained have not so far been investigated in detail. Recently,
Graybill and Weeks (1059) Lavo proved that under the so-called normal model, esti-
mates of treatment offects so obtained, are unbiased in tho case of BIB desigus
and they have also obtained (1961) a minimal sot of sufficient statistics.

Tho problem of recovery of inter-block information in the case of & general
incomplcto block design is examined in detail in this paper. Tho usual estimator
of the varianco ratio p obtaincd from the analysis of variance is found to bo biased
and a simplo correction is obtained for this bias. An expression for tho variance of
this estimator is derived. Somo alternativo estimators of p having desirablo properties
and based on quadratio estimators of inter-block and intra-block variances aro also
proposed. The method of maximum likelihood is shown to givo rise to o somewhat
complicated equation for cstimation, and a numerical procedure for solving tho cqua-
tion by itcration is presonted.

It is shown further that if a certain typo of estimator of tho varianco ratio is
usedd, tho final estimators of treatment cllccts turn out to bo unbinsed. It is shown
that thero is an increaso in tho sampling crror of tho treatmont effects duo to tho samp-
ling fluctuation in tho varinnco ratio, and an oxpression for this inorement is derived.
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Consider an experiment in which v treatments aro applied on bk experimental
units or plots, themselves divided into b Llocka of k plots each. Only ono treatment
is applied on every plot, the actual allocation Leing dono in the following manner.

First we consider a design, that is an arrangement of v symbols (one corres-
ponding to each treatment) in b rows, each having % cells. Tho arrangement is charac-
terised by the numbers my,, j=1,2,..., v i=1,2,..,b;u=12..k whero
my= 1 or 0 according ns tho j-th symbol {treatment) oceurs on tho u-th cell of the
i-tlt row or not.

Next, tho blocks are numbered 1, 2, ..., & at random and the plots in a block
are numbered 1, 2, ..., & again at random and independently for different Llocks. The
u-th plot in the i-th block then receives the treatment corresponding to tho symbol
which occurs in tho u-th cell of the i-th row of the design. Let y,, denote the yield
of this plot. Under the assumption that the yicld from any plot is the sum of two
components, one duo to the plot and the other due Lo the treatment, wo have

Etn) = o+ £ 0my SIS

(-Bsr kgt wimens

0r (@ Yin) ={ = o+ (1= Jot Himi, ut . (L)
—Lot i5ET
Al :

Here 0; is the effect of the j-th treatment b3 0; = 0, x is tho overall mean of plot effects,
el

and of and of aro respectively the mean squares {of plot effects) within and between
the blocks. From Scction 3 onwards, we shall make the further assumption that
the joint distribution of tho random variables y,’s is multivariate normal, with
first and sccond order moments given by (1.1) and (1.2). We shall write

p =ollol . (1Y)
The problem ia to estimato the parametors 0ys and of and o},

i
Let L"m,'-,, = ny, the number of times the j-th treatment occurs on plots
ve
. s 3 3
in the i-th block. Thus n;=1 or 0 and £ ny=4k I ay=r. Tho vxb matrix
I=1 (=1

N =((n;)} is called tho incidence malriz.

We shall donoto by Eny, o matrix of tho form mxn, ench clement of whick
is unity. The matriccs

=gt v _lyw_1n
C=rI T NN and €)= ‘& AAY o E, e (14)
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play important roles in tho onalysis. \Wo shall assumo that tho matrix € is of rank
{v—1) : this is cquivelent to the assumption that the experimental design is ted,

A lincar function .‘: a1,y i3 said to bo o contrast if E a;, = 0. A contrast

is said to belong to blockn or simply called an infer-block wnlracl fag=aq3= w=a,
holds for alli. A contrast is said to bo an infra-block contrast ll' Say=0 lxoldx for all

i. A lincar function E @;.Ya 18 80id to bo normalised le al, = l Two linear func-
tions E [ nnd = b,,,y,_ aro said to Lo orthogonal if E a,_bi_ =0. Itis casy to sco

that nny In(cnblock contrast and any intra-block contrnnt are mutually orthogonal.
The rank of the vector-spaco generated by all inter-block contrasts is (b—1) and
of that generated by all intra-block contrasta is bik—1).

Let B; denoto the total yield for thoi-th block and 7 that for the j-th treatment
and let @ Lo tho grand total, so that

B = :‘.'.y‘,, Ty= ‘Z'I‘ Yy and G =‘Y. Yier e (1.B)

Wo shall uso the row-vectors B =(B,, B,, ..., By), and T = (T}, Ty, ..., T,). Tho
adjusted yiclds for the treatments aro defined as

0= T—% BN, (L8

Let, further

(1.7)

It can bo scen that tho clements of @ are intra-block contrasts and thoso of Q, are
inter-block contrnsts.

It is known {sco, for example, Rao, 1947) that minimum varianco unbiased
linear estimates of the trcatment cflects 8 = (4, Oy, ..., 0,), based on intra-block
contrasts only, aro obtained from the equations

oC= Q. . (L8)

Woe shall writo 8¢ for tho solution of theso equations. If tho ratio p = o/o} is known,
both intra-block and inter-block contrasts can be used together, and minimum vari-
anco linear unbiased cstimates in this case are obtained from the equation

8(C+50) = 0+ 0. e (19

Tho solution of theso equations will bo denoted by B(p). When p is not known, an
catimato p® for p is substituted in (1.9) and 6(o®) is token as an estimato for 6.

271



SANKHYA : THE INDIAN JOURNAL OF STATISTICS : Sextes A
For estimating p, the following p luro is generally led. (Sco
Yates, 1039, 1040 or, for a general treatment, Rao, 1947).  First tho following tablo
of analysis of variance is prepared :
TANLE ANALYSIS OF VARLANCE

sourco d.f. (XN
blocks {unadjusted) b—1 S53 = IL— BB —Obk
treatments (adjustod) o=1 S8, = QO
ersor eqmbk—b-vtl SSg = SSp—SSh—55,
total bk—1 Sspm X Yiu—Ofbk
.

Tho adjusted sum of squares due to blocks is then computed as

§8p = S85+88,— (_: ’I‘T'—G’/bk). o (110)
Then 6§ and 8§ defined by
83 = 8Spfeq, vir—1)s} = kSSy—(v—k)s§ e (L1)

provide unbiased estimators of of and ¢} respectively; and as an estimato of p one
takes

R = &4 o {L12)
If tho blocks aro formed so as to achicve homogeneity within blocks, we expect
£ > 1 but depending on fluctuations of sampling, R may not satisfy this inequality.
For this reason, a modified estimate R’ (which we shall call the truncated form of R)

given by
._J1if R<1
R_{R € R>1 e (LI3)

has at times been recommended.

2. CANONICAL REDUCTION

Tho assumption that the rank of C is (v—1) implies that thero is exactly one
latent root of tho matrix NN which is equal to rk, and all other latent roots are strictly
smaller than rk. Letg, 8=1,2,..,7boasct of orthonormal latent vectors of NN,
corresponding to the g positive latent roots ¢,, all smaller than rk. Let g, 8 = g+1,
q+2, ..., v—1 bo a set of (v—1)—g orthonormal 1xv vectors, ench orthogonsl to
Ey k2 oon B and also to By, Wo then define (v—1) intra-block contrasts #o;
s=1,2,...,v—1 as follows :

{kl(,k_¢,)-lgg; for a=1,2,..,q

0k, for &=q+1,9+2, ..., v—1
Sinee tho runk of the vector-spaco generated by all intra-block contrasts is Wk—1),
we can find ¢, = i{k—1)—(v—1) mutually orthogonal normalised intra-block contrasts,
call them zy, 8 = 1,2, ..., &, cach orthogonal to g, Zos, +ees Zp, o1

e @
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Next, wo defino g inter-block contrasts
2, = (1-¢,)-im\v'g;; s=12..,49 e (2.2)

Sinco tho rank of tho veetor-space generated by inter-block contrasts is (5—1), wo can
find ¢, = (b—1)—¢ mutually orthogonal normalised inter-block contsasts; eall them
3, 8=1,2,..., ¢, cach orthogonal to zy,, zyy) ..., %, Finally, let

G° = (bk)70. e (23)

By straightforward algebra, ono can easily verify tho following results.
2.1. Tho linear tranaformation from y,'s to @° x.{s=12,..,v-1),
T(8=1,2..,9),7,(6 =12 ..,¢)and z,, (¢=1, 2, ..., ¢,) is normalised orthogonol.
2.2, Tho transformed variables aro all mutually uncorrelated and their
expectations and variances aro :

(r—g, /)t for s=1,2,...,.q
Elxy,) = ay7, where a,, = o (24)
e for s=g¢+1,942,...,v-1,
E(z),) = a,7, where a;, =($[/k)} for s=1,2,...,q, . (2.6)
whero n,=0; 4=12,., v-L e (2.8)
Ez,) =0, for a=12,..,¢, Ez)=0 fora=12..,¢
E(G*) = (bh)i e 27

Vize) =0, for 6=1,2,..,v=], FPlz,)=03 fora=12..¢ .. (28)
Viz,) =0} for s=12..,q, Viz ) =0} fora=12..¢

V(@) = 0. . (29)
2.3. Tho equations (1.8) aro cquivalent to 7, =¢, whero
l,=xfa,, fore=12..,v-1 . {2.10)

24. Tho cquations (1.9) aro equivalont to 7, =1,(p) whero

(Paoptar2y)fipal, +ab), fore=1,2,...¢
Iip) = . (211)
Zo,[ay, for 8 = g+1,¢+2,...,v—=1.
2.6. Tho error sum of squares in tho Tablo may bo expressed as
€
88Sg=1Y 2, =8, say. . (212)
-1

2.6. Tho adjusted sum of aquares duo to blocks defined by (1.10) may bo
expressed ag

88, = S,+ 5 g2tk e (213)
=1
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.
whero 8 =‘2: 24, . (2.14)
and 2, = Zo— O tpl0y, for 8=1,2,..,¢ o {(2.15)
2.7, Let
w8 = ¥y —f m 0 . (218)
B8) =T 1w, (0). e (217)
.
) —_ i ! 20,0

Then S,+E’ (Z,—a,7,) E % Bj(e) % o (2.18)

and °+E (Xoy— Ty = E uv-,‘(e)— B’(O)

. 1
=3Iyt — — — T Bj0). ... (21
o EOTy+rE O~ £ D). ... (210)
28, If the joint distribution of y,/’s i3 in addition multivariate normal,
a minimal set of sufficient statistics for the parameters 6, of, and o} is provided by
Zoy B=1, ., v=1), 2, (8=1,2,...,0), S,and §,. Ifpisgiven, [{p) (¢ =1,2,...,
v—1) and V aro complote sufficient, where

2
V=S4 DR S o (220
°+ + =1 14-pag,fa}, ¢ )

2.9. When p is known I,(0) as defined by (2.11) is the unbiased minimum
variance estimator of 7, and its variance is given by

{M&l(paa,+ﬂf,) for e=1,2,...¢
¥ iip) =

ofal, for & = g+1,...,v=1L

(2.21)

3. MAXIMUM LIRELIIOOD ESTIMATES

Under the assumption that the joint distribution of the random variables
;'8 is multivariate normal with first and eccond order moments given by (1.1) and
(1.2} it follows that the likelihood function L is given by

log, L = const—3 [ (4—1) log, o+#{k—~1) loguof 5 { £ (ru—aur*+5, )
A=

+;1§ { :2:?: (rm—oarf+%}] - @

whero S, and 8, are defined by (2.12) and (2.14) respectively. In all subsoquent sec-
tions of this papor, wo shall assumo tho joint distribution to bo multivariato normal.
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RECOVERY OF INTERBLOCK INFORMATION

The likelihood equati btained by equating to zero tho partind derivatives
of log, L with respeot to tho parameters, turn out to bo
7,=L(p) fors=12..,0v-1 o (3.2)
whero I,(p) is defined by (2.11) and

bk—1)o} = So+:~‘: [ET A v (33)
(b—Not = ~‘?.+'5_2l [CAR ALY o (3.4)

The diagonal elements of the information matrix aro
alozttalort, for 4=1,2,...,¢
Ir, 7)) =

aogt, for 8e=g+1,942,...,0=1 ... (3.5)
I(e3,03) = {Wk—1)og! . (3.8)
(o}, 0}) = {(b~Ho7* e {37)

and all non-diagonal elements vanish.
Wo thus seo that the maximum likelihood estimato of 7, is 7, = I, (5) whero

/; is the i likelihood esti of p. To ) ;) wo note that it can be
oxpressed as

=18+ £ =)
G~ Sy T lra—aut?]
=]

Wo thereforo uso an iterativo procedure. Starting with some suitable approximation

o= (3.8)

for ;,. wo obtain a first approximation for ;J using (3.8). This valuo of; is used to
obtain improved values for -;,. which, in turn, when used in (3.8) provides a second
better approximation for p. This itorative procedurs is continued till ono gets stablo

values for 7,8 and p.
In actual computation, wo do not work with tho transformed canonical
variables, but make uso of the reault 2.7 in Section 2. Tho itcration formula then is

s [2 Brom -7 |

= {3.9)

-1 [E”""z? T, ;\; op— i_;‘; BYe™) ]

whero 6™ = [0{”, 0§, ..., 0{™] is tho n-th approximation for 8, obtained by solving
the equations

I 1
e(c+ s c,) =0+ 75 0. w (3.10)
As a first approximation for & wo may tako its intra-block cstimato,
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Tho asymplotio variance of p obtained from tho information matrix is :

ALk
(G o @11

Tho right hand side of (3.11) scrves as a lower bound for the variance of any unbiased
estimator of p.

4. QUADRATIC ESTDMATORS o} axD o}

Since the maximum Jikelihood estimates are somewhat difficult to compute,
wo may restrict oursclves to quadratio estimators for % and ¢}, We notice that
the transformed variableaz, (¢ = 1,2, ..., €), 7,06 = 1,2, ..., ¢ and z{s = 1, 2,..., 9)
defined by (2.15) each have expectation zero and they are mutually uncorrelated.
The variances of z,, and z,’s aro given by (2.8) nnd (2.9) and the variance
of z, is

P(e) = ob+eol o B
whero o =abfa}, = (k- )8, - (42)

Obriously, we need consider only quadratic forms of the diagonal typo
g
Q= bosn+b,S,+2‘;a,zf e (4.3)
i

whero b, b, and q, (s = 1, 2, ..., ¢) aro the cocfficients to be determined. The expec-
tation of @ is

EQ = (beet Ea) obt (bt S as ) b . ()

The varianco of @, under tho assumption that the y,’s follow a joint normal
distribution, is

ViQ) =2 [ ( bze‘,+)'.‘af ) +2p $ ale,4-p! ( Ve, + ) alc? )] b .. (45)
=] =] -1
Tt is thereforo possible to choose by, by and a, (s = 1, 2, ..., g) 80 as to mako @ an unbiased

estimator of 2 {or of 02) with & variance which is minimum for a given vaiuo of p = o}/o}-
This gives, for cstimating o}

by = (e1+B,)/A, b, =—B,JA e (48)
and for cstimating o}

bom—AifS, by = (etAND BTEN
and in cither case

a, = (by+p®ye (1 +pc,)? e (49)

276



RECOVERY OF INTERBLOCK INFORMATION

whero
Ag= L (4pe)t, dympt L cape) . (1)
Bo=£ cltbpe)t, By = £ dl4pe)t

and A = (egt Aglles+ By~ Bod,.

Tho caso whero p is largo is of special interest.  In auch a easo tho term involy-
ing p* in 1(Q) would bo dominant, and wo may liko to minimise this term. Tho
optimum unbiased estimates of of and ¢t in this senso are given by

vy = Syfey e (410}
_ 8 g1 1
Y= tn(bil) = Z+ =1 [ 5 +.!-:1 € ] @

respectively.  In actual computation wo mako use of tho fact that
$ o _lypen_0 112
s 2 = oo -
whero B(0) is defined by (2.17) and 0° Is the intra-block estimato of 8 obtained from

{1.8). This estimato wos suggested by Shah (1062) from intuitive considerations.
Tho varianco of v, is

V(v,)=(:TofP[(b—l)p'+2(:x_,—/1)p+u_,—2a.,+q+(1_,—q)’/¢,] . (13)
whero a,=)':‘(1—fT{)'. e (114)

We may compare this with tho customary estimate of of o} as defined by
{1.11). The variance of this estimator is

2 ao

Vb= e

[(e,+¢.)p'+2(a1 a)p
v ' 5
+1-2a eyt ( L—_—l) /co]. e (4.15)
5. UNBIASED ESTIMATORS OF p
As a convenient unbiased estimator of p wo may consider a statistio of the form
Je

3
P= ?'S'*:si.).c e (5.0)
0

whero a, b(s = 1,2, ..., 9} and ¢ aro constants to Lo suitably determined. Sinco for
€2
e p+Ebil4po)
By = SOLEZULEP 4,
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to mako P an unbinsed estimator of p, wo must have

f‘T‘g 4e=0,
and ae,+Zbc, = eg—2. e (582)
If ¢, > 4 tho varianco of such an unbiased estimator turns out to bo
V(P) = 4y 4 dyp+dap”, , - (83)
whero Ay=3EU+206,Th— ( :%’2 )

4= 05 e, +2ae, Tbe,_ 2T,
YT e et 2

A = Tl +2+ITHS
P 0=t

If we liko to minimise 4, tho cocllicicnt of p* in (5.3), we bavo to take

3(e,—2) _ (et
ﬂ:fﬁ 2)q,b,.. ML % . (5.4)

It can Lo seen that R given by (1.12) is nol an unbinsed estimator of p, but
a simplo correction can be applied to it to make it unbiased, We thua get

_2 _ 2v—Fk)
(1 : R =) .. (6.5)

a3 an unbiased estimator of p.

Similarly, if we start with v, and v, defined by (4.10) and (4.11) as estimators
of o} and o} respectively, wo get, a3 another unbiased estimator of p :

CHES S

whero E ia tho cfficiency-factor of the design (Kempthorne, 1956; Roy, 1958).

E= (v'—kl) / {v_rll:_ ! +..§'. rkl¢,}' - B0

Sinco with positivo probobility theso unbiased estimators of p may turn out
to bo less than unity, we may use their truncated forms instead, as indicated by (1.13).
Let x bo any unbiased cstimator of p and 2’ ita truncated form defined by 2° =1 if
z K 1, and ' = z, otherwiso. Then, oven though ' is generally a biased estimator
for p, it can bo cosily scen that its mean squaro error can nover exceed that for 2,

E@'—pP € E(z—pl.
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6, SOME PROPERTIES OF COMDINED INTRA AXD INTER-DLOCK
ESTIMATORS OF TREATMENT EFFECTY

As a corollary to result 2.8, wo conclude that when p ia given, unbiased
cstimators of treatment effects with minimum varianco aro obtained from the
equations 7, = I, (p}, s = 1, 2, ..., v—1, whero thoright-hand sido is given by (2.11).
In this scction we ehall investigato tho properties of tho cstimators of treatment
effects obtained by sulstituting somo estimator p* for p in tho above oxpression, For
typographical simplicity, wo shall write

L=l T =1(p".

Let w0, = (ot ~ply
1+p%,

se=12..,q . (81)

Wo then have tho following :
Lemma 8.1: If p* salisfies the conditions
E(iw,) =0, ¥(w,) <o o (82)
Jor all values of p, then E@}) =1,

i

d V) = VE 0 Viw,). e (8.
an (D] V(”+a’,',(l+pc,)' Viw,) (6.3)
To prove this, wo noto that

D=T4 —% _w,. . (84
AT &9

Also, when p is given, 7, is the unbiased minimum variance estimator of and by the
conditions of tho lemma w, is a zero-function. By Stein's theorem (1950) 7, and w,
aro uncorrelated. Henco tho lemma.

Let P be any statistic of the form (5.1) and let p* bo defined as

P if Pp1
= .. {6.5)
1 othorwise.

It can thon bo shown that p* so defined satisfies conditiona (6.2). That E(w?) is finite
can be casily checked. To show that E(w,) = 0, wo note that p* is an oven function
of 7, (8=1, 2, ..., &), 2z, (8.=1,2,...,¢,) and z,(2=1,2,..,9) and consequently,
w, 18 an odd function of thess variables. Sinco tho z's aro mutually independent
random variables each having a normal distribution with mean zero,tho result follows.
This is merely an extension of Graybill and Weeks (1059) argument for balanced
designs to tho caso of general incompleto block designs. A similar argument gives

Elww,)=10
foraste =1,2..,q Sincol,and], aro indcpendent, it follows that I} and &, aro
uncorrelated for s %4’ =1, 2,...,v=1

270
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Now, any treatment contrast 7 can bo oxpressed as r =32 lr, whero
l{s=1,2, .., v—1) aro some The mini variance unbinsed of
7 when p ig known is T = Z1J,. \When p is not known, for & combined inter and
intra-block estimator of 7, ono takes I* =X LI] by substituting a suitablo estimator
p* for p. If p* satisfies tho conditions of Lemma 6.1, wo got tho following :

Theorem 6.1, The estimator 1* is unbiased for 7, and ila variance is given by

- § AV,
P =Y0+E iremp

the second term being the additional variance due fo the sampling flucluation in p*,
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