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Abstract

Identification of toxins, which are either proteins or small molecules, from pathogens is of
paramount importance due to their crucial role as first-line invaders infiltrating a host, often
leading to infection of the host. These toxins can affect specific proteins, like enzymes that
catalyze metabolic pathways, affect metabolites that form the basis of metabolic reactions,
and prevent the progression of those pathways, or more generally they may affect the regular
functioning of other proteins in signaling pathways in the host. In this regard, the thesis
addresses the problem of identification of toxins, and the effect of perturbations by toxins
on the host pathways based on three tasks: feature extraction, classification and pathway
prediction. The thesis starts with in silico identification of such toxins in pathogens. This is
followed by the analysis of the effect of toxins on various metabolic and signaling pathways
of the host.

Identification of effector proteins has been achieved using feature extraction and classi-
fication techniques. A lot of work has been done in the prediction of Type III and Type IV
effector proteins based on their primary structure. However, this is not the case for Type VI
effector proteins. In this regard, the thesis first introduces a novel framework for fast and
accurate identification of Type VI effector proteins based on their primary and secondary
structures. While working on Type VI effectors, it came into our attention that no attempts
have been made for prediction of effectors based on their three-dimensional structure. This
thesis introduces a unique set of three-dimensional structural features and builds a novel pre-
dictor using them. Since the effector protein dataset was unbalanced, we have introduced a
novel algorithm for oversampling of an unbalanced biological dataset, which does not elim-
inate samples as noise and ensure generation of synthetic samples strictly in the vicinity of
the minority class samples. Integrating the unique feature set and the oversampling algo-
rithm, a novel effector protein predictor has been developed. Due to the unavailability of
three-dimensional structure of Type VII effector proteins and their importance in spreading
pathogenesis in hosts, we have developed a deep neural network-based system to uniquely
identify Type VII effectors. The system identifies effectors based on the primary and sec-
ondary structure of Type VII effectors.

Identification of toxins remains incomplete if their effect on host is not investigated. In
this regard, along with identification of toxins, analysis of the effect of perturbations on
various pathways by the novel algorithms has been furnished in the thesis. A new structure-
based automated metabolic pathway prediction algorithm has been introduced, which pre-
dicts a probable pathway considering a set of metabolites. This algorithm has been applied to
metabolic pathways of the hosts to study the effect of toxins on them. Apart from metabolic
pathways, toxins also affect signaling pathways. This perturbation has been studied, and a
novel algorithm has been developed to quantify the effect of the perturbation on these signal-



ing pathways. Overall, this thesis is dedicated to the design of computational algorithms to
identify the toxins secreted by pathogens and the effect of these toxins on the host pathways.
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Chapter 1

Introduction and Scope of the Thesis

1.1 Introduction

Infectious diseases played an undeniably significant role in human history. The continual
expansion of human population has led to recurrent invasion by increasing number of various
pathogens in human population. The appearance of new pathogens has led to the occurrence
of new diseases, some of which have been proved to be lethal [256]. A current example in
this regard is COVID-19 due to sudden emergence of a novel pathogen, called SARS-CoV-2.
More than 30 million people across more than 200 countries have been infected with SARS-
CoV-2, out of which about 1 million people have died. The condition is severe for USA,
Brazil and India. The number of infected persons in India is around 6 million, while we have
lost about 1 lakh citizens, till September 2020.

With the advancement in the field of biological and medical sciences, and in health-
care, accompanied by the invention of new experimental devices and methods [255], new
pathogens, their biological characteristics and their effect on various hosts are being discov-
ered and analyzed. The need for a precise understanding of the lifecycle of such pathogens,
their invasion techniques, and finally, the outcome of their invasion in the body of the host
is crucial [160]. While it has been possible to determine the cure for many diseases, like
polio [370], diptheria [21], tetanus [31], through years of extensive research, the cure for
some, like AIDS, dengue, common cold and herpes simplex still remains unknown.

The control and prevention of infectious diseases are likely to be increasingly depen-
dent on a solid understanding of the molecular mechanism of pathogens [3]. The effort to
understand pathogens is being carried out for decades. Understanding the molecular skele-
ton of pathogens includes exploring their genomes, proteomes and different variants [399],
and thereby, unraveling the 3D structure of proteins. This is crucial since the structure of a
protein has a significant impact on its function.

With such an enormous array of pathogens infecting humans and other animals, compu-
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tational methods have found new ways to facilitate the study of pathogens and infection. As
new pathogens are being discovered every day, the demand to find a cure in a short amount of
time is also elevated. For example, consider the recently discovered disease COVID-19. The
disease spread over more than 200 countries within a year, killing nearly 1 million people.
This virus has been proved to be lethal to the older people [302] and people with comorbid-
ity [437]. Discovery of drugs and vaccines for this disease is an immediate necessity.

The study of infection caused by pathogens encompasses many diverse aspects of mod-
ern science, including computational biology, bioinformatics, and systems biology. Bioin-
formatics assisted biosurveillance and early warning have been designed to predict infectious
disease outbreaks [367]. Such a framework has been developed by combining the genetic
and geographic data of pathogens to facilitate determining its origin, and recognizing the mi-
gration routes through which the strains spread regionally and globally. The biosurveillance
and microbial profiling focused text mining tools assist in infectious disease outbreak detec-
tion [367]. It is based upon bioinformatics models, which include the timeliness of outbreak
detection and accuracy. Another utility that bioinformatics finds in disease-based research
is the prediction of protein-protein interactions between pathogens and their hosts, which
facilitates understanding of the infection mechanism [362]. Computational protein structure
prediction methods provide crucial information on a large number of sequences whose struc-
tures have not yet been determined experimentally [26]. From molecular level to population
level, bioinformatics and computational biology have facilitated the research of diseases and
consequently have further helped in designing synthetic drugs [43].

In this thesis, we have developed in silico methods to identify pathogenic bacterial toxins
that disrupt the normal cellular functionality in a host. Feature extraction and classification
techniques have been incorporated to develop systems that are capable of accurately identi-
fying such toxins. Additionally, we have designed algorithms based on structural character-
istics of metabolites, to predict unknown pathways, and how these pathways are perturbed
in the presence of such toxins. Algorithms have also been developed to quantify the stability
of pathways and to demonstrate how the stability is affected by perturbation through toxins.

Pathogens infect hosts primarily in four stages: invasion, evasion, replication, and elimi-
nation [354]. In this thesis, we primarily concentrate on the first stage of attack of bacterial
pathogens on their hosts, i.e., invasion. In this stage, bacteria invade the hosts and liberates
toxins into them. Here, we have developed new in silico algorithms and methods by extract-
ing novel features, which facilitate the identification of such toxins. Toxins being released
into the host systems disrupt the biochemical pathways of the hosts. In regard to this, we
have developed in silico methods to understand the effect of such toxins on the pathways of
the hosts.
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1.2 Basic concepts

At the molecular and cellular levels, pathogens can infect the hosts by secreting toxins, which
cause symptoms to appear. Infecting the hosts leads to the disruption of homeostasis in their
systems. For detection and prevention of such occurrences, a thorough understanding of
how a pathogen invades a host is crucial. Achieving such a goal is feasible in real-time
conveniently by building computational algorithms and methods. However, in order to build
computational algorithms that would mimic the effect of a pathogen on a host, one should
have an in-depth understanding of the underlying biological mechanisms. In this section,
we take a look at the basic concepts of molecular biology, and get acquainted with various
terminologies, like pathogen, pathogenicity, and host-pathogen interactions, among others.

1.2.1 Some terms in molecular biology

Molecular biology deals with the molecular basis of biological activity being carried out in
an organism. This study includes the interactions among DNA, RNA, proteins, their biosyn-
thesis, and the regulation of these interactions. DNA effectively encode genetic information
which is made available to the organism in the form of proteins. The process by which infor-
mation encoded in DNA is conveyed/propagated into proteins is called the central dogma.

Central dogma The central dogma of molecular biology states how the instructions en-
coded in DNA are propagated to a newly formed functional product. It is described as the
flow of genetic information from DNA to RNA (through transcription), and finally to make
a functional product, i.e., a protein (through translation).

DNA and RNA Deoxyribonucleic acid (DNA) is a carrier of genetic information for de-
velopment, function, growth, and reproduction of all organisms. It is a molecule composed
of two chains that coil around each other to form a double helix. Ribonucleic acid (RNA)
is a polymeric molecule whose primary role is to carry information from DNA for protein
synthesis. RNA is in the form of a chain of nucleotides. However, unlike DNA, it is more
often found in nature as a single-strand. DNA is made up of four nucleobases, viz., adenine
(A), cytosine (C), guanine (G), and thymine (T), while RNA is composed of adenine (A),
cytosine (C), guanine (G), and uracil (U). These nucleobases are called primary units. They
function as the fundamental building blocks of genes.

Gene A gene is the basic physical and functional unit of heredity. A sequence of nu-
cleotides in DNA, which codes for a protein molecule is termed as a gene. However, not all
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genes code for proteins. In humans, genes vary in size from a few hundred DNA bases to
more than 2 million bases.

Protein Proteins are large macromolecules consisting of long chains of amino acid residues.
They perform a diverse set of functions within organisms, which includes DNA replication,
catalyzing metabolic reactions, providing structure to cells and organisms, responding to
stimuli, and transporting molecules from one location to another, among others. Different
proteins have different amino acid sequences.

Amino acids are basic units of a protein. There are 20 different amino acids, some of which
combine into peptide chains (polypeptides) to form the building blocks of a vast array of
proteins. These twenty amino acids include Alanine (A), Arginine (R), Asparagine (N),
Aspartic acid (D), Cysteine (C), Glutamine (Q), Glutamic acid (E), Glycine (G), Histidine
(H), Isoleucine (I), Leucine (L), Lysine (K), Phenylalanine (F), Methionine (M), Serine (S),
Proline (P), Threonine (T), Tyrosine (Y), Tryptophan (W) and Valine (V). There are four
well-defined levels of protein structure, as stated below.

Primary structure: The primary structure of a protein being linear is represented by the
sequence of amino acids in the polypeptide chain. It is represented in the form of a series of
amino acids like “. . . MKLPHSTYV . . .”.

Secondary structure: Secondary structure refers to highly regular local sub-structures on
the actual polypeptide backbone chain. It is an intermediate stage before a protein gets folded
into a three-dimensional tertiary structure.

Tertiary structure: Tertiary structure refers to the three-dimensional structure of protein
molecules. It is represented by the coordinates of each of the atoms forming the protein
molecule. It is also known as the three-dimensional structure.

Quaternary structure: Many proteins are made up of a single polypeptide chain and thus
have only three levels of structure, as discussed above. However, some proteins are made up
of multiple polypeptide chains, also known as subunits. When these subunits come together,
they give the protein its quaternary structure. Quaternary structure is the three-dimensional
structure consisting of the aggregation of two or more individual polypeptide chains (sub-
units) that operate as a single functional unit.
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Protein structures play a crucial role in the functionality of protein molecules [304]. Three-
dimensional structure of a protein defines its size, shape, and function. For example, one
characteristic that affects function is the hydrophobicity of a protein, which is determined
by the primary and secondary structures [131]. Cell membranes contain large amount of
extremely hydrophobic lipids. The membrane-spanning regions of membrane proteins are
typically alpha-helices, made of hydrophobic amino acids. These hydrophobic regions in-
teract favorably with the hydrophobic lipids in the membrane, forming stable membrane
structures. The folding of a protein facilitates interactions among amino acids that may be
distant from each other in its primary sequence of amino acids [225].

One of the most promising developments achieved by the study of human genes and
proteins is the identification of potential new drugs for treatment of diseases. This relies on
proteome and genome information to identify proteins associated with a disease. With such
crucial information, computer software can be used to design possible targets for new drugs.
For example, if a particular protein is implicated in a disease, its 3D structure provides in-
formation on the type of protein structure it will be able to bind to. A computer algorithm
can be developed that designs molecules (drugs) with structures complementary to the dis-
ease protein to block its action. A molecule that fits into the active site of an enzyme, but
cannot be released by the enzyme, deactivates the enzyme. This concept is the basis of new
drug-discovery tools, which aim to find new drugs to deactivate proteins mediating a disease.

1.2.2 Pathogen

A pathogen is an organism that enters into another organism (called host) and can cause
disease in the latter organism [10]. Usually, the term ‘pathogen’ is used to describe an
infectious microorganism or agent, such as a bacterium, virus, prion, protozoan, fungus, or
viroid. Different pathogens have different ways of invading hosts. For example, bacterial
pathogens invade hosts via proteins, while viruses invade by RNA.

Diseases caused by infectious agents are known as pathogenic diseases. For example,
cholera is caused by bacteria, while HIV and COVID-19 by virus, Creutzfeldt-Jakob dis-
ease by prions, malaria by protozoan, Aspergillosis by fungus, and hepatitis D is caused by
viroid. However, not all diseases are caused by pathogens. Some diseases are hereditary.
An example of such a disease is Huntington’s disease, which is caused by the inheritance of
abnormal genes.

Bacteria can be classified into two groups based on the structure of their cell wall. These
two groups are gram-positive and gram-negative bacteria. Gram-positive bacteria have a
thick peptidoglycan layer and no outer lipid membrane whilst gram-negative bacteria have a
thin peptidoglycan layer and have an outer lipid membrane. The difference in the structure of
cell wall makes gram-positive bacteria more susceptible to antibiotics, while making gram-
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negative bacterias more resistant to them.

1.2.3 Pathogenicity

Pathogenicity is the potential disease-causing capacity of pathogens in host systems [198].
A pathogen is described in terms of its ability to enter tissue of a host, produce toxins, hijack
nutrients of the host, reproduce, colonize, and immunosuppress the host. Toxins are poi-
sonous substances produced by various bacteria. They can be small molecules or proteins
that are capable of causing disease. Toxins can be classified as either exotoxins (being ex-
creted by an organism), or endotoxins (being released mainly when bacteria are lysed).

Secretion system: Bacterial pathogens primarily invade hosts via protein secretion [10].
Pathogens, particularly the gram-negative bacteria, have nanomachines to secrete various
virulence factors across the bacterial cell envelope. Such nanomachines are known as se-
cretion systems [93]. Bacterial secretion systems are protein complexes present on the cell
membranes of bacteria, which facilitate secretion of toxins into hosts. These secretion sys-
tems release proteins (exotoxins), called effectors, into the body of hosts when they come in
contact with them [93,102]. The secretion system of gram-negative bacteria can be classified
as Type I, Type II, Type III, Type IV, Type V, Type VI, Type VIII [110], and Type IX [254].
Type VII secretion system has been discovered in gram-positive bacteria [2].

Types of interactions: The relationship between a host and a pathogen in the host system is
dynamic since one modifies the activities and functions of the other [397]. This relationship
is termed as host-pathogen interactions [68], the mechanism by which microbes or viruses
sustain themselves within host organisms at molecular, cellular, organismal, or population
level [66]. The consequence of such a relationship depends on the relative degree of re-
sistance or susceptibility of the host and the virulence of the pathogen; mainly due to the
effectiveness of the host defense mechanisms.

There exist three types of host-pathogen interactions. How a pathogen interacts with a
host, decides what sort of interaction it is [67]. An interaction where a pathogen is benefit-
ting from a host while the host is not affected by the interaction is termed as a commensal
relationship. An example of this is bacteroides, which resides in the human intestinal tract
but provides no known benefit or harm. The interaction by which both a pathogen and a host
benefit from, as seen in human stomach, is termed as mutualism. Bacterial phyla, viz., firmi-
cutes, bacteroidetes, actinobacteria, and proteobacteria, assist in breaking down nutrients for
host, and in return, the host body acts as their ecosystem. Interactions by which pathogens
benefit from their hosts while hosts are harmed, are recognized as parasitism. This can be
seen in the unicellular parasite Plasmodium falciparum, which causes malaria in human.
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Pathogenic variability in hosts: Context-dependent pathogenicity [33] is a term used to
describe a characteristic of pathogens where their disease-causing capacity varies by the ge-
netic and environmental factors of the host that a pathogen finds itself in. One example of
pathogenic variability in Homo sapiens is that involving Escherichia coli as the pathogen.
Normally, these bacteria flourish as normal and healthy microbiota in the intestine. How-
ever, if E. coli relocates to a different region of the digestive tract of the body, it can cause
intense diarrhea. Some strains of a pathogen are less virulent than some other strains. For ex-
ample, in Sclerotinia trifoliorum, a degenerate non-virulent strain of the pathogen produces
more protopectinase (the quantity of protopectinase being a measure of pathogenicity) than
a normal strain, but only the normal strain secretes a toxin and is considered virulent. In
the Mycobacterium genus, Mycobacterium smegmatis is a nonpathogenic Mycobacterium,
while Mycobacterium leprae is a pathogenic species causing the disease leprosy [325].

1.3 Importance of computer science in prediction, identifi-
cation and prevention of diseases

Researchers are aiming to understand genetic variability and how it contributes to pathogen
interactions and variability within a host. They are also trying to limit the transmission
methods for many pathogens to prevent rapid spread in hosts. In order to cope with the
changing pathogenic environment, treatment methods need to be revised to deal with drug-
resistant microbes. With new deadly diseases being discovered every day, along with an
array of pathogens, experimental analysis of such diseases and pathogens is time-consuming.
Bioinformatics and computational biology come into rescue by reducing the search space,
and thereby making the analysis time-efficient to a great extent.

Computational exploration for solving biological problems is what constitutes the fields
of Bioinformatics, Computational Biology, and Systems Biology. These fields play a sig-
nificant role in expanding our knowledge in modern biology with the generation of various
datasets dealing with different aspects of biological systems. These datasets include those
on sequences of nucleotides/amino acids in genes/proteins, gene expression, protein-protein
interactions, and host-pathogen interactions. Alignment methods, machine learning, and
structural analysis methods are all essential for understanding different biological processes,
including that involving host-pathogen interactions. How such interactions can be exploited
to find a cure for an associated disease is the main challenge to understand. The develop-
ment of vaccines, novel drugs, and other therapeutics are highly dependent on the knowledge
gained from investigating host-pathogen interactions. As mentioned above, the involvement
of computer science in the field of biology has led to the emergence of three interdisciplinary
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fields of study, viz. bioinformatics, computational biology, and systems biology.

1.3.1 Bioinformatics

Bioinformatics is an interdisciplinary study that involves development of algorithms and
methodology to extract knowledge from biological data [248]. Being an interdisciplinary
field, bioinformatics combines computer science, biology - particularly molecular biology,
mathematics, information technology and statistics to analyze and interpret biological data
to predict and identify diseases, and to design rational drugs. Bioinformatics deals with
in silico analyses of biological queries using statistical, mathematical and computational
techniques [431]. Current studies of bioinformatics include analysis of DNA sequence, gene
and protein expression, and cellular organization [62].

The field of bioinformatics has become indispensable in the study of modern biology.
Techniques, developed under the umbrella of this field, facilitate extraction of significant
amount of knowledge from a large volume of raw data generated through high throughput
technology and experimental molecular biology [19]. In genetics, the study helps in anno-
tating and sequencing genomes, and their observed variants. It plays a major role in mining
biological literature and the development of gene ontologies to organize and query biologi-
cal data [28]. It also has a significant impact on the analysis of protein and gene expression
and regulation. The field also facilitates comparing, analyzing, and interpreting genomic
and genetic data, and more generally, in the understanding of evolutionary aspects of molec-
ular biology [315]. In structural biology, bioinformatics helps in determining structure of
DNA [363], RNA [100], proteins [220] as well as biomolecular interactions [425].

1.3.2 Computational Biology

Computational Biology uses a combination of biology and information sciences [417] to
develop models that help understand biological processes and relationships from biological
data. Experimental data such as sequences, images, and concentrations of biomolecules are
used as input to develop models to predict the behavior of biological systems. These mod-
els may help in describing the vital tasks carried out by particular nucleic acid or peptide
sequences, identifying the genes whose expression produces a particular behavior, determin-
ing the changes in gene/protein expression or localization leading to a particular disease, and
describing the changes in cell organization influencing cellular behavior.
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1.3.3 Systems Biology

Systems biology is the interdisciplinary branch of modeling complex biological systems with
the help of computational and mathematical techniques [218]. It involves the study of inter-
actions among the components of complex biological systems, and how these interactions
influence the functionality and the behavior of such systems [224]. It seeks to study biolog-
ical systems as a whole. The Human genome project was an outcome of the application of
systems biology. This led to the emergence of collaborative ways of working on problems
in genetics. This field of study helps in better understanding of the processes that are going
on in biological systems in entirety. Identification of gene regulatory logic in biochemical
networks, stochastic modeling of intricate biological systems, and systems biology in drug
discovery are some of the challenging avenues of systems biology research.

Bioinformatics came into picture in the early 1970s. It has been identified as the technology
of incorporating informatics in understanding various biological systems. With time, com-
putational biology has become an important part of modern biology [306]. Computational
biology has been used to sequence the human genome, create accurate models of the human
brain, and to assist in modeling biological systems. Systems biology has gained attention,
particularly from the year 1999. Specifically, the NIH defines Computational biology, Bioin-
formatics [194] and Systems Biology [415] as follows.

• Computational biology: “The development and application of data-analytical and
theoretical methods, mathematical modeling and computational simulation techniques
to the study of biological, behavioral, and social systems.”

• Bioinformatics: “Research, development, or application of computational tools and
approaches for expanding the use of biological, medical, behavioral or health data,
including those to acquire, store, organize, archive, analyze, or visualize such data.”

• Systems Biology: “An approach in biomedical research in understanding the larger
picture - be it at the level of the organism, tissue, or cell - by putting its pieces together.
It is in stark contrast to decades of reductionist biology, which involves taking the
pieces apart.”

These three areas/concepts together can be described as the research, development and ap-
plication of in silico algorithms and tools for modeling, analysis, and prediction of biological
systems.
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1.3.4 Importance of bioinformatics, computational biology and systems
biology in the study of host-pathogen interactions: feature extrac-
tion, classification and pathway prediction

Understanding host-pathogen interactions is a crucial step to unravel mechanisms of infec-
tious disease, as well as its prediction, prevention, and treatment [326]. The analysis of
different stages of infection throws light on the mechanisms by which pathogens invade and
replicate in their hosts. Pathogens invade hosts by secreting toxins into host bodies. Toxins
are mainly proteins synthesized in pathogens and liberated into hosts, which damage host
systems. The other proteins in pathogens are house-keeping proteins helping in day to day
survival of pathogens [142].

Thus, identification of toxins forms an essential task that aids in rational drug design.
These toxins provide three-dimensional templates for creating small molecules that mimic
the toxins with interesting pharmacological properties. They can also be used as pharma-
cological tools to uncover potential therapeutic targets [179]. In other words, in order to
develop rational drugs, it is vital to know the structure and function of the proteins disrupt-
ing homeostasis of hosts. Drugs would introduce/induce new proteins into hosts, which may
bind to the toxins and render them neutral and ineffective [311]. Given such a vast array of
pathogens and the variety of toxins secreted by them along with thousands of housekeeping
proteins existing in them, it is time-consuming and expensive to check experimentally every
protein of a pathogen to determine if it is toxic.

Hosts, be it animals, humans or plants, have numerous pathways in them to maintain
homeostasis. Consequently, due to the presence of such an enormous number of pathways
in hosts, it is practically inefficient, if not impossible, to experimentally determine the effect
of each of these toxins on each of the proteins involved in the host pathways. Computational
models have come to our aid to save us from such laborious work. By building computational
models and algorithms to mimic the actual biological scenario, we would be able to identify
toxins from the proteomes (set of proteins in an organism) of such pathogens. These models
and algorithms involve three crucial tasks - feature extraction, classification and pathway
prediction. Thus the present thesis deals with these tasks for pathogenic toxin identification
and analysis of their effect on host pathways.

Feature extraction: In this thesis, we have extracted information regarding the experimen-
tally determined structure of toxins (primary, secondary, and tertiary). Multiple features have
been extracted from the primary, secondary and tertiary structures of such toxins. Features
extracted from the primary structure of toxins include nucleotide sequence profile, peptide
sequence profile, solvent accessibility profile, conjoint triad descriptors and evolutionary
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information-based profile. Secondary structure of these toxins has provided information on
the percentage composition of helices, coils and sheets. The tertiary structure of toxins has
led to the generation of features, like radius of gyration, compactness, convex hull layer
count, surface atom composition and packing density. Using these features, we have devel-
oped algorithms to predict toxins of pathogenic species that are not well researched with a
high accuracy [351, 353, 355]. Since not all proteins have multiple polypeptide chains, we
have not used quaternary structure-based features for identification of toxins.

Classification: In order to identify these toxins, machine learning methodology has been
developed based on these features forming input datasets. Before these datasets could be
used for classification, their imbalanced nature has been rectified using a new oversam-
pling algorithm developed with the intention to facilitate toxin identification in an improved
manner. Having obtained a balanced dataset, various machine learning methodologies with
appropriate parameters have been trained to develop systems for the identification of such
pathogenic toxins [351, 353, 355]. The systems developed have been made to undergo mul-
tiple testing procedures and subjected to biological validation to ensure its robustness, effi-
ciency and accuracy in identification of toxins. These systems have been made available to
facilitate further research in this domain.

Pathway Prediction: Not just in the identification, computational algorithms developed
in this thesis have facilitated in understanding the effect of such toxins on host pathways.
We have used the structural characteristics of metabolites to predict the effect of toxins on
metabolic pathways [356]. Additionally, how toxins affect the progression of metabolic path-
ways has been experimented with and documented. We have also developed algorithms to
study the effect of toxins on signaling pathways, by introducing a new measure to quantita-
tively define robustness of such pathways and how robustness gets affected by toxins [352].
We have converted these algorithms into software systems so that they are readily accessible
for research and application in future.

1.4 Preliminaries of the thesis

In this section, we briefly describe the computational and mathematical concepts being used
in the thesis.

1.4.1 Mapping biological problems onto graphs

A broad spectrum of biological problems can be mapped onto graphs for an effective anal-
ysis. Diseased or normal pathways can be represented in the form of networks or graphs.

11



In metabolic pathways, the metabolites are represented as vertices while the transformations
among these metabolites are represented as edges. For signaling pathways, the proteins are
represented as vertices and the interaction among these proteins are represented as edges. For
example, the glycolysis pathway (Figure 1.1), an important metabolic pathway, and ERPB
signaling pathway (Figure 1.2), can be represented as graphs. Considering the glycolysis
pathway (Figure 1.1), compounds can be represented as vertices (circle) while the connec-
tions between these compounds, indicating edges of a graph, can represent transformations.
For ERPB signaling pathway (Figure 1.2), the proteins denoted by green boxes can be rep-
resented as vertices of a graph. The edges of a graph can represent the arrows between these
boxes. Similarly, representation of the metabolites and toxins (Figure 1.3) too can be ac-
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Figure 1.1: Glycolysis pathway [209]. The circles (nodes) denote metabolites, while the
lines connecting these circles (edges) denote transformations.

complished by graphs. If we consider the compound represented in Figure 1.3, its every
atom can be considered as a vertex, while every bond can represent an edge. Proteins in their
tertiary structure can be considered as a point cloud.

Here, we present the formal notations and standard definitions that will be used through-
out the thesis. To simplify, we use the terms “network” and “graph” synonymous. A graph
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Figure 1.3: Structure of the metabolite L-Lactate [209]. The atoms denote nodes, while the
bonds between these atoms denote edges.

is represented by G = (V,E), where V denotes the set of vertices, and E stands for the
set of edges. A path in a graph is a sequence of edges such that every pair of subsequent
edges share a common vertex. The length of a path is denoted by the number of edges it
includes. A closed path starting and ending with the same vertex in a graph is defined as a
cycle. A subgraph of a graph contains a subset of the vertices and edges. Further terms will
be formally introduced whenever required.

1.4.2 Solving biological problems using machine learning

Machine Learning (ML) is the field of study that gives computers the capability to learn with-
out being explicitly programmed. The basic idea behind the working of machine learning
algorithms is by building a mathematical model based on sample data, also known as train-
ing data, to make predictions or decisions without being explicitly programmed to perform
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the task.

ML algorithms facilitate low-cost solutions to the time consuming and laborious ex-
perimental approaches for tasks such as sequence identification, determining groups of co-
expressed genes, protein structure prediction, gene prediction, modeling of complex inter-
actions in biological systems, precision medicine and text-mining [28], among others. ML
algorithms learn how to combine multiple features of the input data into a more abstract set
of features from which further learning can be conducted [239]. The multi-layered approach
to learning patterns in the input data allows such systems to make complex predictions when
the learning system is trained on large datasets. With time, size and number of available bio-
logical datasets have skyrocketed, driving bioinformatics researchers to make use of machine
learning algorithms [451].

ML algorithms are classified into several broad categories. Under unsupervised learning,
an ML algorithm builds a mathematical model from a set of data that contains only input
and no desired output. Unsupervised learning algorithms are used to find structure in the
data, like grouping or clustering of data objects. In supervised learning, an ML algorithm
builds a mathematical/computational model from a set of data that contains both input and
desired output [279]. Regression and classification algorithms work under supervised learn-
ing. Classification algorithms are used when the outputs are restricted to a limited set of
values. Regression algorithms may have continuous outputs i.e., any value within a domain.
The most widely used machine learning algorithms include k-means clustering algorithm,
support vector machines (SVM), linear regression, logistic regression, naive Bayes (NB)
classifier, decision tree (DT) algorithm, k-nearest neighbor (kNN) classifier and artificial
neural networks (ANN).

1.4.3 Preliminaries of convex hull

In mathematics, a set of points P is said to be convex if for any two points p, q in P , any
point on the line segment pq belongs to P . The convex hull or convex envelope or convex
closure of a set P of points in the Euclidean space is the smallest convex set that contains
P [129, 368]. In order to understand convex hull in 3D Euclidean space, one must first
understand the concept of convexity. The convex hull in 2D is a polygon, while in 3D, it is
a polyhedron. A convex polyhedron is a special case of a polyhedron, having the additional
property that it is also a convex set of points in IR3.

The polygons forming a polyhedron (or bounding a solid polyhedron) are referred to
as the faces of the polyhedron, provided that all coplanar polygons with common sides or
segments of sides are treated as a single polygon, thus making a single face. The sides
and vertices of the faces of a polyhedron are referred to as the edges and vertices of the
polyhedron respectively. In this thesis, the convex hull in the 3D space has been derived by
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Quickhull algorithm [30].

1.4.4 Performance measures

The performance of the different algorithms and classifiers developed/implemented in this
thesis have been assessed by Accuracy, Sensitivity, Specificity [442], F -score, G-mean, Re-

ceiver Operating Characteristic (ROC), Area Under Curve (AUC), Matthews Correlation

Coefficient (MCC) and Cohen’s κ score [374]. They are defined below:

Accuracy =
TP + TN

TP + TN + FP + FN
(1.1)

Sensitivity (TPR) =
TP

TP + FN
(1.2)

Specificity =
TN

TN + FP
(1.3)

Precision =
TP

TP + FP
. (1.4)

FPR =
FP

FP + TN
. (1.5)

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
. (1.6)

κ =
p0 − pe
1− pe

. (1.7)

where
p0 =

TP + TN

TP + TN + FP + FN
. (1.8)

and
pe =

(TN + FP )(TN + FN) + (FN + TP )(FP + TP )

(TP + TN + FP + FN)2
. (1.9)

Here TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative
values respectively. Accuracy reflects the ability of a classifier in discriminating classes.
Sensitivity is the measure of the proportion of actual positives that are correctly identified as
such, while Specificity gives the proportion of actual negatives that are correctly identified
as such. Precision, on the other hand, signifies the proportion of correct predictions in the
positive class.

However, for an unbalanced class, Accuracy is not a very reliable metric to measure the
performance of a classifier. Let us consider a dataset with two classes only, where the first
class contains 90% of the data (majority class), and the second constitutes the remaining 10%
(minority class). If the classifier predicts every sample belonging to the first class, the accu-
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racy will be of 90%, although this classifier is in practice useless. Getting a high accuracy for
imbalanced classes is easy, without actually making useful predictions. Thus, Accuracy as
an evaluation measure makes sense only if the class labels are uniformly distributed [391].
The curves AUC-ROC are not sensitive to imbalanced datasets. This is because a small
number of correct or incorrect predictions can result in a large change in the ROC curves.
ROC is obtained by plotting false positive rate versus true positive rate. As the extent of data
imbalance increases, true positive rate (TPR) will mostly remain constant since it depends
on misclassifying minority class examples. In the case of an imbalanced dataset, there will
be more FP. Since the majority class has more data, TN will also be high. As a result, false
positive rate (FPR) remains the same. Given that both equations remain the same intuitively,
it is evident that AUC-ROC is not sensitive to imbalanced datasets [391].

For a more robust performance measure for classification of imbalanced datasets contain-
ing samples from either of the two classes, we consider F -score and G-mean. F-score [51]
combines sensitivity and precision, and is given by

F -score =
2

1
precision + 1

sensitivity

=
2TP

2TP + FP + FN

(1.10)

On the other hand, G-mean [135] attempts to maximize the accuracy across two classes with
a good balance, and is defined as

G-mean =
√

sensitivity× specificity

=

√
TP

TP + FN
× TN

FP + TN

(1.11)

Larger the values of F -score and G-mean, better is the classifier.

The measures mentioned above are suitable for 2-class problems. We need to know the
performance measure for multiclass classification on imbalanced datasets. For multiclass
classification, we have used Accuracy, Matthew’s correlation coefficient (MCC) and Cohen’s

kappa (κ) score.

Let mij be the number of samples being in ith class, having been predicted to belong to
jth class. For a b-class classification problem, c, s, tj, pj are defined as

• s =
b∑
i=1

b∑
j=1

mij is the total number of samples

• c =
b∑
i=1

mii is the total number of samples correctly predicted

• tj =
b∑
i=1

mji is the total number of samples in class j
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• pj =
b∑
i=1

mij is the number of samples predicted to be in class j

Cohen’s κ score, for multiclass classification problems, is given by [386]

κ =

c× s−
b∑

j=1

pjtj

(s2 −
b∑

j=1

pjtj)

(1.12)

For multiclass classification problems, MCC is defined as [204]

MCC =

c× s−
b∑

j=1

pjtj√
(s2 −

b∑
j=1

p2
j)(s

2 −
b∑

j=1

t2j)

(1.13)

Cohen’s κ score is simple and widely used for measuring the performance of a classifier
dealing with more than two classes [34, 149]. The value of κ is always less than or equal to
1, where a score less than 0 indicates a random prediction. Closer the value of κ to 1, better
is the prediction. MCC takes true/false positives/negatives into account, and is generally
regarded as an equal measure [204]. MCC values lie between -1 and +1, where the value
of +1 represents a perfect prediction, 0 an average random prediction, and the value of -1
indicates an inverse prediction. Both Cohen’s κ score and MCC are sensitive to imbalanced
data [391].

1.5 Scope and Organization of the thesis

This thesis is a comprehensive attempt to the identification of pathogenic toxins and their
effect on signal transduction and metabolic pathways of the hosts based on the principles of
feature extraction, classification and pathway prediction. The present chapter deals with the
concept of pathogen, host, host-pathogen interactions, and the importance of computer sci-
ence in host-pathogen interactions. The second chapter gives an overview of how computer
science has helped in generating knowledge in the field of host-pathogen interactions. The
remaining five chapters constitute the contributory part of the thesis, followed by a conclud-
ing chapter. The content of the chapters has been outlined in Figure 1.4.
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1.5.1 Chapter 2 - A Review on Host-Pathogen Interactions: Classifica-
tion and Prediction

Chapter 2, being on literature survey, describes the current research in host-pathogen interac-
tions [354]. It covers the biological and computational aspects of host-pathogen interactions,
classification of the methods by which the pathogens interact with their hosts, different ma-
chine learning techniques for prediction of various toxins and protein-protein interactions,
and future scopes of this research field.

1.5.2 Chapter 3 - PyPredT6: An Ensemble Learning-based System for
Identification of Type VI Effector Proteins

Chapter 3 contributes to the development of a predictor system, called PyPredT6, for predic-
tion of Type VI (T6) effector proteins, by utilizing information based on their primary and
secondary structures [353]. Prediction of T6 effector proteins is a new challenge since the
discovery of the T6 Secretion System. A total of 873 unique features have been extracted
from the peptide and nucleotide sequences of the experimentally verified effector proteins.
Based on these features and using ensemble learning, we have performed in silico prediction
of T6 effector proteins in Vibrio cholerae and Yersinia pestis to demonstrate the effective-
ness of PyPredT6. PyPredT6 has been seen to provide better prediction in comparison with
other T6 effector protein predictors, with a reported accuracy of 92.15%. While analyzing
the feature set, a considerable difference has been noticed in the distribution of α-helices and
β-sheets in effectors with respect to the non-effectors (p < 0.05). The implementation of the
method PyPredT6 is available at http://projectphd.droppages.com/PyPredT6.html.

1.5.3 Chapter 4 - Cluster Quality-based Non-Reductional (CQNR) Over-
sampling Technique and Effector Protein Predictor Based on 3D
Structure (EPP3D) of Proteins

Chapter 4 deals with identification of effector proteins based on their 3D structure, incor-
porating a novel oversampling algorithm. Currently, no mechanism to identify the effector
proteins based on their 3D structure has been reported in the literature. In order to identify
effector proteins, extraction of features from their 3D structure is crucial. However, effector
protein datasets are highly imbalanced. State-of-the-art oversampling algorithms are inca-
pable of dealing with such datasets. They usually eliminate samples as noise and do not
ensure generation of synthetic samples strictly in the vicinity of the minority class samples.
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Figure 1.4: Outline of the thesis.

In effector protein datasets, deletion of any samples as noise would lead to loss of crucial in-
formation. Furthermore, generation of synthetic samples of the minority class in the vicinity
of majority class samples would lead to an inept classifier.

In this chapter, we develop an algorithm, called Cluster Quality-based Non-Reductional
(CQNR), for the purpose of oversampling minority classes. Its novelty lies in generating new
samples proportional to the distribution of samples of the minority classes, without eliminat-
ing any sample as noise. Utilizing CQNR, we develop a novel Effector Protein Predictor
based on the 3D (EPP3D) structure of proteins. EPP3D is trained on a feature set, com-
prising features, viz., convex hull layer count, surface atom composition, radius of gyration,
packing density and compactness, derived from the 3D structure of the experimentally veri-
fied effector proteins. F -score and G-mean demonstrate that CQNR has outperformed some
well-established oversampling methods by approximately 3–5% on five benchmark datasets
and three other synthetically generated highly imbalanced datasets. Likewise, for classifica-
tion of pathogenic effector proteins, a significant improvement of 7–9% in accuracy has been
noticed on the application of CQNR followed by EPP3D with respect to other oversampling
algorithms. Moreover, EPP3D has exhibited an improvement of 2–4% in classifying effec-
tor proteins based on their 3D structure compared to the classification of effector proteins
based on their amino acid sequences. The software for CQNR and EPP3D are available at
http://projectphd.droppages.com/CQNR.html.
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1.5.4 Chapter 5 - DeepT7: A Deep Neural Network System for Identifi-
cation of Type VII Effector Proteins

Following the successful application of the techniques to uniquely identify Type VI pro-
teins in Chapter 3, and using 3D structure to identify the effector proteins in Chapter 4, we
extend these investigations towards identifying Type VII proteins. An important group of
pathogens that have been known to secrete virulence factors are organisms harboring the
Type VII Secretion System (T7SS). Prediction of T7 effector proteins has become crucial
since the discovery of T7 secretion system. In Chapter 5, we develop a Deep Neural Net-
work system, called DeepT7, to predict T7 effector proteins. The nucleotide and peptide
sequences of experimentally verified effector proteins have been considered for constructing
a set of 1727 features. The feature set captures various aspects of effector proteins, which
include their physicochemical properties, primary and secondary structure-based informa-
tion, and evolutionary information-based properties. The effectiveness of DeepT7 has been
demonstrated on the proteomes of two organisms, Mycobacterium bovis and Streptococcus

pneumoniae, known to possess T7SS, for predicting their T7 effector proteins. The out-
come of DeepT7 has been biologically validated. DeepT7 has identified T7 effectors with
an accuracy of 91.50%, sensitivity of 91.10%, specificity of 99.14%, F -score of 0.6721, G-
mean of 0.9504, Cohen’s κ score of 0.6467 and MCC of 0.7480. DeepT7 is available at
http://projectphd.droppages.com/DeepT7.html.

1.5.5 Chapter 6 - ASAPP: Architectural Similarity-based Automated
Pathway Prediction System and Its Application in Host-Pathogen
Interactions

The previous chapters are dedicated to the identification of perturbing agents. However, a
holistic study of this would remain incomplete without an analysis of the effect of these
toxins on host pathways, which we have attempted to do in Chapters 6 and 7. Chapter 6
is dedicated to the design of a novel generalized algorithm, called Architectural Similarity-
based Automated Pathway Prediction (ASAPP), which is used to predict metabolic pathways
based on the structural resemblance of the metabolites. The significance of metabolic path-
way prediction is to envision the viable unknown transformations that can occur provided
the appropriate enzymes are present. It can facilitate the prediction of the consequences of
host-pathogen interactions. ASAPP takes two-dimensional structure and molecular weight
of metabolites as input, and generates a list of probable transformations, without the knowl-
edge of any externally established reactions, with an accuracy of 85.09%. ASAPP has also
been applied to predict the outcome of pathogen liberated toxins on the carbohydrate and
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lipid pathways of the hosts. We have analyzed the disruption of host pathways in the pres-
ence of toxins, and have found that some metabolites in glycolysis and TCA cycle have a
high chance of being the breakpoints in the pathway. The algorithm ASAPP is available at
http://asapp.droppages.com/.

1.5.6 Chapter 7 - Boolean Logic-based Network Robustness Analyzer
(BNRA) and Its Application to a System of Host-Pathogen Inter-
actions

Effect of toxins on metabolic pathways has been studied in the last chapter. In this chap-
ter we move our focus to studying the effect of toxins on signal transduction pathways.
Computational modeling of signal transduction pathways promises to uncover the working
mechanism governing such networks. It paves the way for studying the effect of pathogenic
substances and assists in the development of drugs that would work on infected networks.
Perturbation of biological networks leads to diseases. More robust a network, less prone it is
to get perturbed. Understanding these perturbations within the context of biological networks
is one of the significant challenges in systems biology. It has been seen that computational
models reveal logical interrelations between Boolean networks and signal transduction path-
ways.

In this light and in order to get a better insight into these networks, we design an al-
gorithm, called Boolean logic-based Network Robustness Analyzer (BNRA), in Chapter
7. BNRA models biological pathways in the form of undirected networks. The algo-
rithm computes the robustness scores of both perturbed and unperturbed networks. It de-
fines a quantitative measure to reflect the robustness of a network, before and after per-
turbation. BNRA has been applied to 221 pathways belonging to 26 categories, including
human disease networks. Among these 221 pathways, four of them, viz., mRNA surveil-
lance pathway, transcriptional misregulation in cancer, hypertrophic cardiomyopathy (HCM)
and synaptic vesicle cycle, have been found to be the most robust among all the pathways
considered here. An analysis of BNRA on disease pathways, including the recently dis-
covered COVID-19 pathway, has also been provided. BNRA is available for download at
http://projectphd.droppages.com/BNRA.html.

1.5.7 Chapter 8 - Conclusions and Scope for Future Research

Finally, in Chapter 8, we provide concluding remarks on the algorithms designed as well
as the results generated by them. We provide an insight into the limitations of each of the
developed algorithms. We also give, in this chapter, a brief description of the future scope of
the thesis.
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Chapter 2

A Review on Host–Pathogen
Interactions: Classification and
Prediction [354]

2.1 Introduction

As discussed in Chapter 1, the term ‘host-pathogen interaction’ refers to the ways in which
a pathogen (virus, bacteria, prion, fungus and viroid) influences activities of its hosts, and
vice-versa. Pathogens adapt to changes, and find alternative ways to survive and infect a
host. Questions like how the pathogens function, how their entry point into the host is facil-
itated through the biological barriers and how they survive inside a host that is often under
treatment or immunized for the same pathogen, can be answered by exploring host-pathogen
interactions. Host-pathogen interactions can be described on the population level (virus in-
fections in a human population), on the organismal level (pathogens infecting host), or on
the molecular level (pathogen protein binding to a receptor on human cell). However, before
stepping into methodological details of host-pathogen interaction processes, a brief glimpse
into history of this research field is included here to sum up the how(s) and why(s) of recent
advancements of this field.

Some of the earliest investigations in the domain of host-pathogen interactions are: i)
study of host-pathogen interaction in mouse typhoid caused by Salmonella typhimurium

[448], ii) genetic study of physiology of parasitism of the corn rust pathogen Puccinia sorghi

[114], iii) a correlation study of α-galactosidase production and host-pathogen interaction
between Phaseolus vulgaris and Colletotrichum lindemuthianurn [134], iv) study of ultra-
structural aspects of a host-pathogen relationship of a deuteromycetes fungus, Pyrenochaeta

terrestris with 2 Allium cepa (onion) varieties with the help of electron microscopy [188], v)
fine structure study of principal infection procedure during infection of Barley by Erysiphe
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graminis [128], vi) a study on proteins which obstructs the action of the polygalacturonases
(polygalaicturonide hydrolases, EC 3.2.1.15) released by the fungal plant pathogens Fusar-

ium oxysporum, Colletotrichum lindemuthianum, and Sclerotium rolfsii. These proteins are
extracted from the cell walls of red kidney bean hypocotyls, tomato stems and suspension-
cultured sycamore cells [8],vii) a study on proteins secreted by plant pathogens which im-
pedes enzymes of the host having the ability to attack the pathogen. The study is conducted
on a interaction system of a fungal pathogen (Colletotrichum lindemuthianum) and its host,
the French bean (Phaseolus vulgaris) [9], viii) a study on a single plant protein that ef-
ficiently hinders endopolygalacturonases secreted by Aspergillus niger and Colletotrichum

lindemuthianum [143], ix) a molecular basis study to showcase mutation of Xanthomonas

campestris to overcome resistance in pepper (Capsicum annuum) [214], x) a study on stress
and immunological response in host-pathogen interactions [289].

Some recent research works have focused on
• the basic notion of virulence and pathogenicity which defines and suggests a classifi-

cation system for microbial pathogens based on their capacity to cause damage as a
consequence of the host’s immune response [66],

• model organisms for host-pathogen interactions, i.e., C. elegans [236], D. melanogaster

[290, 404] and zebrafish [171, 396] among others,

• molecular cross-talk of host-pathogen interactions where Type III secretion system is
mentioned [340],

• novel studies involving epigenetics1 [157], metallobiology [48], quantitative temporal
viromics2 [419], heterogeneity in same host tissue [56], and computational systems
biology [123] of host-pathogen interactions.

All these investigations indirectly show us the trend of development of the host-pathogen
interactions research field. The field has started with sporadic research works dedicated
towards pathogens and their interactions with their hosts. The earliest research has been done
on host-pathogen interactions with respect to environmental factors, like light, temperature,
season, and pathogen/host population among others. Later some organisms, like C. elegans

and D. melanogaster have been found as model organisms to study the pathogen behavior of
other complex hosts (human beings) due to their easy body plan, known genome structure
and short life cycle. Gradually, certain proteins and then protein clusters have been marked
for taking part in host-pathogen interactions. Moreover, definite classification has been found
for the mechanism of host-pathogen interactions at the advent of recent developments in

1a procedure through which genotypes give rise to phenotypes during development due to changes in un-
derlying DNA sequence(s), i.e., histone modifications, DNA methylation, DNA silencing via noncoding RNAs
and chromatin remodeling proteins.

2temporal alterations in host and viral proteins throughout the course of a productive infection
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imaging and molecular biology techniques.
Moreover, some research works have defined and gave direction to the host-pathogen in-

teractions research field. Discovery of distinct secretion systems [109,147,234,317,319,421]
has provided the basic background of host-pathogen interaction research. The concerned
studies have spanned from genome locus [234] to biochemical and genetic evidence [286].
With discovery of protein-protein interaction (PPI) prediction methods [44], the chance of
finding host-pathogen protein pairs and their interactions has become more prominent and
such studies have given a different direction to the research field. Methods have been de-
veloped for machine learning-based in silico prediction of secretion system associated pro-
teins [17]. There are also a couple of newly proposed methods [180, 275] which provide
new glimmer of hope to the research field in controlling pathogenesis in a host as described
below.

• Secretion systems Type I [421], Type II [109], Type III [147] and Type V [317] have
been discovered in 1980s, which have defined the base for host-pathogen interaction
research.

• Kuldau et al. [234] have predicted 11 ORFs from virB locus in 1990. Based on hy-
dropathy plot they have analyzed that nine of these encode proteins which may interact
with membranes and may form a membrane pore or channel to mediate exit of the T-
DNA copy. This is the first indirect indication of a distinct secretion system, later
known as Type IV Secretion system (T4SS).

• Pukatzki et al. have functionally defined T6SS in 2006 [319].

• Mougous et al. in 2006 have provided biochemical and genetic evidence that a virulence-
associated genetic locus of P. aeruginosa, termed as HSI-I, encodes a protein secretion
apparatus (T6SS) [286].

• Machine learning-based prediction of PPIs have been done by Bock et al. in 2001 [44].
They have used Support Vector Machine (SVM) to train and predict interactions based
on primary structure and related physicochemical properties. This work has provided
a shift in research direction from genes to their protein counter parts and their nature
of interaction.

• First ever machine learning-based prediction of Type III secretion system associated
proteins have been done by Arnold et al. in 2009 by analyzing the amino acid com-
position and secondary structure composition of a few experimentally verified effector
proteins at N-terminal [17].

• A few new studies and methods have proposed new avenues of future host-pathogen
interaction research, i.e., a new way of studying host-pathogen interaction by den-
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dritic cell subtypes [275] and chemoproteomic profiling of host and pathogen enzymes
for finding candidates (proteases) to disrupt pathogenic mechanisms which often have
boosted the host’s defense mechanisms directly or indirectly [180].

The present literature survey tries to encompass the in silico prediction of host-pathogen
interactions by machine learning and the related methodologies. It has been organized
into dedicated sections of classification of host-pathogen interactions, availability of host-
pathogen interaction data, prediction of host-pathogen interaction domains, image processing-
based research techniques, and conclusive remarks. There are several substrates and path-
ways whereby pathogens can invade a host. The human body has its own natural defense
mechanism against some of the common pathogens in the form of the immune system that
acts against these pathogens. Pathogens have the capability to adhere to host tissues, to
evade host defenses, and to invade host cells. However, deeper understanding has revealed
that each pathogen has their own variation of these themes [336]. Host-pathogen interactions
take place between a host and a pathogen through the protein(s) and gene(s), and by disrupt-
ing normal functioning of pathway(s), forming biofilm(s), inhibiting macrophage activity
and by other methods. This survey has briefly discussed about the various probable factors
which directly or indirectly contribute to host-pathogen interactions. Pathogens can either
attack a host in gene level by emitting RNA, or they can release proteins which would lead
to pathogenicity or they can inhibit the mechanism of macrophage. Some pathogens utilize
the components of a host system to survive in the host. These components are called host
factors. In a few cases, some factors of a pathogen can initiate the autophagy mechanism
which acts in favor of the host. The classification of the host-pathogen interactions is based
on traditional pathogen invasion into host.

The survey starts with categorization (Figure 2.1) of pathogens, and makes a compre-
hensive list of diseases caused by them. The following section discusses classification of
host-pathogen interactions based on different biology-based reasoning. Following this, is the
description of the widely used in silico prediction methods in the domain of host-pathogen
interactions. Moreover, an extensive list of the online repositories has been furnished. The
survey concludes with a brief discussion that includes the merits and demerits of this research
field in general, a few scopes for future research and concluding remarks.

2.2 Classification of Host-Pathogen Interactions

This section describes briefly basic biology concerning host-pathogen interactions. The com-
ponents of a host-pathogen interaction can be broadly classified into four stages, i.e., invasion
of host through primary barriers, evasion of host defenses by pathogens, pathogen replication
in host and a host’s immunological capability to control/eliminate the pathogen. A pathogen
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VIRUS: 

Hepatitis, SARS, Herpes, 
Mono, AIDS, HIV, Warts, 
Influenza, Chicken pox, 
Cold sores, Small pox, 
Gold germs, Bird flu 
H5N1, Measles, 
Norovirus, Tetanus, 
Yellow fever, Typhoid, 
Ebola, Hemorrhagic fever 

BACTERIA: 

Tuberculosis, 
Pneumonia, Anthrax, 
Urinary tract, Infection, 
Peritonitis, E. Coli, Strep 
throat, Typhoid, 
Stomach ulcers, 
Salmonella, Tularemia, 
Morgellons, Lyme 
disease 

FUNGI: 

Ringworm, Yeast 
infection, Advanced 
pneumonia, 
Histoplasmosis, 
Candidiasis, 
Cryptococcus 

 

 

PROTOZOA: 

Malaria, Giardiasis, Changas 
disease, Cryptosporidiosis 

PARASITES: 

Round worm, Tape worm, 
Morgellons, Triginosis 

PATHOGENS  

Figure 2.1: Classification of some common pathogens and the list of diseases caused by them

can invade a host only after breaching the primary host defenses. Pathogens contain viru-
lence factors which promote and cause disease. The greater the virulence, the more likely
the disease will occur. The entire process of host-pathogen interactions has been classified
according to these stages. A summary of the methods discussed in this survey has been di-
agrammatically represented in Figure 2.2. However, in silico prediction methods used for

Invasion of host 
through breach of 
primary barriers 

Evasion of host 
defenses by 
pathogens 

Pathogen 
replication in 
host 

A host’s 
Immunological 
capability to 
control/elimin
ate the 
pathogen 

Figure 2.2: Classification of Host-Pathogen Interactions

detection of such interactions have been described in the Section 2.3. The stages mentioned
below are overlapping in nature. They do not have a clear boundary between them. The in

silico prediction methods described later cannot be uniquely associated to only one of the
stages. Their applicability spans over many or all the stages of host pathogen interactions.
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2.2.1 Invasion of host through breach of primary barriers

One of the main ways in which pathogens invade the host is via protein secretion. Pathogens,
particularly the gram-negative bacteria, which cause pathogenesis in host, consist of secre-
tion systems. These secretion systems release proteins, called effectors, into the body of the
host when they come in contact with the host. There are at least six specialized secretion
systems in gram-negative bacteria. Type I, Type II, Type III, Type IV, Type V and Type
VI are the prominent ones based on their mechanisms of host infection. Details of these
mechanisms can be obtained from Costa et al. [93]. Numerous secreted proteins are crucial
in bacterial pathogenesis. A few of them has been described here, i.e., toxins, urease and
multivalent adhesion molecule.

In contrast to gram-negative bacteria, gram-positive bacteria are generally regarded as
being simpler in structure because they lack a second membrane; consequently, secretory
proteins of gram-positive bacteria only need to traverse the cytoplasmic membrane and pepti-
doglycan layer to enter the extracellular environment. However, recent studies have provided
evidence that there is an alternative protein-secretion system in gram-positive bacteria. Per-
haps unsurprisingly, this specialized secretion system has been identified in Mycobacterium

tuberculosis, a gram-positive bacterium with a highly complex cell envelope.
Apart from effector proteins, metabolic compounds known as toxins too harm the host in

many ways. Toxins are substances released by pathogens that are poisonous to humans. Most
toxins that cause problems in humans come from germs such as bacteria. Toxins are capable
of causing disease on contact with or absorption by body tissues interacting with biological
macromolecules such as enzymes or cellular receptors. These toxins, once in the body of
the host, intervene with the normal functioning of the metabolism of host. Minimized toxin
expression in a pathogen have a lesser effect on the host at the time of attack than that with
higher toxin expression. The molecules that are secreted by gram-negative pathogens, lead
to damage of the host cells. The vesicle released from the enclosure of the growing bacteria,
serves as containers for the proteins and lipids of the gram-negative bacteria. It suggests the
importance of vesicle mediated toxin delivery for the onset of infection in the host.

Effectors proteins are secreted by pathogenic bacteria for their entry into host and are
crucial for virulence. These proteins assist pathogens in invading host tissue, suppressing
the host’s immune system, and in its survival within the host. For example, in Yersinia

pestis (the causative agent of plague), loss of the T3SS has rendered the bacteria completely
avirulent [269]. Naive Bayes classifier and support vector machine have already been applied
to detect effector proteins of T3SS [17,412]. More details regarding the methodology is given
in the Section 2.3.

Urease (an enzyme) plays an important role in Mtb-host interaction [86]. Urease is
present in many species of mycobacterium, and its presence/absence is frequently used in the
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speciation of mycobacterium. Urease has been considered to be a virulence factor for several
pathogenic microorganisms. Generation of ammonia by urease of urinary pathogens, such as
P. mirabilis, have contributed to its pathogenesis due to its toxicity to renal epithelium, par-
ticipation in complement inactivation and promotion of urinary stone formation [52]. Urease
of H. pylori alkalizes the bacterial micro-environment in the stomach and is toxic to stom-
ach epithelium [371]. In the case of Mtb, urea is readily available to the bacteria in both its
intracellular and extracellular locations within the host.

Multivalent Adhesion Molecule (MAM) is responsible for establishing high affinity bind-
ing to host cells during early stages of infection [228]. MAM7 connects to a host via protein-
lipid (phosphatidic acid) and protein-protein (fibronectin) interactions. MAM7 has been
found on the outer membrane of the gram-negative pathogens which contributes to its viru-
lence.

2.2.2 Evasion of host defenses by pathogens

In order to survive inside the host, pathogens need to avoid host defense mechanisms. My-

cobacterium tuberculosis (Mtb) showcases that it actively transcribes a number of genes
involved in fortification and evasion from a host system [321]. Assessment of the genome of
58 strains of Staphylococcus aureus reveals that all the immune evasive proteins are present
in all the strains but not all the surface proteins [270]. Remarkably, four strains have surface
and immune evasion genes similar to human strain. On the other hand, the putative targets
of these proteins vary in different hosts, which propose that these proteins are not crucial for
virulence. Signaling for anti-inflammation by glycolipids and host system interaction may
be considered as a method of Mycobacteria to evade the host or may be playing a vital role
in preventing extreme inflammatory response [398].

Pathogens often affect the essential pathways of their hosts with the aim to evade host
defenses. NF-κB family of transcription factors help in the development of the APC (Antigen
Presenting Cell) and the lymphocyte [389]. Once the host is compromised, NF-κB pathway
gets activated. HIV-1 mostly depends on its host for survival as it has a few genes of its own.
An integrated study of HIV-1 and human signal transduction pathways have been carried out
to infer that most of these pathways may get effected by HIV virus during its life cycle [27].
It has assessed and analyzed all possible paths (perturbed and unperturbed) starting from one
protein (start point) terminating into another (end point).

Human proteins potentially targeted by Epstein-Barr virus (EBV), tend to be hubs in the
human interactome. It is consistent with the hypothesis that hub protein targeting is an ef-
fective mechanism for viruses to convert pathways for their use [61]. Bacterial and viral
pathogens are more inclined to interact with hub proteins, and the proteins that are central to
multiple pathways in the network [126]. Certain cellular mechanisms, like cell cycle regula-
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tion and nuclear transport participate in these interactions with a different set of pathogens.
A study has identified 3073 human-B. anthracis, 1383 human-F. tularensis and 4059 human-
Y. pestis PPIs (Protein-Protein-Interactions) [127]. As suggested by Ranet et al. [126], these
PPIs have occurred among those hub and bottleneck proteins. The extracellular hydrolytic
enzymes, especially the aspartyl proteinases (Saps) secreted by C. albicans, are major fac-
tors of its pathogenicity [291]. Proteins Chaperon 60 and 60.1 have a higher impact on
activation of the cytokines than the protein Chaperon 60.2 [250]. In Staphylococcus aureus,
proteins EsxA and EsxB act as virulent factors to enforce pathogenesis [60]. Mutants that
do not secrete these proteins have been observed for failing to enforce strong pathogenesis.
Among two closely related families of proteins, PE and PE PGRS, PE PGRS of Mtb acti-
vates a considerable humoral immune response but not PE [108]. Further study suggests that
unlike PE, certain PE PGRS genes are expressed during infection and antibody response.
In case of Enterovirus, 71 genes out of 699 get differentially expressed significantly during
infection [262]. Lack of the flagella gene in Salmonella typhimurium contributes to its viru-
lence. Addition of flagella gene increases the cytotoxicity. However, it does not increase the
production of IL-6 (InterLeukin-6) [301].

One of the crucial host defenses is the macrophage. Hence macrophage inhibition is an-
other factor using which the pathogen evades the host immune mechanism. Macrophage ac-
tivation happens due to multiple components, i.e., gene(s) encoding receptor(s), signal trans-
duction molecule(s), transcription factor(s) and bacterial component(s) that activate toll like
receptor(s) (lipopolysacharide, muramyl dipeptide, lipoteichoic acid and heat shock proteins)
[293] among others. Pathogens attempt to survive in the host by preventing macrophages to
act on them. It has been found that pathogens disrupt the enzymatic activity in activated
macrophages by disrupting the actin filament network [163].

It has been identified that falsatin is an endogenous protease inhibitor of Plasmodium fal-

ciparum. Analysis of inhibition of normal functionality of macrophages to engulf pathogens
and ingest killed parasites due to the functioning of ornithine decarboxylase, has been done
by Nairz et al. [216]. Due to pathogen specific responses, interleuken-12 production is inhib-
ited for Mtb, hence allowing the host to fight against the pathogen. It has been found that 26
to 37 proteins of HIV-1 are associated with MDM (monocyte derived macrophages) derived
from HIV [82]. Inhibition by Mtb can be avoided with the help of IFN-γ and transfection
of LRG-47 [170]. It has been found that Mtb residing in macrophage, switches to anaerobic
growth [350] to evade host defense for a longer period of time.

The crosstalk of host-pathogen interactions is often governed by miRNAs [155,346,347].
The small RNAs, like siRNAs and shRNAs also play a vital role in host-pathogen interac-
tions. Konig et al. [227] have studied the association of siRNAs with host-pathogen inter-
actions. They have explored it by combining genome wide siRNA analysis along with the
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knowledge from human interactome database. Pathogens have Short Linear Motifs (SLiM)
that have high similarity with host SLiMs. Motif mimicry is used by pathogens to rewire
host signaling pathways by co-opting SLiM-mediated protein interactions to affect the host
systems [403].

Pneumolysin (an enzyme) is a key virulence factor [267]. It activates multiple genes and
signal transduction pathways in eukaryotes. Cytolytic effect of pneumolysin contributes to
lung injury and neural damage. It sometimes induces apoptosis in neurons and other cells. It
can also trigger host mediated apoptosis in macrophages, thus magnifying extermination of
pathogens. Pneumolysin has a both way balancing effect on the host.

2.2.3 Pathogen replication in host

For surviving inside a host, pathogens have multiple ways to facilitate their growth by speedy
replication. First of all, they need a few genes and proteins to survive effectively in the
host, while a lot more genes and proteins are required for their survival outside the host. A
study on the metabolic network of the pathogen, Salmonella typhimurium, has revealed 1083
genes catalyzing 1087 metabolic and transport reactions. This suggests that a minimal set
of potent metabolic pathways within Salmonella typhimurium, is required for its favorable
replication of Salmonella typhimurium within the host [322]. Erythrocytic malaria parasite
needs proteases for a number of its cellular processes [308] in order to survive in the host.

Pathogens have evolved strategies to promote their survival by performing hijacking of
the host cells they infect. Viruses implant their DNA sequence into the normal sequence of
these hosts in the hope of their better survival [328] inside the hosts. A genome of the strain
of Mtb, H37Rv, made up of 4000 genes comprising 4,411,529 base pairs, have a high guanine
and cytosine (GC) content [87]. In this genome, 194 genes are required for the growth of
Mtb [344]. A large number of these genes is unique to mycobacteria and its closely related
species. It leads to the fact that the mechanism of infection of Mtb is different from other
pathogenic species.

Some pathogens even respond to more than one micro-environment for their replication
and survival. The genes responsible for secretion in Mycobacterium (Snm) protein secre-
tion in a mutation of Mtb, which is Mycobacterium smegmatis, are homologs of their Mtb

counterpart [91]. It suggests that some strains may have similar secretion mechanism. Four
essential gene products (Sm3866, Sm3869, Sm3882c, and Sm3883c) are needed for Snm se-
cretion. Mtb exists in various metabolic states. This fact indicates that it may be responsive
to more than one micro-environment [141].

The genome of Mycobacterium tuberculosis possesses a large family of Ser/Thr protein
kinases (STPKs). STPKs have been found to play an important role in cell division and cell
envelope biosynthesis [283]. The outer membrane of the bacteria facilitates the interaction

31



between a host and a pathogen [233]. C. albicans have the capability to colonize and infect
majority of the tissues of human host, which indicates that it can have functionally distinct
proteinases (enzymes performing proteolysis) so as to have enough flexibility to multiply
and survive in the host.

Sometimes a host itself unknowingly facilitates/inhibits the survival of its pathogens.
These facilities are referred to as the host factors. These factors help in pathogen replication,
transcription, integration, growth, 198 propagation, pathogen entry, and host-pathogen inter-
actions among others. A set of 295 cellular co-factors (of host) are essential for replication
of influenza virus in the early stage [226]. Among these co-factors, 181 are highly signifi-
cant in host-pathogen interactions, 219 help in efficient influenza virus growth, 23 have role
in vital entry and 10 are required for post entry steps of virus replication. Small molecule
inhibitors of multiple factors, including vATPase and CAMK2B, go against influenza virus
replication. A set of 116 Dengue Virus Host Factors (DVHF) are needed for the propagation
of DENV-2 (dengue virus type 2) [357]. Among 82 human homologs of dipteran DVHF, 42
have been identified to be human DVHF. A set of 311 host factors have been found to be
responsible for the growth of HIV-1 [455]. Considering HIV dependency factors obtained
previously in [50] [455], it is observed that the cardinality of the set of intersection is 311
host factors. Six newly identified host factors are AKT1, PRKAA1, CD97, NEIL3, BMP2k
and SERPINB6 [455]. A set of 250 such factors in HIV has been identified [50]. Rab6 and
Vps53 play role in viral entry, and TNPO3 is important for viral integration and Med28 for
viral transcription. HDF genes show a stronger presence in the immune cell, thus allowing
the viruses to evolve in the host cells which perform the life cycle functions needed for them
to survive. A set of 213 host factors and 11 HIV encoded proteins have been found respon-
sible for HIV-1 replication [50]. Among them, a few proteins help in regulation of ubiquitin
conjugation, DNA damage response, proteolysis and RNA splicing. Forty new factors play
a vital role in the process of initiation and/or kinetics of DNA synthesis. Fifteen proteins
with different functions have been found to play an significant role in nuclear import or viral
DNA integration.

Pathogens, like M. laprae, cannot survive independently. Hence, they convert the glial
cells of a host into progenitor cells using which it can survive and spread infection inside the
host [187]. It alters the genetic structure of the adult Schwann cells to form the progenitor
cells. However, it is still unknown how long M. laprae can survive in the de-differentiated
Schwann cells as they will eventually differentiate back into adult Schwann cells.

Often apoptosis of host factors has been found to be involved in bacterial growth and
sustenance inside host [457]. Apoptosis contributes to the processes of host cell deletion
method, triggering of inflammation and defense mechanism. Apoptosis by the pathogen
Bordetella pertussis allows the pathogen to survive in the introductory stages of infection.
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After the pathogen has successfully colonized the tissue of the host, it stops producing the
toxin adenylate cyclase hemolysin.

Biofilm formation plays a major role in host-pathogen interactions. This is a mechanism
of pathogens by which they form a biofilm for their survival in the host, often utilizing de-
graded host proteins Leucobacter chromiireducens subsp. solipictus strain TAN 31504 forms
biofilm. Exposure to TAN 31504 leads to change in a few innate immunity related genes in
C. elegans [288]. Esp (a serine protease secreted by S. epidermidis) degrades 75 proteins
of Staphylococcus aureus by proteolytic activity, which include 11 proteins essential for the
formation of biofilm [382]. Esp also degrades several human receptor proteins involved in
colonization and infection by the pathogen for the benefit of the host.

2.2.4 Immunological capability of a host to control/eliminate the pathogen

In order to prevent occurrence of infection/disease, the host body launches immune re-
sponse with respect to the pathogenic invasion, i.e., high expression of certain genes [385],
autophagy [366, 402], role of dendritic cells [275, 330], glycoconjugates [281, 283] and
iron [116, 292] in activation/alteration of host immune system.

Host genes play an important role in its immune response. Mutated β-catenin homolog
bar 1 or homeobox gene egl-5 of C. elegans, has resulted in defective response and hyper-
sensitivity to Staphylococcus aureus [197]. Bar-1 and the fgl-5 genes function parallel to
the immune response pathway taken up by C. elegans. Over expression of egl-5 resulted in
modification of NF-κB dependent TLR2 (Toll-like receptor 2) signaling in epithelial cells
suggesting the role played by these two genes in immune defense of a host. Pro-16 in E-
cadherin is responsible for host specificity towards the human pathogen Listeria monocyto-

genes [242]. E-cadherin of mouse, which is 85% similar to E-cadherin of human, denotes
the entry of bacterial pathogen, Listeria monocytogenes, by not allowing E-cadherin to in-
teract with bacterial surface protein internalin. If Proline (Pro) in the position 16 of amino
acid in human is replaced by Glutamic acid (Glu) then interaction with internalin is disabled.
However in mouse, if Glu is substituted by Pro then interaction with internalin is enabled.
On Mtb interaction with mice, a group of 67 genes in an immuno-competent host has showed
a high level of expression than the immuno-deficient host often in 21 days. This shows that
67 genes are responsible for immunity of mice (host) [385].

Autophagy is another mechanism of host’s defense against pathogen. Autophagy can be
used in the elimination of Mtb [402]. LRG-47 initiates autophagy according to the study
carried out by Singh et al. [366]. Immunity-related GTPase family M protein (IRGM) also
plays role in autophagy and degradation of intracellular bacillary load.

Dendritic cells (DCs) play a vital role in the activation of the immune system on encoun-
tering a pathogen [330]. DCs are summoned to the lamina propria of the small intestine after
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bacterial infection. The number of DCs summoned depends on the pathogenicity of microor-
ganisms confronted. Infection stimulates the release of a variety of soluble factors, including
chemokines, which facilitate the summoning of DCs, and cytokines that are strong arbitrators
of DC activation. Pathogens, viruses and their components can activate DCs directly. One of
the important characteristics of DCs is their ability to migrate. During some infections, this
property may have a harmful as well as a favorable side. Relocation of pathogen-laden DCs
from the periphery into lymph nodes leads to the activation of T-cells. On the other hand, it
contributes to the spread of infection within the host.

Glycoconjugates can alter the immune system of human body. Immunomodulatory com-
ponents of Mtb are phosphatidyl-myo-inositol (PMI), lipomannan (LM) and lipoarabinoman-
nan (LAM). Apart from LM and LAM, mannose also contributes to the synthesis of multi-
ple glycosylated proteins and also polymethylated polysaccharides in Mycobacteria [281].
These molecules are synthesized by both pathogenic and non-pathogenic species. Many of
the genes involved in biosynthesis of these glycoconjugates are important for survival of
Mycobacteria [343, 344]. Only serine-threonine kinases have been predicted to take part in
the regulation process of Mycobacterial glycosyltransferases [11, 283]. The interaction of
Mycobacteria with the pattern recognition receptors may be an influencing factor for the
functioning of the inflammatory signals, hence determining the way in which the immune
system reacts [11, 283].

Iron plays a crucial role in the secretion of cytokines and in the activity of the transcrip-
tion factors, affecting the immune response [116, 292]. Iron homeostasis is controlled by
immune cell derived mediators and acute phase proteins. An effective method of host de-
fense is to restrict the supply of iron to the pathogens. Pathogens have evolved to utilize iron
as it is found plenty in the host. The control of iron homeostasis is one of the main issues, as
it can be controlled by the host or the pathogen for their benefit.

With such kind of diverse mechanisms involved at each step of pathogen infection, pre-
dicting the host-pathogen interactions are extremely crucial. However, prediction of interac-
tions among the huge number of host and pathogen proteins do pose a real-time experimental
problem. Hence, many in silico prediction methods have been devised to abate such issues.
They effectively provide the primary screening of the possible interactions and provide a list
of highly probable interactions, which can then be experimentally verified. A few of them
has been described and listed in the following section.

2.3 Methods for Prediction of Host-Pathogen Interactions

In this thesis, we concentrate on two crucial aspects to study host-pathogen interactions, viz.,
identification of toxin and analyzing their effect on host pathways. Multiple investigations
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have been done on the identification of toxins (effector proteins). However, not much can
be said about the latter. The only research that has been done was related to PPIs. Multiple
investigations report algorithms to predict binding of pathogen proteins to their host proteins.
In this section, we describe various algorithms which facilitate the identification of toxins and
analyzing the effect of toxins on pathways by predicting PPIs.

Prediction in the domain of host-pathogen interactions play a vital role in designing
rational-therapeutic measures including drugs. Sometimes, experimental procedures can be
cumbersome, time-consuming and expensive. Experimenting with all possibilities takes a
lot of time. Prediction methods with the help of machine learning can overcome such prob-
lems. They can be used to predict the putative data first, which satisfies certain conditions.
Then the predicted set can be verified experimentally, which will engage far less time and
resources. The respective subsections describe some of the widely used techniques for in

silico prediction of host-pathogen interactions. One or more of these methods can be used
for prediction of genes, proteins, host factors and pathways, among others, of both the host
and pathogen.

2.3.1 Biological reasoning-based prediction of host-pathogen interac-
tions

The most extensively explored method by which a pathogen interacts with the host, is by
PPIs. Pathogen proteins interact with host proteins for invading the host. Proteins of a
pathogen can affect a host and its environment in multiple ways. They can directly bind with
host protein(s) and affect downward cascades of reactions preventing normal function(s) of
host. They can even compromise a host’s immunological defenses by misguiding and weak-
ening it. They can even utilize the components of a crumbling harsh anaerobic environment
of a immune-compromised host. Hence predicting the putative PPIs between a pathogen and
its host(s) is of paramount importance. In order to foretell whether a host protein can interact
with a pathogen protein or vice-versa, the following categories of methods can be used.

Homology-based prediction An interaction between a pair of proteins in one species is
anticipated to be conserved in its related species [268]. Prediction of host-pathogen PPIs in
Homo sapiens (as host) and Plasmodium falciparum (as pathogen) [229] considers interac-
tion templates of human and P. falciparum genomic sequences to bring out the probable set
of PPIs. The homology detection algorithm as shown in Figure 2.3, is applied to these PPIs,
to filter out non-homologous ones. The new set thus formed, is made to pass through the
filter of stage specific and tissue specific expression data of P. falciparum and Homo sapiens

respectively, and further filtered using the concept of predicted localized data. A study by
Lee et al. [244] has considered orthologous pair of genes from 18 different species to predict
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PPIs. Further analyzing them, 81 genes are found to be conserved in all the 18 species, 243
genes are missing in P. falciparum but found in the rest of 17 species. Hence, these 81 genes
and their related PPIs are probably conserved.
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Extraction of Homologs 

of Host Proteins 
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Pathogen Proteins 

Probable PPIs 

between Host and 

Pathogen Proteins 

Predicted filtered PPIs between 

Host and Pathogen Proteins 
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Experimental verification 

of the Predicted PPIs  

Figure 2.3: Homology-based predictions of host-pathogen interactions

Homology-based approaches to host-pathogen PPI prediction are widely used for their
sheer simplicity and biological background support. Since the data needed for implement-
ing the predictions are only the template PPIs and protein sequences, these approaches are
adaptable and can be applied to multiple different host-pathogen systems.

Similar is the case of molecular interaction between GBP (Galactose-Binding Protein)
and LPS gram-negative bacterial Lipopolysaccharide). GBP from Carcinoscorpius rotundi-

cauda performs as an anti-microbial defense [260]. Most importantly, GBP shares architec-
tural and functional homology to human proteins. Therefore, there is a probability of some
human protein and LPS interactions. Moreover, there are 6 Tectonic domains containing
LPS binding sites in GBP. GBP acts as a bridge between LPS and CRP (C- Reactive Pro-
tein) by indulging in GBP-LPS and GBP-CRP interactions with the aim of forming a stable
pathogen recognition molecule. These interactions have indicated that Tectonin domains can
differentiate between host and pathogen proteins.

Homology-based approach have their own set of weaknesses. In an infection, two pro-
teins in a predicted PPI may actually have very low probability to be present together. There-
fore, host-pathogen PPIs predicted completely on the homology basis, without taking into
consideration other biological properties of the proteins involved, may not be very depend-
able. Further information is needed to increase the accuracy of the prediction. An inves-
tigation by Wuchty and Stefan [426] has described filtering of the PPIs predicted by the
homology-based approach using a random forest classifier. Then the result has been filtered
according to expression and molecular characteristics. It has led to a potent subset of proteins
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that indeed interact.

Structure-based prediction When a pair of proteins have structures that are similar to a
known interacting pair of proteins, it is justifiable to believe that the former are likely to
interact in a way similar to the latter. Likewise, several investigations have used structural
information to recognize the similarity between query proteins (i.e., proteins in the host and
pathogen) and template PPIs (i.e., known interacting protein pairs), and conclude that host-
pathogen protein pairs, which match some template PPIs, indeed interact. The method is
depicted in Figure 2.4. A computational method for prediction of PPIs representing host-
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Figure 2.4: Structure-based predictions of host-pathogen interactions

pathogen interactions has been devised by Davis et al. [99]. Their proposed method has
first scanned the host and pathogen genome, searched for structural similarity to the already
known protein complexes, and then analyzed their probable interactions, using the physical
structures of the proteins. The result finally has undergone a filtering by tissue specific
expression data of host proteins and stage specific expression data of pathogen proteins,
leading to a potent set of proteins that have a high probability to interact.

Mapping of PPIs between the dengue virus, and its human and insect host has been car-
ried out by Doolittle et al. [118]. They have also predicted the interactions depending on
structural similarity of the host and the pathogen proteins. It has also focused on predic-
tions relevant to stress, unfolded protein response and interferon pathways. Another work
by Dolittle et al. [117] has predicted PPIs between HIV-1 and Homo sapiens based on struc-
tural similarity. It has modeled a network of interactions between HIV-I and human pro-
teins. Structurally similar proteins from host and HIV-1 has been retrieved, and from this
structurally similar set of proteins, the known interactions have been mapped. The resultant
subset has again been screened with factors, like cellular co-localization and RNAi screen to

37



get a more determined set that has higher probability to interact. The result has highlighted a
more potent set of proteins with higher chances of forming PPIs representing the interactions
among human and HIV-1.

Domain/motif interaction-based prediction Here, the methodology for prediction of host-
pathogen PPIs involves integration of known intra-species PPIs with protein domain profiles,
and thereby predicting PPIs between a host and a pathogen [125]. For a set of intra-species
PPIs, the functional domains are identified for each interacting proteins. For each pair of
functional domain, Bayesian statistics is used to compute the possibility of two proteins to
interact containing that pair of domain. The method is shown in Figure 2.5. It has been
applied to Homo sapiens-Plasmodium falciparum host-pathogen system, and has success-
fully predicted 516 PPIs. Human proteins anticipated to interact with the same Plasmodium

protein are close to each other in the human PPI network, and Plasmodium pairs predicted
to interact with the same human protein are co-expressed in DNA micro-array datasets mea-
sured during various stages of the Plasmodium life cycle.
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Figure 2.5: Domain/motif-based prediction of host-pathogen interactions

2.3.2 Machine learning-based predictions of host-pathogen interactions

Machine learning-based prediction methods are extensively used for detecting host-pathogen
interactions as shown in Table 2.1. This table lists a few machine learning methods used for
prediction of various aspects of host-pathogen interactions in different species. Moreover,
the particular domain knowledge is also included in this table. The sub-area of research in
some cases is referred as “Pathogen Informatics”. Supervised learning has been used for the
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prediction of PPIs in the host-pathogen domain by Tastan et al. [388]. The investigation has
considered 35 features, including tissue distribution, gene expression profile, gene ontology,
graph properties of human interactome, sequence similarity, post-translational modification
similarity to neighbor and HIV-1 protein type features among others. Then the authors have
selected the top 3 and top 6 features which are of maximum importance to classify the given
data set into interacting and non-interacting classes. Random Forest classifier has been used
as a tool for supervised learning with these feature set for training and resulting in MAP
(Maximum a Posteriori) of 23%. From this computation, it has been concluded that graph
and neighbor similarity features contribute to a better classification. Prediction of PPIs,

Table 2.1: Summary of the machine learning-based tools used in the domain of host-
pathogen interactions.

Machine Learning Method Species Reference Domain

Random Forest Classifier HIV1-Homo sapiens Tastan et al. [388], 2009 PPI

Naive Bayes Classifier Phylum Chlamydiae and genera Es-
cheria, Yersinia and Pseudomonas

Arnold et al. [17], 2009 T3SS

Ensemble learning Legionella pneumophila Burstein et al. [59], 2009 T4SS

Support Vector Machine and
Artificial Neural Network

Pseudomonas syringae Löwer et al. [261], 2009 T3SS

Support Vector Machine Pseudomonas syringae Samudrala et al. [338],
2009

T3SS

Support Vector Machine Pseudomonas syringae Yang et al. [440], 2010 T3SS

Semi Supervised Learning
using Multi-layer Percep-
tron

HIV1-Homo sapiens Yanjun et al. [320], 2010 PPI

Support Vector Machine Ralstonia solanacearum Wang et al. [412], 2011 T3SS

Random Forest Classifier Homo sapiens-Plasmodium falci-
parum

Wuchty [426], 2011 PPI

Group lasso with l1/l2 regu-
larization

Homo sapiens-Salmonella, Homo
sapiens-Yersinia

Kshirsagar et al. [230],
2012

PPI

Support Vector Machine None Thieu et al. [392], 2012 Data Mining

Multi-task Classifier using
Support Vector Machine

Yersinia pestis, Francisella tularen-
sis, Salmonella and Bacillus an-
thracis

Kshirsagar et al. [231],
2013

PPI

Support Vector Machine Multiple organisms Zou et al. [456], 2013 T4SS

Ensemble learning Multiple organisms Wang et al. [408], 2017 T4SS

Ensemble learning Multiple organisms Wang et al. [406], 2018 T3SS

Deep learning Pseudomonas syringae Xue et al. [433], 2018 T3SS

Ensemble learning Multiple organisms Xiong et al. [432], 2018 T4SS

based on motif conserved in HIV-1, has been performed by Evans et al. [136] and Bertoletti
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et al. [38]. The similarity between the binding motifs shared by virus and host proteins plays
an important role in the crosstalk between virus and host. Similarly, the study by Bertoletti
et al. [38] has attempted to predict PPIs based on motif conserved in HIV-1. It has also
highlighted the role of chemokines as a factor for liver inflammation.

Computational prediction of T3 secreted effector proteins using machine learning tech-
niques has been done previously [17,261,338,406,433,440]. Prediction of secretion signals
in genomes of gram-negative bacteria has been done by Löwer et al. [261]. The authors
have used SVM (Support Vector Machine) and ANN (Artificial Neural Network) with gradi-
ent descent back-propagation learning, momentum, and an adaptive learning rate to classify
proteins as T3 effectors and non-effectors. Samudrala et al. [338] have predicted using SVM
the mechanism of secreted substrates, and identified conserved secretion signal for T3 secre-
tion systems. SVM has also been applied to N-terminal of amino acid sequences to predict
novel T3 effector proteins [440]. Similarly, T3 secreted proteins have been predicted based
on the amino acid sequences by Arnold et al. [17]. The authors have compared the perfor-
mances of prediction made by naive Bayes classifier, 1-nearest neighbor, logistic regression,
naive Bayes multinomial, SVM and voted perceptron methods. Wang et al. [406] have pre-
dicted T3 effector proteins, using a two-layered ensemble predictor Bastion3, based on the
features obtained from N-terminal of the proteins. Xue et al. [433] have used deep learning
framework to predict T3 effector proteins taking only the first 100 residues for prediction. In
another attempt to predict bacterial Type III secreted (T3S) effectors, a distinct N-terminal
position-specific amino acid composition feature has been found in more than 50% of T3S
proteins [412]. Bi-profile Bayes method has been used in this particular work for feature
extraction. Then the entire dataset along with the new feature has been analyzed with a
new SVM-based classifier. The new classifier has classified T3SS and non-T3SS proteins
successfully.

Identification of T4 effector proteins has been done on the basis of amino acid com-
position by Zou et al. [456]. The authors have used SVM to predict T4 effector proteins
with an accuracy of 95.9%. The investigation has separately identified T4A and T4B ef-
fector proteins. Identification of T4 effector proteins in Legionella pneumophila has been
done by using a machine learning approach [59]. The ORFs of the proteins in Legionella

pneumophila have been classified as either effector or non-effector proteins. Genomic, evo-
lutionary, regulatory networks and pathogenic attributes have been extracted from ORFs so
as to identify T4 effector proteins. Xiong et al. [432] and Wang et al. [408] have predicted T4
effectors using ensemble classifiers based on only C-terminal features. The latter group has
developed Bastion4 to predict T4 effectors. McDermott et al. [271] summarizes the compu-
tational prediction of T3 and T4 effector proteins, concluding that T3 secretion signals are
similar across many different bacteria.
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In order to establish a relation among a host and multiple pathogens, Kshirsagar et

al. [231] have developed a method taking the similarity in infection initiated by four dif-
ferent pathogens in human host. The authors have used machine learning technique in the
form of multi-task classification framework. The host-bacteria PPIs have been used as the
input to the multi-task classifier, which has then classified the PPIs into interacting and non-
interacting classes. Considering the biological hypothesis of similar pathogens targeting the
same critical biological processes in a host, the classifier has minimized the empirical error
on the training set and favored models that are biased towards the biological hypothesis. To
prevent generation of a biased classifier, a bias term has been incorporated into the classifier
in the form of regularizer.

A semi supervised multi-task method has been used on Homo sapiens-HIV 1 dataset
[320] to predict host-pathogen PPIs. The method involves both supervised and semi-supervised
learning. The supervised classifier has worked on labeled PPIs data. The semi-supervised
classifier has shared network layers of the supervised classifier and got trained with partially
labeled PPIs. This entire framework has been used to improve the recognition of interacting
pairs. The supervised classifier has done multi-tasking with a semi-supervised classifier so
that weak positive labels could ameliorate the supervised classification.

For prediction of PPIs between Homo sapiens and Plasmodium falciparum, a random for-
est classifier has assessed a set of PPIs, and then filtered the result according to expression
and molecular characteristics, leading to a subset of proteins which indeed interact among
themselves [426]. It has been observed here that the separate sets and a combined set of pre-
dicted and experimentally verified interactions have shared similar characteristics. In another
investigation, Kshirsagar et al. [230] have tried to improve the supervised learning-based
prediction of PPIs between Salmonella-human and Yersinia-human. This has been done by
replacing the missing values of the dataset by the values generated by cross species infor-
mation along with group lasso technique with regularization (obtained 77.6% precision). In
order to impute values, localized-nearest neighbor approach (that uses sequence similarity)
has been used as the basis to compute locality.

Data mining also forms an integral part of machine learning. Retrieved data about host-
pathogen interactions in a few cases reflects information in two different ways, i.e., feature-
based (SVM) [392] and language-based [76]. Chaussabel et al. [76] have used hierarchical
clustering algorithm, by taking the literature available to identify functionally and transcrip-
tionally homologous pair of genes as input. Removal of noise from the PPI databases has
been done by removing PPIs that have less probability of taking place. Each such PPI has
then been given a score. Then these PPIs have been hierarchically clustered to obtain the
PPIs likeliness of occurrence. In this way, it has been found that out of 12122 binary PPIs
obtained from BioGRID, 7504 PPIs are less likely to take place.
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2.4 Online Repositories for Host-Pathogen Interactions

Host-pathogen interactions data can be obtained from several databases and repositories.
These repositories have been summarized in Table 2.2. Some of these databases are re-
ferred purely for their data content, i.e., genome, proteome and metabolic pathway data
[418], virus-virus, host-virus and host-host interaction networks [294], PPIs of hosts and
pathogens [235], literature-based viral-human protein interactions [75], experimentally ver-
ified pathogenic, virulence and effector genes of fungal pathogens [423], human signal-
ing and regulatory pathways [349], information on specific biodefense and public health
pathogens [376], 3D viral proteins [359], information on invertebrate vectors of human
pathogens [240], and a collection of genus specific databases [24] among others. Some
of these databases even have integrated in-house tools, i.e., BLAST interface [119] and
browser [454] for host-pathogen interactions data analysis. Some tools [137] used in analysis
and visualization of these kinds of data, has been described below.

PAThosystems Resource Integration Center (PATRIC) [418] includes a relational database,
analytical pipelines, and a website that supports querying, browsing, data visualization, and
allowing the download of raw and curated data in standard formats. Currently, the database
houses complete sequences for viral and bacterial genomes, hence providing an all-inclusive
bioinformatics resource for pathogens.

Pathway Interaction Gateway (PIG) provides a text-based search and a BLAST interface
for searching the host-pathogen PPIs. Each entry in PIG incorporates information on the
functional annotations and the domains present in the interacting proteins [119].

VirHostNet (Virus-Host Network) [165, 294] is a public knowledge base specialized in
the management and analysis of integrated virus-virus, host-host and virus-host interaction
networks coupled with their functional annotations. VirHostNet contains data of virus-host
and virus-virus interactions constituting more than 180 distinct viral species. VirHostNet
Web interface provides suitable tools which allow effective query and visualization of in-
fected cellular network.

HPIDB (Host-Pathogen Interaction Database) [235] primarily contains experimentally
verified and predicted PPIs of hosts and pathogens.

GPS-Prot [137] is a software tool that permits users to easily create an all-inclusive and
integrated HIV-host networks. Its web-based format, which requires no software installation
or data downloads, gives it an extra edge over other visualization tools. GPS-Prot enables
users to quickly generate networks that amalgamate both genetic and protein-protein inter-
actions between HIV and its human host, into a single representation.

VirusMint [75] contains protein interactions between viral (papilloma viruses, HIV-1,
Epstein-Barr, hepatitis B, hepatitis C, herpes and Simian virus 40) and human proteins re-
ported in the literature. VirusMINT presently stores interactions constituting more than 490
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unique viral proteins from more than 110 different viral strains.
PHIDIAS (a Pathogen Host Interaction Data Integration and Analysis System) [429] is a

database and analysis system to curate, analyze and address different scientific issues in the
areas of host-pathogen interactions (PHI, or called host-pathogen interactions or HPI).

MvirDB [454] integrates DNA and protein sequence information from multiple databases.
Entries in MvirDB are hyper-linked back to their original sources. A blast tool enables
the user to blast against all DNA or protein sequences in MvirDB, and a browser tool en-
ables the user to explore the database to retrieve virulence factor descriptions, sequences
and classifications, and to download sequences of interest. PHI-base [423], a web-accessible

Table 2.2: List of online repositories storing data related to host-pathogen interactions

No. Name URL

1 PATRIC [418] http://patricbrc.org/portal/portal/patric/Home

2 PIG [119] http://patricbrc.org/portal/portal/patric/HPITool

3 VirHostNet [294] http://virhostnet.prabi.fr/

5 HPIDB [235] http://agbase.msstate.edu/hpi/main.html

6 GPS-Prot [137] http://gpsprot.org/

7 VirusMint [75] http://mint.bio.uniroma2.it/virusmint/Welcome.do

8 PHIDIAS [429] http://www.phidias.us/introduction.php

9 MvirDB [454] http://mvirdb.llnl.gov/

10 PHI-base [423, 424] http://www.phi-base.org/

11 PID [349] http://pid.nci.nih.gov/

12 BioHealthBase [376] http://www.biohealthbase.org/

13 VPDB [359] http://www.vpdb.bicpu.edu.in/

14 VectorBase [240] https://www.vectorbase.org/

15 EuPathDB [24] http://eupathdb.org/eupathdb/

16 PHISTO [390] http://www.phisto.org/

17 ViPR [316] http://www.viprbrc.org/brc/home.spg?decorator=vipr

18 EDWIP [303] http://cricket.inhs.uiuc.edu/edwipweb/edwipabout.htm

19 HoPaCI-db [42] http://mips.helmholtz-muenchen.de/HoPaCI

20 VFDB [80] http://www.mgc.ac.cn/VFs/main.htm

21 AquaPathogen X [133] http://pubs.usgs.gov/fs/2012/3015/

22 MorCVD [365] http://morcvd.sblab-nsit.net/

23 Mtb-HID [309] http://www.pantlab.co.in/mtb-hid/

24 PHISTO [124] http://www.phisto.org/

25 KEGG [209] https://www.kegg.jp/

26 PDB [36] https://www.rcsb.org/
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database currently catalogs experimentally verified virulence and effector genes from fungal
and oomycete pathogens. These pathogens interact with animal, plant and fungi as hosts.

PID [349] is a freely available collection of curated and peer-reviewed pathways com-
posed of human molecular signaling and regulatory events and key cellular processes. PID
offers a range of search features to facilitate pathway exploration.

BioHealthBase [376] is a public bioinformatics database and analysis resource for study
of specific biodefense and public health pathogens, like Francisella tularensis, Mycobac-

terium tuberculosis, Influenza virus, Microsporidia species and ricin toxin. It serves as a
substantial integrated repository of data imported from public databases and data derived
from various computational algorithms and information curated from the scientific literature.
Its 3D visualization capacity allows researchers to view proteins with their key structural and
functional features highlighted.

VPDB (Viral Protein Structural Database) [359] is an interactive database for three-
dimensional viral proteins. It provides an all-inclusive resource, with an emphasis on the
description of derived data from structural biology. At present, VPDB includes viral protein
structures from more than 277 viruses with more than 465 virus strains.

VectorBase [240,241,276] is a web-accessible data repository storing information about
invertebrate vectors of human pathogens. It annotates and maintains vector genomes provid-
ing an integrated resource for the research community. It hosts data related to 9 genomes,
i.e., mosquitoes (3 Anopheles gambiae genome), Aedes aegypti and Culex quinquefasciatus),
body louse (Pediculus humanus), tick (Ixodes scapularis), tsetse fly (Glossina morsitans) and
kissing bug (Rhodnius prolixus). The data spans across genomic features, expression data,
population genetics and ontologies.

EuPathDB [23, 24] is an integrated database covering the eukaryotic pathogens of the
genera Giardia, Cryptosporidium, Neospora, Leishmania, Toxoplasma, Plasmodium, Try-

panosoma and Trichomonas. These groups are supported by a taxon-specific database built
upon the same infrastructure. EuPathDB portal provides an entry point to all these resources,
and the opportunity to leverage orthology for searches across genera.

Similarly, a number of other databases, like PHISTO [390], ViPR [316], HoPaCI-DB
[42], VFDB [80] [436] [79], EDWIP [303], AquaPathogen X [133], MorCVD [365], Mtb-
HID [309], PHISTO [124], are available, which help in the host-pathogen interactions do-
main research.

2.5 Discussion and Future Scope

This section has discussed multiple faucets of host-pathogen interaction research, the short-
coming of the previously defined methodologies as discussed in Sections 2.2 and 2.3 and
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Table 2.3: Summary of host protection and pathogen attacking mechanisms.

Host Protection Mechanism Pathogen Attacking Mechanism

Protein-Protein Interactions (GBP galactose-
binding protein)

Protein - Protein Interactions (target hub protein)

shRNAs (pathogen gene knock down) microRNAs (protection against cellular micro-
viral response,gene silencing)

Autophagy MAM (multivariate adhesion molecule, high
binding affinity with host during infection)

siRNAs (inhibit HIV-1 replication) Pneumolysin (virulence factor)

Macrophages Inhibition of macrophage

Restricting supply of Iron Glial cells of host (convert it into progenitor cells
then survive in the host)

None Motif mimicry (utilized by pathogens to rewire
host pathways by co-opting SLiM mediated pro-
tein interactions)

None Biofilm formation

None Hijacking (implant own sequence in normal se-
quence of host)

the future scopes associated with the aforesaid methodologies. It takes both the host and
pathogen points of view into account. The ways in which a pathogen can attack its host, the
proteins emitted by a pathogen responsible for perturbing normal functionality of host, the
genes responsible for such proteins, silencing and hijacking gene mechanism of pathogens,
inhibiting the functions of macrophages, along with genes and proteins needed for their sur-
vival inside a host has been discussed. From the hosts point of view, the factors of pathogen
that activates immune response has also been discussed. Salient features of the discussion is
given in Table 2.3. The genes of multiple strains of an organism have been studied in several
investigations [103, 270, 301] to understand the infection mechanism of these strains on the
host, and to locate the difference between them. In order to survive in a host, a pathogen can
either perform hijacking [328] or it can use the existing environment to survive [50]. The
effect of the genes in different strains of a pathogen has been studied. There is still uncer-
tainty in the generalization/specialization of interactions in different strains of pathogens. A
study has suggested that different strains of the same pathogen have different methods of
invasion [270]. On the contrary, a counter example has also been provided in [91], which
indicates that two strains of Mycobacterium have homologous genes required for Snm.

Influenza, DENV-2 and HIV have been in the limelight for identification of the host
factors. Other pathogens too need to be taken into account. Inhibition of macrophage is
a prospective aspect of research in bioinformatics. The inhibition mechanism needs to be
studied in more pathogens apart from the mostly studied ones to find similarity between the
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inhibition mechanisms among these organisms.
Machine learning-based prediction methods have been applied mainly to PPIs. However,

protein-ligand interactions and hence prediction of pathways via machine learning methods
have not been critically investigated. Different pathogens become drug resistant and form
new pathways, and these newly formed pathways can perturb the present host pathways in
an unknown way. Similarly, machine learning algorithms in the field of pathway predictions
are needed, which would mainly consider protein-ligand binding. Additionally, reaction
dynamics are needed to be thoroughly examined, as pathways are nothing but chain of re-
actions. Prediction of Type III secreted bacterial proteins by machine learning techniques
is also a challenging task. However, a major drawback in the area of prediction of host-
pathogen PPIs, are the unavailability of data sets for different pathogens. Moreover, there is
always this lurking issue of biological validation of the predicted PPIs.

Some of the organisms studied for the exploration of host-pathogen PPIs are Homo

sapiens-Plasmodium falciparaum [125, 229, 244, 426], Homo sapiens-Dengue virus [118],
Homo sapiens-HIV 1 [38, 117, 136]. However, there are many more host-pathogen pairs
waiting in the line for these kinds of studies. In addition, homology-based approaches have
their own inherent weaknesses. In real scenario, two proteins in a predicted PPI may actu-
ally have little opportunity to be present close enough to interact with each other. Therefore,
host-pathogen PPIs predicted entirely on the basis of homology, without considering other
biological characteristics of the proteins involved, may not be reliable. Additional infor-
mation must be used to increase the accuracy of the prediction and make the predictions
biologically sound. Keeping this in mind, the study by Wuchty [426] has filtered the pre-
dicted PPIs based on homology using gene expression and molecular characteristics. It has
led to the formation of a concrete set of PPIs closely mimicking the biological scenario. The
prediction of PPIs by comparative modeling [99], have very stringent filters leading to the
formation of a smaller and robust set of PPIs.

Supervised, unsupervised and semi-supervised learning have been mostly used for pre-
diction of host-pathogen PPIs. The organisms for which these predictions have been made
are mainly Homo sapiens-HIV1 [320,388], Homo sapiens-Plasmodium falciparum [426] and
Homo sapiens-Saccharomyces cerevisiae [88]. Both Tastan et al. and Yanjun et al. [320,388]
have applied their respective algorithms on the same dataset which restricts the contribution
of the articles. The performance of random forest-based classifier is negligibly better than
the multilayer perceptron [320]. Some researches have selected the top 6 and top 3 features
among 35 features to predict whether a protein is interacting or not [388]. However, doing
so may not give an accurate prediction since the interaction between proteins depends on all
of its features even if by negligible amount which should not be ignored.

A flaw is often noticed in the choice of datasets. In a semi-supervised learning approach
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to identify PPIs [320], the negative dataset is comparatively more extensive than the posi-
tive one. The negative (non-interacting) data set has approximately 16000 pairs of proteins
while the experimentally verified positive (interacting) dataset has only 158 pairs of protein.
Training with such a dataset might lead to a biased classifier and the classifier would be in-
clined to predict most test pairs as non-interacting. Moreover, the logic used behind selecting
non-interacting dataset is based on a random list of pairs of proteins which do not fall into
the positive set. It is always a risk, since there is no experimental evidence that the selected
negative pairs will not interact. There may be several interacting pairs present among the
negative set. Another study has been done for predicting proteins secreted by Type III se-
cretion system based only on structural and compositional aspect of the proteins [17]. These
studies should include other factors, like expression and molecular characteristics.

One notable aspect of in silico analysis of host pathogen interactions is that hardly any
research has been carried out to study the effect of perturbation on metabolic and signaling
pathways. If enzyme(s) from a pathogen is introduced into a host, there is a possibility of
these enzymes to get involved with more than one host pathways. There are no mechanisms
available which would take a list of protein (enzyme) names and provide the pathway (just
one pathway based on these enzymes) based only on those enzymes (at least 90%). More-
over, a pathogen can be associated with more than one disease. Such diseases, for which a
pathogen is responsible, need to be looked into. The scenario becomes more complex, when
a host suffers from two or more diseases (comorbidity) simultaneously, it implies presence
of multiple pathogens responsible for multiple diseases in a host in real time. This kind of
real-time simulation studies have hardly been done. However, analysis of such complex sys-
tems are of immense importance. For example, the disease COVID-19, caused by the virus
SARS-CoV-2, in patients with any comorbidity has yielded poorer clinical outcomes than
those without comorbidity [162].

An important aspect that needs to be considered is that some pathogenic proteins prevent
the working of macrophage. This is a serious problem in host-pathogen domain. Drugs
are needed that would facilitate the working behavior of a macrophage. Drugs are also
needed for the prevention of formation of intracytoplasmic vesicle that HIV-1 uses to prevent
identification by macrophages [82]. Formation of biofilm [288, 382] is another aspect that
needs to be investigated. Breaking the biofilm formed by pathogens is indeed recommended
to avoid the spread of infection. More attention is needed in this domain, given the rate at
which new infectious pathogens are emerging along with their variety of degree of infection.

Hardly any research have been done based on the automated image processing-based
techniques available for predicting host-pathogen interactions. A study by Mech et al.

[273] has come up with a technique of a more robust analysis of microscopy images of
macrophages that are made to coexist with different A. fumigatus strain. Usually the images
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are manually analyzed, which is time consuming and error prone. The authors used the fea-
ture set which includes size, shape, number of cells and cell-cell contacts. By analyzing the
images, it has been found that different mutants of A. fumigatus have an impact on the ability
of the macrophages to adhere and phagocytose the conidia. It has been observed that the rate
of phagocytosis is higher in pksP mutant of A. fumigates, while it is not the same case in the
other strains.

2.6 Conclusions

This chapter has covered various aspects of host-pathogen interactions. Interaction of a
pathogen with its host(s) is always a unique mechanism. Each one of the pathogenic species
has specific mechanism(s) to interact with their host. The different mechanisms of a num-
ber of species have been included in this survey along with the similarities in the attacking
mechanism(s) of pathogens. The survey has introduced a brief history and introduction of
the host-pathogen interactions research field followed by classification of host-pathogen in-
teractions based on gene(s), protein(s), host-factor(s), involved pathway(s) and inhibition
mechanism of macrophage(s). It has listed prediction methods used in the host-pathogen
interactions domain based on biological reasoning (homology, structure and motif interac-
tion), machine learning (unsupervised, semi-supervised and supervised) and sometimes both
the methods. Various data sources used for research in this domain have also been listed.
The survey concludes with a general discussion of the topic and future scopes followed by
a conclusion. The field of host/pathogen interactions is emerging as a crucial area of in-
fectious disease research in the post-genomic era. It is a budding research field where new
discoveries are getting announced almost each day throughout the globe. The discovery of
dynamics of the host-pathogen interactions will aptly facilitate further development in the
field of discovering new drugs and new therapies for different diseases.

While conducting the survey, it has come to our attention that in the field of in silico

analysis of host-pathogen interactions, the research is concentrated mainly on predicting
new PPI’s or identification of T3 and T4 effector proteins. No investigations have been
reported to identify effector proteins excluding T3 and T4. Analyzing the effect of such
toxins on signaling and metabolic pathways have not been looked into. In this regard, the
thesis is dedicated to the identification of toxins, and analyzing their effect on signaling and
metabolic pathways of the host by developing novel algorithms.

The following chapters are dedicated to the development of algorithms for identification
of toxins released by the pathogens and their effect on host pathways based on feature ex-
traction, classification and pathway prediction. The thesis can primarily be divided into two
parts. The first part deals with the identification of the toxic perturbing agents. The second

48



part deals with the analysis and identification of perturbations caused by these perturbing
agents. Identification of toxins is the primal step towards the identification of disruption
of biological pathways by such toxic perturbing agents from pathogens. As mentioned in
Section 2.3.2, most of the investigations related to toxin identification has been focused on
T3SS and T4SS effector proteins. The next chapter develops a new system, called PyPredT6,
which identifies T6 effector proteins using a novel feature set. However, while experiment-
ing, it has been noticed that the prediction tools for T3, T4 and T6 effector proteins have
used primary and secondary structures for effector predictions.

In Chapter 4, a methodology for prediction of individual classes of T3, T4 and T6 effector
proteins, a composite class of T1, T2, T5, T7 effector proteins, and a class of non-effector
proteins based on their tertiary structures has been developed. While attempting to train a
classifier, it has been noticed that the dataset is heavily imbalanced, and the state-of-the-art
oversampling algorithms were not fit for our dataset. Consequently, we further developed a
new oversampling algorithm which facilitates the accurate prediction of effector proteins.

While working on tertiary structure-based prediction, it has been noticed that another
type of effector proteins, secreted by gram-positive pathogenic bacteria, has not been well
researched. Hence in Chapter 5, we have developed a deep neural network-based system to
predict T7 effector proteins in gram-positive bacteria using a unique feature set. We have
not been able to consider the tertiary structures since not enough tertiary structures of T7
effectors were available in the literature. Hence, we had to go about with the primary and
secondary structure information.

After the identification of toxins, we move on to identify and analyze their effect on
biological networks. In Chapter 6, we focus on the effect of toxins on metabolic pathways.
It gives an insight into how the presence of toxins affect the metabolic network. In order
to achieve this goal, we have developed an algorithm that predicts pathways based on the
structural similarity of metabolites. Using the novel algorithm, one can predict unknown
transformations among a set of metabolites. The algorithm can be used to predict the changes
in a metabolic pathway (in terms of metabolites being knocked out from the pathways) when
it is exposed to such toxins.

The next task, after analyzing the effect of toxins on metabolic pathways, we have con-
sidered, is to analyze the effect of toxins on signaling pathways, by developing an algorithm
in Chapter 7. The algorithm developed finds the stability of a network, the ability of a net-
work to withstand perturbations, and the effect of toxins on the stability of the network. We
have come up with a parameter to measure the robustness of biological networks before and
after being perturbed by toxins released by pathogens. The algorithm uses this parameter to
predict the robustness of a network.

49





Chapter 3

PyPredT6: An Ensemble Learning-based
System for Identification of Type VI
Effector Proteins [353]

3.1 Introduction

From the survey conducted in the previous chapter, it came to our attention that the effector
proteins secreted by Type VI secretion system need an accurate identification system. There-
fore, in this chapter we have developed such a system that would predict effector proteins of
Type VI secretion system. Gram-negative bacteria have six different secretion systems, viz,
Type I (T1SS), Type II (T2SS), Type III (T3SS), Type IV (T4SS), Type V (T5SS) and Type
VI (T6SS) secretion systems [93]. These systems facilitate the transfer of certain proteins,
known as “effector proteins”, a type of toxin, required for bacterial growth and infection in
the host environment.

The effector proteins, a type of toxin, play an important role in bacterial pathogene-
sis [339, 395], due to which their in silico identification is crucial. Effector proteins of
gram-negative bacteria are translocated into host cells predominantly by T3SS, T4SS and
T6SS [337] [446] [32] [439]. Among these secretion systems, Type VI (T6SS) secretion
system has been discovered in the year 2006. T6SS associated effector proteins in many
gram-negative bacteria are yet to be discovered. T6SS has also been found in pathogenic
species, viz., V. cholerae, E. tarda, P. aeruginosa, B. mallei and F. tularensis among others.
T6SS has been identified to play a major role in the pathogenesis of A. hydrophila [381].
T6SS locus (YPO0499-YPO0516) has been found to play a crucial role in phagocytosis-
promoting activity [332]. T6SS has also been discovered in plant pathogens, viz., A. tume-

faciens, P. atrosepticum and X. oryzae among others. Genes encoding T6SS have also been
found in some non-symbionts such as M. xanthus, D. aromatica and R. baltica, where they
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may contribute to biofilm formation. In silico prediction of these proteins will facilitate
faster experimental validation and provide clear information regarding pathogen invasion
mechanisms via T6SS.

T6SS is a phage-tail-spike-like injectisome. The injectisome releases effector proteins
directly into the cytoplasm of host cells [69]. Genes for T6SS components have been found
in proteobacteria, planctomycetes, and acidobacteria. A few attempts have already been
made towards in silico prediction of effector proteins of T3SS and T4SS [354]. Computa-
tional prediction of T3 secreted effector proteins using machine learning techniques has been
done previously [17, 261, 338, 406, 433, 440]. Prediction of secretion signals in genomes of
gram-negative bacteria has been done by Löwer et al. [261]. The authors have used SVM
(Support Vector Machine) and an ANN (Artificial Neural Network) with gradient descent
back-propagation learning, momentum and an adaptive learning rate to classify proteins as
T3 effector proteins and non-effector proteins. Samudrala et al. [338] have predicted using
SVM the mechanism of secreted substrates, and identified conserved secretion signal for T3
secretion systems. SVM has also been applied to N terminal of amino acid sequences to
predict novel T3 effector proteins [440]. Similarly, T3 secreted proteins have been predicted
based on the amino acid sequences by Arnold et al. [17]. The authors have compared the
performances of prediction made by naive Bayes classifier, 1-nearest neighbor, logistic re-
gression, naive Bayes multinomial, SVM and voted perceptron methods. Wang et al. [406]
have predicted T3 effector proteins, using a two-layered ensemble predictor Bastion3, based
on the features obtained from N-terminal of the proteins. Xue et al. [433] have used deep
learning framework to predict T3 effector proteins taking only the first 100 residues for pre-
diction.

Identification of T4 effector proteins has been done on the basis of amino acid com-
position by Zou et al. [456]. The authors have used SVM to predict T4 effector proteins
with an accuracy of 95.9%. The investigation has separately identified T4A and T4B ef-
fector proteins. Identification of T4 effector proteins in Legionella pneumophila has been
done by using a machine learning approach [59]. The ORFs of the proteins in Legionella

pneumophila have been classified as either effector or non-effector proteins. Genomic, evo-
lutionary, regulatory networks and pathogenic attributes have been extracted from ORFs so
as to identify T4 effector proteins. Xiong et al. [432] and Wang et al. [408] have predicted T4
effectors using ensemble classifiers based on only C-terminal features. The latter group has
developed Bastion4 to predict T4 effectors. McDermott et al. [271] summarizes the compu-
tational prediction of T3 and T4 effector proteins, concluding that T3 secretion signals are
similar across many different bacteria.

Bastion6, an SVM-based protein predictor, is currently the only available tool for pre-
diction of T6 effector proteins [409]. However, multiple limitations have been noticed in
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the implementation of Bastion6 in terms of its dataset size, choice of non-effector proteins,
choice of the classifier, speed of execution, reliability of the results, functionality of the
server, its predicted effectors among others. Apart from Bastion6, Zalguizuri et al. [445]
and An et al. [13] have made an attempt to predict T6 effectors. However, the results were
unsatisfactory and they expressed a dire need for specialized models for T6 effector predic-
tion. Moreover, these two investigations have considered the non-effector sets for T3 and T4
together as the non-effector set for T6. As mentioned before, due to multi-functional nature
of proteins, T3/T4 non-effectors need not necessarily be T6 non-effectors.

Some notable demerits in the prediction of effector proteins (T3, T4, T6) by various
investigations are that hypothetical proteins have been used in training data. In some of the
investigations, non-effector dataset has been derived by choosing secreted proteins obtained
from any of T1SS through T8SS in gram-negative bacteria. For creating the non-effector
set in T3/T4 prediction, secreted proteins of types T1SS through T8SS, except T3/T4, have
been taken into consideration. It may result in a non-effector list containing effector proteins
since proteins are multi-functional in nature. Moreover, none of the aforesaid investigations
have applied feature selection on their datasets, which elevates the risk of over-fitting.

In order to overcome the shortcomings of the above methods including Bastion6, we
have developed PyPredT6, a standalone system for predicting probable T6 effector proteins
using a set of unique 837 features derived from existing biological knowledge-base, viz.,
SecReT6 [253] and SecretEPDB [14]. The chapter is organized as follows. We first describe
the process of feature extraction to form the feature set. This is followed by a discussion of
various preprocessing methods which the dataset has been subjected to. We further go on
to describe the architecture of PyPredT6. In order to analyze the efficacy of PyPredT6, an
elaborate description of biological validation of predictions of T6 effectors in Vibrio cholerae

and Yersinia pestis by PyPredT6 has been provided. A detailed comparison of PyPredT6
with Bastion6 has been furnished subsequently. A discussion on the applicability and future
scopes of PyPredT6 concludes the chapter.

3.2 Methodology

In this section, we elaborate the development of PyPredT6. PyPredT6 is a standalone sys-
tem that reads nucleotide and amino acid sequences of unknown proteins in FASTA format
(Appendix B.1) to identify whether these proteins are T6 effectors or not. The execution
of PyPredT6 starts with the data collection phase where nucleotide and peptide sequences
of effector and non-effector proteins are accumulated. Following the data collection phase,
hypothetical and putative proteins are filtered out from the sequences.

The amino acid and nucleotide sequences corresponding to a protein contain intrinsic
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information that dictates its properties. These include composition of amino acids, order of
amino acids, secondary structure-based information, solvent accessibility-based information
and physicochemical properties. While each of the properties may contribute to the char-
acteristics of T6 effectors, none of the properties alone can be a sufficient and necessary
determinant for a protein to be a T6 effector. Thus, extracting features from these properties
would better characterize T6 effectors. From the filtered effector and non-effector amino
acid and nucleotide sequences, a spectrum of features has been extracted. The extracted fea-
tures have been integrated to form a feature set using which PyPredT6 has been designed.
In order to rectify the issue of data imbalance, Borderline-SMOTE is employed on the un-
balanced training set. To prevent overfitting and improve the generalization performance of
PyPredT6, feature selection has been implemented based on Gini impurity index.

Following feature extraction and selection, appropriate classifiers have been chosen based
on which PyPredT6 has been developed. An ensemble learning system based on the consen-
sus of Multi-Layer Perceptron (MLP), Support Vector Machine (SVM), k-Nearest Neighbor
(kNN), Naive Bayes (NB) and Random Forest (RF) classifiers, via majority voting [7], has
been employed for the identification of T6 effector proteins. Cross-validation has been im-
plemented for parameter tuning of the individual classifiers in the ensemble. PyPredT6 is
rigorously trained and tested for accurate identification of T6 effector proteins. The overall
methodology followed in designing PyPredT6 is presented as a flowchart in Figure 3.1.

3.2.1 Data collection

We have accumulated a set of experimentally verified amino acid sequences of T6 effector
proteins in different organisms from two databases, viz., SecReT61 [253] and SecretEPDB2

[14]. The corresponding nucleotide sequences have also been considered. A total of 175
unique effector proteins has been obtained from the databases. The non-effector set has been
constructed from the entire genome of non-pathogenic gram-negative bacteria Bacteriodes

vulgatus (B. vulgatus) [173]. An argument may arise here that housekeeping proteins of
the same pathogenic species (from which effector proteins have been taken) provide a better
option for the non-effector proteins. However, in prokaryotes, genes are often found to be
multi-functional in nature [206, 314]. In order to avoid a housekeeping gene of the same
species, which has some kind of direct or indirect association with an effector gene [341],
here we have considered a different non-pathogenic gram-negative bacteria (B. vulgatus)
which lives in human gut. It has to be mentioned here that the T6 effector protein set consid-
ered here comprises proteins from multiple gram-negative species.

A set of 4183 genes and their corresponding proteins of B. vulgatus has been obtained

1http://db-mml.sjtu.edu.cn/SecReT6/
2http://secretepdb.erc.monash.edu/
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Figure 3.1: Methodology for prediction of putative T6 effector proteins. A value of 1 indi-
cates that a protein is pathogenic while 0 stands for a protein being non-pathogenic. Here
an example of final class label of 0 is provided, based on majority voting of outcomes of the
classifiers

from KEGG3. Proteins annotated as “putative”,“hypothetical” and “uncharacterized” have
been removed from the set as no physical, genetic or functional annotation is available for
such proteins. Thus a total of 1063 putative, 1572 hypothetical and 51 uncharacterized pro-
teins have been removed from the initial set. Finally, we have considered 1497 non-effector
proteins of B. vulgatus.

3.2.2 Feature extraction

In this section, we derive nucleotide and amino acid-based features from the sequences of
T6 effector and non-effector proteins. A schematic representation of the feature set has been
given in Figure 3.2.

Position specific nucleotide sequence profile (PSNSP): These features have been ex-
tracted from the nucleotide sequences of the genes. The percentage composition of 4 mono-
nucleotides (A, T, G, C) in a gene, i.e., the percentage of each of A, T, G and C with re-
spect to the total number of nucleotides in the sequence of a gene form position-specific
mononucleotide sequence profile (PSMNSP). Likewise, the percentage composition of 16

3https://www.genome.jp/dbget-bin/get_linkdb?-t+genes+gn:T00546
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Figure 3.2: The structure of the feature matrix where Gn×85: gene feature matrix, Pn×438:
protein feature matrix, CTDn×343: conjoint triad descriptor matrix, SSn×3: secondary struc-
ture feature matrix, and SAn×4: solvent accessibility feature matrix.

di-nucleotides (AA, AT, AG, ..., and others) with respect to the total number of dinucleotides
in the gene sequence form the position-specific dinucleotide sequence profile (PSDNSP).
The percentage composition of 64 tri-nucleotides (AAA, AAT, AAG, ..., and others) with
respect to the total number of triplets form position-specific trinucleotide sequence profiles
(PSTNSP). Thus position specific nucleotide sequence profile (PSNSP) of a gene comprises
PSMNSP (4 features), PSDNSP (16 features), PSTNSP (64 features), and GC content. In
this way, we have got 85 features for a gene. These features altogether constitute the gene
feature matrix Gn×85 for n gene sequences.

Position specific peptide sequence profile (PSPSP): These features have been extracted
from the protein sequences. The percentage composition of 20 single amino acids (A, G, H,
..., and others) in a protein, i.e., the percentage of each of A, G, E, V, I, L, F, P, Y, M, T, S, H,
N, Q, W, R, K, D and C with respect to the total number of peptides in the sequence of the
protein form the position-specific monopeptide sequence profile (PSMPSP). Likewise, the
percentage composition of 400 di-peptides (AA, AG, AH, ..., and others) with respect to the
total number of dipeptides in the protein sequence form the position-specific dipeptide se-
quence profile (PSDPSP). PSPSP comprises PSMPSP (20 features), PSDPSP (400 features)
and 18 physicochemical properties. The different classes of amino acids corresponding to
the physicochemical properties considered are charged (D, E, K, H, and R), aliphatic (I, L,
and V), aromatic (F, H, W, and Y), polar (D, E, R, K, Q, and N), neutral (A, G, H, P, S, T,
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and Y), hydrophobic (C, F, I, L, M, V, and W), positively charged (K, R, and H), negatively
charged (D and E), tiny (A, C, D, G, S, and T), small (E, H, I, L, K, M, N, P, Q, and V), large
(F, R, W, and Y), transmembrane amino acid (I, L, V, A), dipole < 1.0 (A, G, V, I, L, F, P),
1.0 < dipole < 2.0 (Y, M, T, S), 2.0 < dipole < 3.0 (H, N, Q, W), dipole > 3.0 (R, K), and
dipole > 3.0 with opposite orientation (D, E, C) [238, 277]. In order to calculate the physic-
ochemical properties, the sum of the percentage composition of the amino acids belonging
to each of these 18 classes is considered. These features altogether form the protein feature
matrix Pn×438 for n protein sequences.

Position specific secondary structure profile (PSSSP): We have considered three types
of secondary structures of a protein, i.e., helix (H), coil (C) and sheets (E) to form the matrix
SSn×3 for n protein sequences. The amino acids E, A, L, M, Q, K, R and H form helix in
secondary structure format. Likewise, the amino acids G, N, P, S and D are known to form
coil. Lastly, the amino acids V, I, Y, C, W, F and T collectively form sheet. In order to find
the secondary structure composition, the sum of the percentage composition of the amino
acids belonging to helix, coil and sheets are considered.

Presence of helices or coiled coils or sheets as domains in effector proteins has its own
significance. Helices confer evolvability [49], attachment to host membrane [420], actin nu-
cleation [105]. Crystal structures of the effector domains from two oomycete RXLR proteins,
Phytophthora capsici AVR3a11 and Phytophthora infestans PexRD2 reveal a conserved core
α-helical fold [49]. The fold exists in ∼ 44% of the annotated Phytophthora RXLR effec-
tors, both as a single domain and in tandem repeats of up to 11 units [49]. According to
Boutemy et al., the core α-helical fold displays the evolution of effector proteins to gain
new virulence functions and/or evade the host immune system by insertion/deletions in loop
regions between α-helices, extensions to the N and C termini, amino acid replacements in
surface residues, tandem domain duplication, and oligomerization. A study by Weigele et

al. [420] suggested that Shigella IpgB1 utilizes an amphipathic helix enriched with basic
residues to interact directly with acidic phospholipids of host cell membrane. Vibrio T3
effector protein VopL contains three closely spaced WH2 domains (short 17-22 residues
regions nearly always found in tandem and forming an N-terminal helix with a conserved
downstream LKKV motif) which take part in actin stress fibre formation by directly nucle-
ating actin filaments [105].

Coiled coil (alpha-helices coiled together) domains impart membrane attachment [221]
and immunity [373]. Knodler et al. [221] suggested that coiled-coil domains are prevalent
in virulence-associated proteins, including T3 effectors in Salmonella enterica serovar Ty-

phimurium. These domains may represent a common membrane-targeting determinant for
Salmonella T3 effectors [221]. Distinct regions of the Pseudomonas syringae coiled-coil
effector AvrRps4 are required for activation of immunity [373]. Presence of β-sheets in ef-
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Table 3.1: Summary of the distribution of amino acids based on their dipole and volumes of
the side chains

Group Amino acid

1 Alanine (A), Glycine (G), Valine (V)

2 Isoleucine (I), Leucine (L), Phenylalanine (F), Proline (P)

3 Tyrosine (Y), Methionine (M), Threonine (T), Threonine (S)

4 Histidine (H), Asparagine (N), Glutamine (Q), Tryptophan (W)

5 Arginine (R), Lysine (K)

6 Aspartic acid (D), Glutamic acid (E)

7 Cysteine (C)

fector proteins facilitate host-pathogen interaction [58]. Salmonella effector Protein SopB
forms an inter-molecular β-sheet with Cdc42 of the host organism [58].

Position specific solvent accessibility profile (PSSAP): The solvent accessibility fea-
ture of an amino acid can be very buried (B), somewhat buried (b), very exposed (E), and
somewhat exposed (e). We have considered these 4 features to form the solvent accessibility
feature matrix SAn×4 for n protein sequences. The solvent accessibility has been calculated
using the DSSP [205] program. An amino acid is said to be very buried (B) when its ac-
cessibility is at most 4%, somewhat buried (b) when accessibility is between 4% and 25%,
somewhat exposed (e) when accessibility is between 25% and 50% and very exposed (E)
when accessibility is more than 50% [287, 334]. Amino acids that can be characterized as
very buried are A, L, F, C, I, V; somewhat buried amino acids are W, M, S, P, T, H and
Y. Similarly, amino acids that are exposed are Q, E, D; and amino acids that are somewhat
exposed are R, K, N and G. In order to calculate the solvent accessibility profile, the sum
of the percentage composition of the amino acids being very buried, somewhat buried, very
exposed and somewhat exposed are considered.

The solvent accessibility of a protein has an influence on their structure which in turn
influences their functionality [414]. The extent to which the structure of proteins has an
impact on their function is shown by the effect of changes in the structure of a protein.
Any change to a protein at any structural level, including slight changes in the folding and
shape of the protein, may render it non-functional [422]. The solvent accessibility feature of
proteins is often used for identifying gram negative effector proteins [439, 440].

Conjoint Triad Descriptors (CTD): These features have been extracted from the amino
acid sequences. The conjoint triad descriptors consider a group of three consecutive amino
acids (triads) with respect to the protein sequences and their assigned groups depending on
the classification based on dipole scale of each amino acid and volumes of side chains [81].
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The distribution of the amino acids in each group has been given in Table 3.1. There are
seven classes into which 20 amino acids can be placed. We have considered three consecutive
amino acids (triplet) for further calculation. Considering three consecutive amino acids, each
of the three amino acids will belong to one of the groups. The combination of the groups for
three consecutive amino acids looks like [3, 1, 7], for example, if these three amino acids are
in Groups 3, 1 and 7 respectively. Since three positions have been taken into consideration
and each amino acid can belong to a single group, there can be one of 343 (= 7 × 7 × 7)

possible groups for each triplet of amino acids. The frequency of triplets belonging to each
of these 343 combinations of groups are taken into account to obtain the final matrix of order
n × 343 (CTD), where n is the total number of sequences. The frequency of each triad
belonging to one of the combinations of groups forms the CTD. For example, considering
the peptide sequence IMFTLED. The combinations of IMF,MFT and FTL are [2, 3, 2],
[3, 2, 3] and [2, 3, 2]. Hence, the frequencies of [2, 3, 2], [3, 2, 3], [3, 2, 6] and [2, 6, 6] are 2, 1,
1 and 1 respectively, while the rest of the groups have frequencies of 0.

The features Gn×85, Pn×438, SSn×3, SAn×4 and CTDn×343 have been combined to form
a single feature matrix Fn×(85+438+3+4+343=873) as shown in Figure 3.2 for 873 features cor-
responding to each of the n genes/proteins. We have also generated some other features but
could not consider them due to their non-conclusiveness. We have not included information
regarding Pfam domains, palindrome sequences, nucleotide analysis of N and C terminals in
our analysis due to their insignificant contribution [409] in distinguishing between effectors
and non-effectors. We could not find any universal or major represented Pfam domain for
the dataset taken from SecRet6 and SecretEPDB databases. We have not found any com-
mon palindrome sequence in the candidate genes. Moreover, we have considered amino acid
composition, dipeptide composition and physicochemical properties of N and C terminals of
the amino acid sequences, but could not find any significant differentiating factor between
the effector and the non-effector proteins.

3.2.3 Secondary structure-based feature analysis of the effectors and
non-effectors

The secondary structure composition of the effector and non-effector proteins displays con-
trast in distribution. A considerable difference has been noticed in the distribution of α-
helices and β-sheets in both the categories of proteins. As given in Table 3.2, the overall
percentage of helices in effector proteins is less than that in non-effectors. Similarly, the per-
centage of β sheets is more in effector proteins than in non-effectors. Statistical analysis of
the correlation between α-helices and β-sheets in effectors shows a strong positive correla-
tion among them with a p-value< 0.05 and a Pearson correlation coefficient r = 0.88. Such a
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correlational significance is absent in non-effector proteins. Although we could not establish
any immediate relevance of such a finding, the stark contrast in the distribution pattern of
α-helices and β-sheets needs further investigation.

Table 3.2: Composition of secondary structures in the experimentally verified T6 effector
proteins.

Class Coil (in %) Helix (in %) Sheet (in %)

Effector proteins 45.48 19.69 33.42

Non-Effector proteins 39.11 40.98 18.43

3.2.4 Preprocessing of feature set

The cardinalities of the sets of effector and non-effector proteins are unbalanced, i.e., the
number of samples in the effector class is considerably less than the number of samples in
the non-effector class due to the unavailability of more experimentally verified T6 effector
proteins. Equal sized sets of effector and non-effector proteins need to be considered to avoid
unequal class distribution and a biased classifier [150]. In order to do so, we have over-
sampled the training dataset using Borderline-SMOTE oversampling method [175] so that
cardinality of the minority class (T6 effector proteins) has become approximately equal to
that of the majority class (non-effector proteins). Borderline-SMOTE over-samples only the
borderline examples of the minority class. For every minority sample, its k-nearest neighbors
of the same class have been found, followed by the selection of some random samples from
them according to the over-sampling rate. Hence, the new synthetic examples are generated
along the boundary of the minority class and its selected nearest neighbors. This is followed
by standardization of the features by subtracting them from the mean followed by scaling
them to unit variance.

We have used Gini impurity index in a randomized decision tree [401] for feature selec-
tion on various sub-samples of the dataset to avoid over-fitting and improve the predictive
accuracy of the classifiers. The classifiers have been tested on 10, 20, 30 . . .,850, 860, 873
features with 10 most significant features getting added in each iteration [113]. The per-
formance of the predictors has been recorded for such datasets of different feature size and
plotted in Figure 3.3 (a). It has been found that out of 873 features, 51 most significant fea-
tures with respect to Gini impurity index are of high importance. The classifier has been seen
to have relatively stable with negligible difference in accuracy. The size of the feature set has
been increased from 51 most significant features achieving an accuracy of 92.13%, to in-
clude all the 873 features resulting in an accuracy of 95.36%. The variation of performances
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of the classifiers on dataset of different sizes has been depicted in Figure 3.3 (a). To avoid
over-fitting, only these highly important features have been used for further classification
and prediction.

3.2.5 Architecture of PyPredT6

The performances of multiple models have been analyzed to derive a suitable model for the
classification of T6 effectors. The models considered are support vector machine (SVM),
k-nearest neighbor (k-NN), decision tree (DT), naive-Bayes (NB) and random forest (RF).
Apart from them, an ensemble model consisting of these individual models has been con-
sidered. The result of classification by the ensemble model is decided via the strategy of
majority voting. Since five classifiers have been considered, the issue of a tie among clas-
sifier predictions does not arise. A hard voting strategy, which is a type of majority voting,
has been used to generate results from the individual classifiers. In hard voting, every indi-
vidual classifier votes for a class, and the class with maximum votes wins. On analysis, an
ensemble model with majority voting has been proposed for identification of T6 effectors.
The performance of the ensemble model has been compared against each of the individual
models considered. The ensemble model has reported a better performance compared to the
individual models, as depicted in Table 3.3. Therefore, the ensemble model with majority
voting has been chosen for developing PyPredT6.

3.3 Results

PyPredT6 uses the consensus of MLP, SVM, k-NN, NB and RF classifiers. It decides
whether an unknown protein is a T6 effector or not using the method of majority voting.
In this respect, the predicted values of all the five classifiers have been taken into considera-
tion. The class predicted by majority of classifiers has been considered as the final class for
a certain protein.

The MLP classifier has 6 hidden layers having the activation function ReLU for each
node. The output layer nodes have the sigmoid activation function. The SVM classifier
uses RBF kernel. The k-NN classifier has considered k = 10. The performance of the
different classifiers has been assessed by Accuracy, Sensitivity, Specificity, F − score

and G−mean.
The individual performance and the consensus performance of the classifiers have been

tabulated in Table 3.3. The Receiver Operating Characteristic (ROC) curve [177] for the
same has been depicted in Figure 3.3 (b). As evident from the table and the plot, the consen-
sus of the classifiers gives a better performance in identifying an unknown protein to be a T6
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Figure 3.3: Performance of PyPredT6. (a)-represents the variation of accuracy with the
feature set size. (b)-represents the ROC curve comparing the individual performances of the
five classifiers and the consensus of classifiers. As visible, consensus of the five classifiers
gives a better prediction result compared to the individual classifiers.

Table 3.3: Summary of performance (in %-age) of the five classifiers with 10-fold cross-
validation. The tabulated values are the 50-fold average for each of the classifiers.

Classifier Accuracy Sensitivity Specificity F -score G-mean

Multilayer perceptron 87.52 88.35 86.15 84.03 85.35

Support vector machine 84.57 80.80 87.70 81.54 87.24

k-nearest neighbors 88.05 81.82 87.25 82.56 84.69

Naive Bayes 89.42 81.27 88.45 85.42 84.63

Random forest 76.15 81.25 83.75 86.32 83.45

PyPredT6 92.15 91.25 90.75 87.45 88.39

effector or a non-effector.

3.3.1 Application of PyPredT6 on proteins of Vibrio cholerae and Yersinia
pestis

The consensus of the five classifiers has been used to predict probable T6 effector proteins in
V. cholerae and Y. pestis. The amino acid sequences for both the species have been obtained
from Biocyc [211]. We have collected 2736 nucleotide and their respective amino acid se-
quences of V. cholerae. We have also collected 3850 nucleotide and their respective amino
acid sequences of Y. pestis.
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Out of 2736 proteins of V. cholerae (Chromosome 1: Strain O1 biovar El Tor str. N169614,
version 21.1), 30 proteins have been selected by PyPredT6 to be probable effectors. For Y.

pestis (Strain Pestoides F, version 21.15), out of 3850 proteins, 42 proteins have been selected
to be effectors. Here the predicted probable T6 effector proteins of our two test species have
been discussed after secondary structure-based feature filtering. In order to biologically
validate these proteins, we have considered their gene ontology information (as listed in
UniProtKB6 [90]) and information from existing literature. In this way, we have established
a direct/indirect relation with virulence and pathogenesis of a few of these proteins. The
literature-based validation of probable T6 effector proteins predicted by PyPredT6 has been
furnished in the following two subsections. A tabulated form of the same has been furnished
in http://projectphd.droppages.com/PyPredT6.html.

Predicted probable effector proteins in Y.pestis In Y. pestis, the list of 42 predicted prob-
able T6 effector proteins include enzymes, flagellar proteins and auto-transporters, among
others. Bacteriophage tail proteins are used by many pathogenic bacteria, for their secre-
tion system and pathogenicity [208]. As demonstrated by Leiman et al. [246] and Pell et

al. [313], bacteriophage tail protein can be an effector protein associated with T6SS of Y.

pestis.
Bacterial PLA plays a crucial role in bacteria-induced haemolysis, thus providing a ben-

eficial source of nutrients for bacterial growth in addition to providing an appropriate envi-
ronment for survival and replication [199]. The pldA gene in Y. pseudotuberculosis encodes
a phospholipase, the crucial phospholipid components of the outer leaflet of eukaryotic cell
membranes. The 1468bp sequence, which includes the pldA gene with flanking regions, has
been found to be 100% similar to the corresponding sequence of Y. pestis [210]. Proteases
contribute to pathogenesis by affecting biological processes across the bacterial envelope.

Virulence of outer membrane usher protein (gene: caf1A), adhesin (gene: psaA), chap-
erone protein PsaB (gene: psaB), pesticin immunity protein (gene: pim), needle complex
outer membrane lipoprotein precursor (gene: virG), outer membrane protein (gene: YopM)
and target effector protein (gene: ypkA) have already been reported in [176]. Outer mem-
brane usher protein, adhesin, and chaperone protein psaB are involved in pilus organization,
assembly, and pathogenesis. Outer membrane lipoproteins are known to be required for
T6SS in E. coli [18]. Effector protein product of ypkA gene has protein serine/threonine
kinase activity. Among them, outer membrane and target effector proteins have also been re-
ported as probable/putative effector proteins [176]. Lipoproteins contribute to the virulence
of pathogens [394]. Chromosomal deletion of a lipoprotein gene sequence has resulted in

4https://biocyc.org/VCHO/organism-summary?object=VCHO
5https://biocyc.org/YPES386656/organism-summary?object=YPES386656
6http://www.uniprot.org/
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a drastic reduction in virulence. It has been detected as effectors in both the test organisms
considered. A tabulated form of the same has been furnished in file ‘yp bioanalysis.pdf’
available at http://projectphd.droppages.com/PyPredT6.html.

Predicted probable effector proteins in V. cholerae In V. cholerae, the list of 30 probable
T6 effector proteins includes cold shock proteins, enzymes, lipoproteins, flagellar proteins,
and ribosomal proteins among others. Chitinases play a major role in pathogenesis. Multiple
pathogens contain chitin coat, that acts as a shield from both the external and the internal
environment. Many other pathogens attack the host using chitinase [174]. The pathogens
use chitin containing structures for transmission and subsequent infection in the host. Flag-
ellar proteins contribute to adhesion of the pathogen to the host and facilitate further pro-
cesses [172]. The flg gene that results in the flagellar protein, is known to be linked to a
virulence gene in S. typhimurium [65]. The flagellar protein hence hints towards contribu-
tion to pathogenicity, in accordance with our results.

Ribosomal proteins are essential components for the promotion of pathogenesis [411].
ToxR-activated gene A protein has been known to activate multiple virulence genes in V.

cholerae [115]. A tabulated form of the same has been furnished in file ‘vc bioanalysis.pdf’
available at
http://projectphd.droppages.com/PyPredT6.html.

3.4 Comparison of PyPredT6 with Bastion6

Bastion6 [409] is the only other tool that attempts to predict T6 effector proteins. However,
multiple limitations have been observed in the tool. Bastion6 has extracted experimentally
verified data from SecretEPDB while PyPredT6 has taken into consideration data from both
SecReT6 and SecretEPDB. The training dataset of Bastion6 is imbalanced (consisting of 20
effector proteins and 200 non-effector protein samples). A low number of positive samples
and a high number of features for prediction indicate Bastion6 as a probable over-fitted
classifier. PyPredT6, on the other hand, has a positive set of 175 effectors and 1497 non-
effectors. In order to do away with the problem of an imbalanced dataset, oversampling has
been performed using borderline-SMOTE technique.

The non-effector samples (negative dataset) of Bastion6 have been taken from two sources
- the non-effector proteins of Zou et al. [456] and those in Vibrio parahaemolyticus. The
non-effector proteins from Zou et al. comprise those which are not T4 effectors. Due to
multi-functional nature of prokaryotic genes [206], this may not be a safe approach. Proteins
which are not T4 effectors may have an association with T6SS machinery. On the other hand,
Vibrio parahaemolyticus is a pathogenic gram-negative bacteria [249]. Hence there arises a
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risk of considering an effector protein as a non-effector in the negative dataset. In order to
avoid all these issues, PyPredT6 has taken the non-effector dataset, from an experimentally
verified non-pathogenic organism.

Bastion6 has considered 1096 features in total with a sample size of 220. Given the
high number of features and the limited number of samples, the dire need for feature se-
lection and oversampling is noticed, which if not done, will lead to over-fitting [379]. The
avoidance of using a feature selection and an oversampling method for Bastion6 indicates
over-fitting [222]. Hence, PyPredT6 has incorporated feature selection along with an over-
sampled large training set with the intention to avoid over-fitting. PyPredT6 has used the
most significant 51 features on an oversampled dataset of size 2994. For Bastion6, the val-
ues of accuracy (94.3%), sensitivity (100%) and specificity (88%) have a considerable
variance among the measurements, indicating quite an unstable performance. PyPredT6,
however, displays a stable performance over accuracy (89.15%), sensitivity (91.25%) and
specificity (90.75%), with a considerably low variance. Such high variance in the above
measurements for Bastion6 may indicate overfitting. Besides, Bastion6 has displayed a low
specificity indicating a high number of false positives and low number of true negatives.

Bastion6 has considered the result of a single SVM classifier to predict the effector pro-
teins, whereas PyPredT6 takes into account the prediction of five classifiers, and uses a voting
method to obtain the final class label of the sample protein. An extensive study has been per-
formed to measure the CPU time of PyPredT6. The summary of the study has been given
in Table A.1 in Appendix A. CPU time for PyPredT6 on three random datasets containing
10, 20 and 30 sequences have been recorded. Here a single sequence refers to a pair of nu-
cleotide and the corresponding amino acid sequences. For each set of sequences, the time
needed for training PyPredT6 (TT ) with the feature set of experimentally verified effectors
and the time required to extract features from unknown sequences (TE) have been recorded.
The average of total execution time (TS = TE + TT ) of PyPredT6 (5.24 minutes on a 32GB
RAM, 64 bit Windows operating system) on the aforesaid three datasets is considerably less
than that of Bastion6 (29.6 minutes on Bastion6 server). As observed from the table, the
training time is nearly constant with an average of 314.61 seconds, while the average time
for feature extraction for a single sequence is approximately 0.0751 seconds.

PyPredT6 is a standalone application, which can be downloaded from the website
(http://projectphd.droppages.com/PyPredT6.html/). Bastion6 is restricted to pro-
cess less than 500 sequences per job with amino acid count between 50 and 5000. PyPredT6,
on the other hand, does not have any limit on the length or the number of sequences.

From a total of 6586 proteins of two species, we have predicted 72 effector proteins.
PyPredT6 aims to reduce the true negatives while predicting the effector proteins. Bastion6
has considered 12 species for predicting the effector proteins. Among them, it has validated

65

http://projectphd.droppages.com/PyPredT6.html/


two proteins as probable effectors, while we have validated the possibility of all the predicted
72 proteins for being probable effector proteins. A summary of the comparison has been
given in Table 3.4.

Table 3.4: Summary of the fundamental differences between PyPredT6 and Bastion6

Field PyPredT6 Bastion6

Database SecRet6 and SecretEPDB SecretEPDB

Sample size 175 effectors, 1497 non-effectors 20 effectors, 200 non-effectors

Non-effector set Entire genome of non-pathogenic
gram-negative bacteria Bacteriodes
vulgatus [173]

Proteins which are non-effectors
with respect to T4 effectors, and
from Vibrio parahaemolyticus, a
pathogenic gram-negative bacteria

Feature types Peptide and nucleotide features Peptide features

Oversampling tech-
nique

borderline-SMOTE None applied

Feature selection
technique

Randomized decision tree using
Gini impurity index

None applied, indicating over-
fitting

Classifier Consensus of MLP, SVM, KNN,
NB, RF

SVM

Execution time 5.24 minutes 29.60 minutes

Input constraints Able to handle any number of se-
quences of any size

Unable to handle more than 500 se-
quences per job, length of each se-
quence between 50 and 5000.

Performance com-
parison

89.15% (Acc), 91.25% (Sen),
90.75% (Spe)

94.3% (Acc), 100% (Sen), 88%
(Spe)

In order to assess and benchmark the performance of PyPredT6 and Bastion6, we have
created three sets Set 1, Set 2 and Set 3, of independent non-overlapping effectors and non-
effectors data extracted from the public databases and the literature, for comparing the pre-
dictive power of PyPredT6 and Bastion6. The first dataset, Set 1 (Table 3.5), has been
constructed taking all the T6 effector proteins of Edwardsiella tarda from Genbank. The
second set, Set 2 (Table 3.6), has been constructed using a handful of proteins of Homo

sapiens obtained from Genbank, which cannot be effectors. The third dataset, Set 3 (Table
3.7), consists of T6 effector proteins accumulated from the literature. PyPredT6 has shown
promising results while predicting effector and non-effector proteins from a pool of unknown
proteins. Bastion6, on the other hand, has been unable to provide any conclusive result on
classification of these proteins belonging to Set 1 and Set 2. For Set 3, Bastion6 has been
able to predict 6 out of 10 proteins correctly, while PyPredT6 has been able to predict 9 out
of 10 proteins correctly.
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Table 3.5: Set 1 - Effector Dataset of Edwardsiella tarda obtained from Genbank [35]

Name Class PyPredT6 Bastion6

evpP Effector Effector Undefined

ImpC Effector Effector Undefined

Hcp Effector Effector Undefined

evpD Effector Effector Undefined

ImpF Effector Effector Undefined

ImpG Effector Effector Undefined

ImpH Effector Effector Undefined

VasG Effector Effector Undefined

VgrG Effector Effector Undefined

evpJ Effector Effector Undefined

ImpA Effector Effector Undefined

evpL Effector Effector Undefined

ImpJ Effector Effector Undefined

ImpK Effector Effector Undefined

ImpL Effector Effector Undefined

avtA Effector Effector Undefined

transposase (A) Effector Effector Undefined

wabN Effector Effector Undefined

hemY Effector Effector Undefined

lysC Effector Effector Undefined

3.5 Conclusions

Prediction of effector proteins from bacterial genome information is important for the anal-
ysis of their secretion systems’ role in pathogenesis. Here we have developed a standalone
system, called PyPredT6, for prediction of probable T6 effector proteins based on consen-
sus of five classifiers. PyPredT6 extracts a feature set having 873 features from nucleotide
and amino acid sequences of experimentally verified T6 effector proteins. PyPredT6 has
predicted 42 proteins out of 3850 proteins from Y. pestis and 30 proteins out of 2736 pro-
teins from V. cholerae as effectors. We have analyzed these proteins for being putative T6
effector proteins in a limited capacity. PyPredT6 offers users to check whether a protein is a
T6 effector or not. A more detailed biological validation for each putative candidate gene is
essential, which forms a scope for further study. The methodology can be extended to other
pathogens, whose genomes and proteomes are either partially or fully mapped.
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Table 3.6: Set 2 - Non-effector dataset of Homo sapiens obtained from Genbank [35]

Name Class PyPredT6 Bastion6

cyclin-Y-like protein 3 Non-effector Non-effector Undefined

acidic phospholipase Non-effector Effector Undefined

CPHXL Non-effector Non-effector Undefined

SH3 Non-effector Non-effector Undefined

DUXB Non-effector Non-effector Undefined

KRTAP9 Non-effector Non-effector Undefined

KRTAP16 Non-effector Effector Undefined

FTMT Non-effector Non-effector Undefined

TRAM1L1 Non-effector Non-effector Undefined

CLDN17 Non-effector Non-effector Undefined

While working on this investigation, it came into our knowledge that no classification
based investigation has been done taking into account the tertiary structure of these effector
proteins. All of the investigations regarding effector proteins have been done on the basis of
primary and secondary structure of the same. Keeping that in mind, we have come up with a
unique system called Effector Protein Predictor based on 3D structure (EPP3D), to identify
effector proteins based on their 3D structure. Since our effector dataset is not balanced and
the available balancing techniques are not applicable to our dataset, we have also come up
with a new oversampling technique called Cluster Quality based Non-Reductional (CQNR)
oversampling technique. The development of EPP3D and CQNR has been described in
Chapter 4.
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Table 3.7: Set 3 - Dataset consisting of T6 effector proteins from various organisms. The tag
“removed” is for those T6 effector proteins which were similar to one of the 175 proteins
used in the training dataset.

Name Organism Reference Class PyPredT6 Bastion6

Hcp Desulfobacterium au-
totrophicum

Wang et al., 2015
[410]

Effector Non-effector Non-effector

TssA Pseudomonas fluo-
rescens

Durand et al., 2014
[122]

Effector Effector Non-effector

Hcp-ET1
(removed)

Escherichia coli Ma et al., 2017 [265] Effector - -

TssE Pseudomonas fluo-
rescens

Durand et al., 2014
[122]

Effector Effector Non-effector

Hcp-ET3
(removed)

Escherichia coli Ma et al., 2017 [265] Effector - -

VgrG3 Pseudomonas fluo-
rescens

Durand et al., 2014
[122]

Effector Effector Effector

Hcp-ET2
(removed)

Escherichia coli Ma et al., 2017 [265] Effector - -

TssG Pseudomonas fluo-
rescens

Durand et al., 2014
[122]

Effector Effector Effector

Hcp3 Pseudomonas fluo-
rescens

Brunet et al., 2015
[54]

Effector Effector Effector

EvpP Edwardsiella tarda Durand et al., 2014
[122]

Effector Effector Effector

TecA Burkholderia cenocepa-
cia

Speiwak et al., 2019
[20, 375]

Effector Effector Non-effector

Tse1 Pseudomonas Aerugi-
nousa

Durand et al., 2014
[122]

Effector Effector Effector

Tae4 Enterobacter Cloacae Durand et al., 2014
[122]

Effector Effector Effector

Hcp-ET5
(removed)

Escherichia coli Ma et al., 2017 [265] Effector - -
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Chapter 4

Cluster Quality-based Non-Reductional
(CQNR) Oversampling Technique and
Effector Protein Predictor Based on 3D
Structure (EPP3D) of Proteins [355]

4.1 Introduction

In Chapter 3, we have developed a system, called PyPredT6, to identify T6 effector proteins
based on their primary and secondary structures. However, no attempts have been made to
predict effector proteins from their tertiary structures. Prediction of effector proteins would
remain incomplete if their tertiary structure is not taken into consideration. Thus, in this
chapter, we have developed a system for identification of effector proteins based on the
characteristics of their tertiary structures.

Effector proteins in gram-negative bacteria are translocated into host cells predominantly
by T3SS, T4SS and T6SS [337] [446] [32] [439]. T3SS has extensively been studied [148]
[312]. Pathogens with T3SS effectors can infect both plants and animals [72] [148] [312]
[439] [147]. T4SS, discovered in 1990s [234], is considered as one of the most functionally
diverse bacterial secretion systems, both in terms of transported substrates and targeted re-
cipients [70]. The working mechanism of T6SS has been discovered in 2006 [319]. Several
aspects of the working mechanism of T6SS are still unknown. T3SS, T4SS, and T6SS as-
sociated effector proteins in many gram-negative bacteria are yet to be discovered. Several
methods have been developed to classify/predict/identify T3, T4, T6 effector proteins based
on their amino acid sequences [59, 353, 354, 406, 408, 409, 432, 433, 440, 456]. However, no
3D structural feature-based classification mechanism for differentiating T3, T4, T6 effectors
(pathogenic proteins), other secretion system effectors, and non-pathogenic proteins have
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been reported so far in the literature [354].
Effector protein datasets tend to be highly imbalanced, due to the limited availability of

effectors and the abundance of non-effectors. A dataset is said to be imbalanced if the number
of samples belonging to each of the classes is unequal [77]. Imbalanced datasets pose a
severe problem for decision making [323]. A classifier is biased towards the class having
larger number of samples, and thereby yielding unsatisfactory performance [323]. Training
a classifier with an imbalanced dataset leads to overfitting [71]. Inadequate predictions using
biased and overfitted classifiers have led to the notion of balancing an imbalanced dataset.
A well-balanced dataset is essential for designing a reliable classification and prediction
model. For a 2-class classification problem, the class having the higher cardinality is called
the majority class while the other class is referred to as the minority class. Data imbalance
can be tackled either by eliminating the samples from the majority class (undersampling)
or increasing the number of samples in the minority class (oversampling) [77]. No matter
how varied the strategies for sampling are, both the sampling techniques aim at making the
cardinalities of the classes equal.

One of the simplest algorithms for oversampling is the random oversampling technique
[232]. Several other algorithms have been developed over time. They include SMOTE [77],
borderline-SMOTE [175], C-SMOTE [181] and Safe-Level-SMOTE [57] among others.
Zhang et al. [452, 453] have explored the task of balancing imbalanced image datasets for
pathological brain detection. However, none of the oversampling techniques have taken any
measure to regulate the generation of synthetic samples of the minority class, which may fall
in the vicinity of majority samples. Moreover, some of the techniques discard samples as
noise. However, discarding samples as noise may lead to loss of information embedded in
the dataset. While some are incapable of handling multi-class imbalanced datasets, others
are unable to handle high-dimensional data.

In order to overcome the shortcomings of the aforesaid oversampling algorithms and to
identify effector proteins based on their 3D structures, we develop two algorithms in this
chapter, one for oversampling and the other for identification of effector proteins based on
their 3D structures. The chapter primarily has five parts. The first part describes the ex-
traction of numerous features based on 3D coordinates of each atom of the experimentally
verified effector proteins to form the feature set. However, the effector dataset is imbalanced,
and the state-of-the-art algorithms do not generate satisfactory prediction results. Thus, in
the second part of the chapter, we introduce a novel oversampling algorithm, called Cluster
Quality-based Non-Reductional (CQNR) oversampling. CQNR has resulted in a significant
improvement in performance over some existing oversampling techniques on benchmark
datasets. In the third part, we develop a supervised learning-based system, called Effector
Protein Predictor based on 3D structure (EPP3D) of proteins. EPP3D predicts the class of an
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unknown protein, after being trained with a balanced dataset obtained as the output of CQNR
taking the imbalanced effector dataset as its input. EPP3D classifies unknown proteins into
five classes, namely, individual classes of T3, T4 and T6 effector proteins, a composite class
of T1, T2, T5, T7 effector proteins, and a class of non-effector proteins. The effectiveness
of 3D structure-based classification of effector proteins has been exhibited using five clas-
sifiers individually as well as EPP3D. The performance comparison of CQNR and EPP3D
against the state-of-the-art algorithms form the fourth part of the chapter. Finally, the chapter
provides a qualitative discussion regarding the comparison.

4.2 Methodology

This section presents a vivid description of development of the oversampling algorithm
CQNR and the effector identification system EPP3D. The first step towards the development
of EPP3D is the data collection phase. Tertiary structure of a protein is of great significance
since they give an insight into the shape of a protein, which dictates its functionality. Thus,
tertiary structures of experimentally verified effector proteins have been collected depend-
ing on the availability of their 3D structures in the form of PDB files (Appendix B.2). For
effector identification, we consider the following classes of effector proteins.

• Class 1 - T3 effector proteins
• Class 2 - T4 effector proteins
• Class 3 - T6 effector proteins
• Class 4 - Other (T1, T2, T7) effector proteins
• Class 5 - Non-effector proteins
The structure of a protein determines its function. In order to capture the characteristics

of the tertiary structure, feature extraction has been carried out. From the tertiary structure of
effectors and non-effectors, eight unique features have been extracted. These features repre-
sent various structural aspects of a protein. These aspects include binding capability, solvent
accessibility and hydrophobicity of proteins. The extracted features have been integrated
to form a feature set using which EPP3D has been designed. Due to an imbalanced train-
ing dataset and the poor performance of state-of-the-art oversampling techniques, we have
developed a new oversampling algorithm, called CQNR. The effector dataset, oversampled
by CQNR, has been used for development of EPP3D. It has been noticed that all the eight
features are crucial enough, and have not been discarded by feature selection. Therefore, all
the features have been taken into consideration for designing EPP3D.

To design EPP3D, an ensemble classifier with majority voting has been implemented.
The ensemble system consists of five classifiers viz., multi-layer perceptron (MLP), support
vector machine (SVM), k-nearest neighbor (kNN), naive bayes (NB) and random forest (RF)
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classifiers. Cross-validation has been implemented for parameter tuning of individual classi-
fiers in the ensemble model. EPP3D has been subjected to diligent training and testing meth-
ods for accurate identification of effector proteins. CQNR and EPP3D are standalone ap-
plications, which can be downloaded from the website http://projectphd.droppages.

com/CQNR.html/.

4.2.1 Data collection

We have accumulated experimentally verified data associated with effector proteins of T3,
T4, and T6 secretion systems in 35 different species, provided in Table 4.1, from different
repositories/literature. These species are pathogenic to various living organisms, such as fish,
amphibians, reptiles, birds, human, other animals, and various plants. We have accumulated
information on 3D structures of T3, T4 and T6 effector proteins from databases, such as
SecretEPDB [14], SecReT4 [40], SecReT6 [253] and Protein Data Bank [36].

Out of 1230 T3 effector proteins reported by SecretEPDB and 56 T3 effector proteins
listed by Yang et al. [440], PDB structures of 36 effector proteins have been collected.
Among 731 T4 effector proteins published in SecretEPDB [14] and 186 in SecReT4 database
[40], PDB structures of 80 proteins have been found. Likewise, out of 107 T6 effector pro-
teins summarized in SecReT6 database [253] and 181 in SecretEPDB, 31 PDB structures
of T6 effector proteins have been obtained. Consolidating these data and removing redun-
dancy, the summary of the ultimate list obtained has been provided in Table 4.2. No database
containing information regarding T1, T2, T7, and non-effectors have been reported so far.

For the other groups of secreted proteins, i.e., T1, T2, T5, and T7, we have searched PDB
to retrieve secreted proteins of different secretion systems1. The ”Others” class consisted of
2 T1SS, 19 T2SS, and 3 T7SS proteins. We could not find the 3D structure of any T5 effector
protein. Due to the inadequacy of T1, T2 and T7 effectors, these effector proteins have been
grouped into a single class, i.e., class 4, consisting of 24 proteins.

For the non-effectors, we have chosen two organisms, namely, Bacteroides vulgatus

[173] and Listeria innocua [427], which are non-pathogenic. It may be mentioned here
that there is no protein in pathogenic organisms, which has been experimentally verified to
be non-effectors. Here, an argument may arise that the housekeeping proteins of the same
pathogenic species might have been considered as the non-effector proteins. However, in
prokaryotes, genes are often found to be multi-functional [206, 314, 428]. Furthermore, a
housekeeping protein of the same species may have a direct or indirect association with an
effector protein [341]. Therefore, we have considered the proteins of two non-pathogenic
organisms as non-effectors. We have collected 120 proteins of experimentally verified non-

1PDB has effector protein names with “T*SS” in them, where “*” denotes the secretion system type 1, 2,
3, 4, 5, 6 or 7.
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Table 4.1: Cardinality of the dataset. The number of effector proteins collected from each
species is given in parenthesis alongside it.

Secretion System Species Pathogenicity

T1SS (1 species & 2 proteins) Serratia marcescens Human

T2SS (9 species &19 proteins) Pseudomonas aeruginosa (5) Human
Escherichia coli (3) Human
Vibrio cholerae (5) Human
Aeromonas hydrophila (1) Human
Dickeya dadantii (1) Plant
Klebsiella pneumoniae (2) Human
Vibrio vulnificus (1) Human and animal
Vibrio parahaemolyticus (1) Human

T3SS (1 species & 56 proteins) Pseudomonas syringae (56) Plant

T4SS (10 species & 186 proteins) Helicobacter pylori (7) Human stomach
Agrobacterium tumefaciens (5) Plant
Brucella melitensis (4) Animals and Human
Coxiella burnetii (25) Animals and Human
Bordetella pertussis (5) Human
Bartonella henselae (7) Human
Legionella pneumophila (123) Human
Anaplasma marginale (1) Livestock animals
Brucella melitensis (4) Livestock animals and human
Agrobacterium rhizogenes (5) Plant

T6SS (26 species & 87 proteins) Yersinia pseudotuberculosis (2) Animals and human
Yersinia pestis (1) Animals and human
Vibrio cholerae (7) Human
Vibrio alginolyticus (1) Human
Serratia marcescens (1) Human
Pseudomonas syringae (1) Plant
Pseudomonas protegens (2) Plant protecting bacteria (non-

pathogenic)
Pseudomonas aeruginosa (17) Plants, animals, human
Paracoccus denitrificans (1) Denitrifying bacteria (non-

pathogenic)
Helicobacter hepaticus (2) Mice, human
Francisella tularensis (7) Bird, reptile, fish, animals, human
Escherichia coli (5) Intestine of animals, human (mostly

non-pathogenic)
Erwinia carotovora (5) Plant
Enterobacter cloacae (1) Human
Edwardsiella tarda (3) Fish, amphibians, reptiles, mammals
Citrobacter rodentium (1) Mice
Burkholderia thailandensis (14) Animals, human
Burkholderia pseudomallei (2) Animals, human
Burkholderia mallei (3) Animal
Burkholderia cenocepacia (1) Plants, human
Agrobacterium fabrum (2) Plant
Aeromonas hydrophila (4) Fish, amphibians, human
Acinetobacter baumannii (1) Human
Flavobacterium johnsoniae (1) Fish

T7 (1 species & 3 proteins) Streptococcus intermedius Human
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Table 4.2: Summary of the data comprising T1, T2, T3, T4, T6, T7 effector proteins, and
non-effector proteins considered. The column ”Databases” contains the number of a par-
ticular class of effector or non-effector proteins obtained from a particular database whose
reference has been given within ”()”. The column ”PDB” indicates the number of effector or
non-effector proteins of a particular class, obtained from Protein Data Bank. The structures
of proteins from the respective databases, whose 3D structures are found in PDB, have been
used to create the final set of experimentally verified proteins for training the classifiers of
EPP3D.

Secretion system Number of proteins from

Databases PDB Structure

T1 - 2

T2 - 19

T3 56 (Yang et.al.), 1230 (SecretEPDB) 36

T4 186 (SecReT4), 731 (SecretEPDB) 80

T5 No data found No data found

T6 107 (SecReT6), 181 (SecretEPDB) 31

T7 - 3

Non-effector - 120

pathogenic organisms to constitute the non-effector set.

4.2.2 Feature extraction

Effector proteins T3, T4, and T6 bind with host proteins. The binding alters the work-
ing mechanism of these host proteins, which eventually disrupts the regular function of
the host [166]. Thus, understanding 3D structural characteristics of pathogenic effector
proteins is indeed crucial for exploring the mechanism of protein-protein interactions be-
tween host proteins and effector proteins [47]. Three-dimensional structural characteristics
of pathogenic effectors (T3, T4, T6), effectors from other secretion systems (T1, T2, T7) and
proteins from non-pathogenic organisms have been characterized in terms of eight features.
A detailed description of these features based on 3D structures of the proteins along with
their significance, is furnished below.

A protein structure can be perceived as a point cloud, where a point corresponds to an
atom, a constituent element of the protein in the 3D coordinate system. The concept of a
point cloud has been utilized to generate the values of eight features, namely, radius of gy-
ration (rg), compactness (f ), convex hull layer count (h), surface atom composition (cN -
percentage composition of nitrogen atom, cO - percentage composition of oxygen atom, cS
- percentage composition of sulfur atom, cC - percentage composition of carbon atom) and
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packing density (d). These features provide essential information pertaining to the over-
all surface, packing pattern of atoms as well as hydrophilicity/hydrophobicity of surface
atoms of a protein. These features additionally determine the binding potential of a protein
molecule with other protein molecules [47]. Among them, h, f , cN , cO, cS and cC have been
calculated using the notion of convex hull [380].

Radius of gyration (rg). The radius of gyration of a protein is defined as the average
distance between the center of a protein and each of its atoms [96]. The center of a protein
is given by

(x, y, z) ≡

( n′∑
i=1

xi

n′
,

n′∑
i=1

yi

n′
,

n′∑
i=1

zi

n′

)
, (4.1)

where (xi, yi, zi) is the coordinates of the ith atom of a protein containing n′ atoms. Now,
the radius of gyration of a protein is defined as

rg =
1

n′

n′∑
i=1

[(xi − x)2 + (yi − y)2 + (zi − z)2]
1
2 (4.2)

The term rg provides a quantitative estimate of the size of a protein. Larger the value of rg,
larger is the size of the protein. A protein molecule with a large surface area is exposed to
many binding sites of another protein molecule [106]. Hence, larger the size of the protein
molecule, higher is the chance of binding.

Compactness (f ). Compactness of a protein has been defined as a measure of molecular
surface area [447]. Mathematically, it can be represented by the ratio of its accessible surface
area to the surface area of a sphere having radius rg [447]. In order to obtain the accessible
area of a protein, convex hull of the protein is determined, which is formed by using the
points corresponding to the atoms of the protein.

A convex hull of a set S of points is the smallest convex polyhedron that incorporates
these points. The polyhedron is such that some of the points lie on the bounding surface
while the others are inside it. The convex hull of a protein has been obtained by using the
quickhull algorithm [30]. Let Conv(S) be the set of points on the bounding surface of the
convex polyhedron. A triangulation of a finite point set S ⊂ R3 is a set T of triangles such
that:

• Conv(S) =
⋃
j

V (T ′j) where V (T ′j) is the set of vertices forming j th triangle T ′j .

• For every distinct pair T ′j , T
′
j′ ,∈ T , T ′j and T ′j′ have either a common vertex, a common

edge or none.
Here T ′ =< t1, t2, t3 >, such that t1, t2, t3 are the points forming the triangle T ′. The
vector ti is represented by the coordinates (xi, yi, zi). Thus compactness (f ) of a protein is
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computed as

f =

p∑
j=1

∆(T ′j)

4πr2
g

(4.3)

where ∆(T ′j) denotes the area of jth triangle T ′j forming a part of the convex hull, p is

the number of such triangles formed, and
p∑
j=1

∆(T ′j) denotes an estimate of the accessible

surface area of the protein. The utility of this measure is to identify protein domains. The
functionality of a protein depends on its domain. Protein domain regions, compared to other
regions of the protein, are more compact. Due to protein folding, reduction in the surface
area is linearly dependent on hydrophobicity [158]. Lower the surface area, lower is the
hydrophobicity of a protein.

Convex hull layer count (h). The convex hull of a protein has been determined by using
the quickhull algorithm [30] as defined above. The convex hull of a protein corresponds to
its solvent accessible surface area [89]. Initially, a convex hull is formed, considering all the
atoms of a protein. Then the points on the convex hull are eliminated. The next convex hull
is obtained afresh using the remaining set of atoms, and the points on the convex hull are
removed. This process continues till there is no more point left [94]. If S is the set of all the
points representing atoms in a protein, the next set of vertices on which convex hull will be
formed, is

S1 = S − Conv(S),

S2 = S1 − Conv(S1),

.

.

.

Sh = Sh−1 − Conv(Sh−1)

Sh+1 = ∅

(4.4)

where h is the number of convex hull layers, and Conv(S) is the function that returns the
set of points lying on the convex hull obtained from S as shown in Figure 4.1. The term h

is called the convex hull layer count. As mentioned above, the convex hull layer provides
information concerning the solvent accessibility analysis for proteins [380]. Convex hull
layer count h provides a physical distance through which a solvent molecule would have to
travel to reach the core of the protein from its surface, thus giving us an insight into how deep
a protein molecule is. This feature determines the binding surface of a protein with another
protein [78]. Convex hull gives a measure of the exposed surface area of a protein, hence
giving an insight into its available binding area.

Surface atom composition. Investigation of the surface atoms of a protein presents an
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Figure 4.1: Schematic diagram depicting the formation of convex hull layers. A point cloud
has been taken into consideration. The atoms of a protein are denoted by these points (black)
in the point cloud. The outer boundary (depicted in blue) is the first convex hull layer created
with the surface atoms of an effector protein. The inner boundary (depicted in red) is the
second convex hull layer created in a similar manner with the surface atoms after removing
the atoms on the first convex hull layer.

insight into the estimation of hydrophobic forces and their subsequent effect on protein struc-
ture [182,331]. We have extracted the percentage composition of nitrogen (cN ), carbon (cC),
oxygen (cO) and sulfur (cS) atoms present on the first convex hull layer of the experimentally
verified effectors and non-effectors. Thus we have got four features.

Packing Density (d). It measures the packing pattern of atoms in a protein [358]. Pack-
ing Density (d) is defined as the ratio of total volume of all the atoms to the volume of
protein, and is given by,

d =

n′∑
i=1

vi

4
3
πr3

g

(4.5)

where vi is the volume of ith atom [447] and rg is the radius of gyration of the protein. The
volume of each atom has been estimated using the radius of nitrogen (N), oxygen (O), carbon
(C) and sulfur (S) atoms available from the database. Packing density has a pronounced effect
on the binding property of the protein [247].

The effector protein dataset that we consider in this chapter, comprises experimentally
verified 36 T3, 80 T4, 31 T6, 24 effectors of T1, T2 and T7, and 120 non-effector proteins
from two non-pathogenic bacteria - Bacteriodes vulgatus and Listeria innocua. Each of
these proteins is characterized by the above eight features extracted from its 3D structure.
The dataset is clearly an imbalanced one. In order to balance the same, we develop CQNR
for oversampling the dataset. The working mechanism of CQNR has been furnished below.
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4.2.3 Cluster Quality-based Non-Reductional (CQNR) oversampling tech-
nique

The fundamental objective of algorithm CQNR is as follows: finding the best number of
clusters using Davies-Bouldin index [98] for the samples of the minority class(es) to be clus-
tered using K-means clustering algorithm, followed by generating well-spaced points within
a cluster in proportion to the size of each cluster. We have applied K-means as it is widely
used and produces tighter clusters compared to other clustering methods [405]. It has been
found that the performance of Davies-Bouldin index in identifying the appropriate number
of clusters is better compared to many other cluster validity indices [154]. The comparative
study regarding clustering algorithms and cluster validity indices has been reported in Ta-
ble A.2 of Appendix A. A summary of the variables used in the algorithm has been given in
Table 4.3.

Algorithm 1 Cluster Quality-based Non-Reductional (CQNR) oversampling technique

Procedure CQNR(C1,C2)

Check the cardinalities of the classes C1,C2

Assign to L the class with the larger cardinality and to S the other class
Find Dg for g clusters obtained from S for 2 ≤ g ≤ 20

Assign to m′ the value of g for which minimum D score is obtained
Find the difference between the cardinalities of L and S
Calculate θl using equation 7
N = ∅
for l = 1 : m′

q = 1

while q ≤ θl
Select 2 random data samples (a1, a2) from lth cluster Cl
Generate a random w1 in (0, 1)

w2 = 1− w1

Generate a synthetic sample b′lq such that
b′lq ← w1a1 + w2a2

Calculate d′, Rl using equations 10 and 12
if d′ ≤ Rl then

Put b′lq to N
q = q + 1

N = S ∪N
return N

Let us consider a two-class classification problem where the associated dataset is imbal-
anced. Let S be the minority class and L be the majority class. Each sample of majority
or minority class is defined as b = [f ′1, f

′
2, . . . , f

′
µ]T where f ′e is the feature value and µ is

the number of features and 1 ≤ e ≤ µ. The required number of synthetic data samples to be
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generated is
δ = ζ1 − ζ2, (4.6)

where ζ1, ζ2 are the cardinalities of the classes L and S respectively. CQNR is applied
to the minority class S . Initially, all samples in the minority class have been taken into
consideration. K-means clustering algorithm has been applied to the samples in the minority
class. The number of clusters generated ranges from 2 to 20. The most suitable number (m′)
of clusters in the minority class is obtained by Davis-Bouldin index. CQNR takes this m′

value for further operations, as it has turned out to be the best with respect to Davies-Bouldin
Index. Further, the cardinalities of these clusters sum up to the cardinality of the minority
dataset. We now aim at generating synthetic samples in such a way that the percentage
contribution of each cluster to the cardinality of the entire minority class is sustained. Let
θl be the number of synthetic data samples that need to be generated in lth cluster Cl of the
minority class. Then,

θl =

⌊
|Cl|
ζ2

× δ + 0.5

⌋
, 1 ≤ l ≤ m′ (4.7)

where

δ ≈
m′∑
l=1

θl (4.8)

To balance the dataset following the original distribution of cluster Cl, CQNR generates a
new synthetic sample as a weighted sum of the randomly selected minority class samples. It
might so happen that among two random samples selected from the minority class, one of
the samples may have feature values close to that of samples belonging to the majority class.
For such a case, the weighted sum of these two randomly chosen minority class samples
subsequently may fall in the region of the majority class. In order to avoid the generation of
synthetic samples in the region of majority class, the radius of a cluster has been considered.
The center of the cluster is calculated to obtain the radius of the cluster. The distance of a
newly generated synthetic point for a particular cluster from the cluster center is calculated
and reviewed if the distance is less than the radius. If the distance is less than the radius, the
synthetic sample is retained, else it is discarded.

For generation of θl synthetic samples, weighted sum of two randomly selected samples
from Cl is considered. The cluster center bl and the radius of the cluster Rl are given by,

bl =
1

|Cl|

|Cl|∑
k=1

blk (4.9)

Rl =
1

|Cl|

|Cl|∑
k=1

||blk − bl|| (4.10)
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Table 4.3: Summary of the variables used in this chapter

Name Description

h convex hull layer count

cN , cC , cO, cS count of nitrogen, carbon, oxygen and sulfur atoms on the surface of the molecule

rg radius of gyration of a protein molecule

n′ number of atoms in a protein molecule

d packing density of a protein molecule

xi, yi, zi the x,y,z coordinates of the ith atoms in a protein molecule, 1 ≤ i ≤ n

p number of triangles forming the convex hull

T ′
j set of points forming the jth triangle of convex hull, 1 ≤ j ≤ p

t1, t2, t3 the three points forming T ′
j

L majority class

S minority class

µ number of features in the dataset

f ′e eth feature of the dataset, 1 ≤ e ≤ µ

ζ1 number of samples in the majority class

ζ2 number of samples in the minority class

δ difference in the sample size of the classes

m′ number of clusters to be considered

Cl lth cluster on k-mean clustering, 1 ≤ l ≤ m′

blk kth sample of the lth cluster of minority class, 1 ≤ l ≤ m, 1 ≤ k ≤ |Cl|

bl center of the lth cluster, 1 ≤ l ≤ m′

d′ distance of blk with the center bl of the lth cluster, 1 ≤ l ≤ m, 1 ≤ k ≤ |Cl|

θl number of synthetic samples to be generated in Cl, 1 ≤ l ≤ m′

Dg Davies-Bouldin index for g clusters, 2 ≤ g ≤ 20

b′
lq a newly generated qth synthetic sample of lth cluster, 1 ≤ l ≤ m′, 1 ≤ q ≤ θl

Rl radius the lth cluster, 1 ≤ l ≤ m′

w1, w2 random weight values to be generated, 0 < w1, w2 < 1

a1,a2 random samples selected from a cluster of samples

N final balanced minority class dataset
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Each synthetic sample b′lq in Cl to be generated is given by

b′lq = w1a1 + w2a2, q = 1, 2, .., θl; 0 < w1, w2 < 1, w2 = 1− w1 (4.11)

where a1, a2 are the two random samples selected from Cl, and w1 is a random number gen-
erated in (0,1). The distance (d′) of the newly generated sample b′lq from the center bl is
calculated. If d′ ≤ Rl, b′lq is selected as a synthetic sample, else it is discarded, and another
b′lq is generated and checked for the criterion mentioned above. CQNR keeps generating
distinct synthetic samples for which the criterion d′ ≤ Rl is satisfied. The synthetically
generated samples b′1,b

′
2, . . . ,b

′
m corresponding to the clusters C1, C2, . . . Cm of the mi-

nority class are then merged together with the initial minority class S to form the final set
N . Henceforth, N is the new oversampled minority class, and the cardinality of N is
approximately equal to the cardinality of the majority class.

CQNR can also be applied to imbalanced datasets consisting of samples in more than two
classes. For b-class classification problem, the class with the maximum number of samples
is the majority class while all the other (b−1) classes form the minority classes. CQNR sep-
arately processes these (b− 1) minority classes for making their cardinalities approximately
equal to the cardinality of the majority class. Algorithm 1 describes the working principle of
CQNR. As observed, CQNR retains the original dataset and generates the minimum num-
ber of synthetic samples required for balancing majority and minority classes, consequently
sustaining the distribution of the original dataset. It can handle the oversampling of disjoint
clusters of data points of the minority class. It does not eliminate any data point as noise.

One may argue the biological validity of the synthetic samples. It may be noted that
the discovery of effector proteins in several pathogenic species is currently being actively
researched, with new effector proteins being discovered frequently. There is no guarantee
that these new effector proteins will not resemble the synthetically generated samples. Also,
for any sort of class imbalance, even for biological datasets, oversampling has been carried
out in multiple investigations of Hu et al. [191], Santos et al. [342], Zhang et al. [450] among
others. To ensure maximum resemblance to the experimentally validated data, we have
generated synthetic samples in the vicinity of the experimentally verified samples without
replicating the samples themselves.

4.2.4 Preprocessing of feature set

Effector proteins in pathogenic bacteria are very less in number, compared to the whole pro-
tein set of the pathogen. In such a case, none of the samples can be discarded as noise, since
every sample of a dataset may convey useful information. In such a small but potent dataset
of effector proteins, undersampling would lead to loss of information. Keeping that in mind,
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and non-effector proteins 

Oversampled training dataset using CQNR 

MLP SVM kNN NB RF 

Training classifiers with oversampled training dataset 

Unbalanced training dataset 

(a) Training EPP3D

 

Input: PDB files of 

unknown proteins 

Feature extraction  

Convex hull layer 

count  

 Radius of 

gyration 

Packing density 

Compactness 

Surface atom 

composition 

MLP SVM kNN NB RF 

Prediction using the trained classifiers: EPP3D 

(Consensus of trained classifiers using majority voting) 

Feature set of the unknown proteins 

Output: T3/T4/T6/Other/Non-

effector protein 

(b) Prediction using EPP3D

Figure 4.2: Flowcharts depicting the internal architecture of EPP3D. Figure (a) depicts the
stage of training EPP3D. The feature extraction module extracts feature set from PDB files
of the experimentally verified effector/non-effector proteins in training phase. After the orig-
inal dataset is split into a training set and a test set, the training set is balanced by CQNR.
This oversampled training dataset is further used to train EPP3D. Figure (b) depicts the pre-
diction phase. The prediction phase starts with the extraction of feature set from PDB files
of unknown proteins. The trained EPP3D has been used for prediction of the class label of
an unknown protein. The Output module accumulates the outcome of the five classifiers, and
determines the class an unknown protein belongs to, based on majority voting.
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we have applied algorithm CQNR to balance the effector protein dataset created previously,
and utilize the balanced dataset to build EPP3D, the effector protein predictor. Oversampling
of the feature set is followed by standardization of the features by subtracting them from the
mean followed by scaling them to unit variance. We have used Gini impurity index in a
randomized decision tree [401] for feature selection. However, it has been reported that the
feature set formed is potent and none of the features are trivial enough to be discarded. Thus
all the features have been taken into consideration for development of EPP3D.

4.2.5 Architecture of EPP3D

We have developed a system for classification of various effectors and non-effector proteins,
based on their 3D structure. EPP3D is a system that predicts, based on eight features, the
class of an unknown protein. The system uses the training dataset, which involves the fea-
tures extracted from tertiary structure of the experimentally verified effector and non-effector
proteins. EPP3D extracts features from the PDB files of the unknown proteins. Due to an
imbalanced dataset, it has been oversampled by CQNR. An ensemble of five classifiers, viz.,
support vector machine (SVM), k-nearest neighbor (k-NN), decision tree (DT), naive-Bayes
(NB) and random forest (RF), with majority voting predicts the class of an unknown pro-
tein. It is a more suitable alternative in classification over single classifiers [237]. Ensemble
learning average out biases, reduce variance and are unlikely to overfit. Hard voting strategy
has been used to generate predictions of EPP3D, by taking into consideration the predictions
of individual classifiers. As an output, it predicts whether a protein belongs to class 1 (T3),
class 2 (T4), class 3 (T6), class 4 (T1, T2, T7) or class 5 (non-effectors). Cross-validation
has been implemented for parameter tuning of the individual classifiers. The flow of EPP3D
has been depicted in Figure 4.2.

4.3 Results

The effectiveness of CQNR has been demonstrated on some of the profoundly referenced
benchmark datasets, namely, Pima Indians Diabetes, Haberman, Spambase, Hill-Valley, and
Blood Transfusion datasets as given in Table 4.4. These datasets have been downloaded
from UCI machine learning repository [120]. Besides, we have also generated three highly
imbalanced synthetic datasets. The superior performance of CQNR has been exhibited on
the datasets mentioned above over some existing oversampling algorithms, namely, random
oversampling, SMOTE, Borderline-SMOTE, C-SMOTE, and Safe-level-SMOTE. We have
also worked on various effector protein datasets. For this purpose, we have, first of all,
extracted and analyzed features from various experimentally verified effector proteins. The
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Table 4.4: Summary of the imbalanced datasets (2-class) used to compare the performance
of various oversampling techniques.

Dataset Number of Features Majority Class cardinal-
ity

Minority Class cardinal-
ity

Pima Diabetes 8 500 268

Haberman 3 225 81

Spambase 57 2788 1813

Hill-Valley 100 612 329

Blood transfusion 4 570 178

Synthetic Dataset 1 2 400 100

Synthetic Dataset 2 2 500 100

Synthetic Dataset 3 2 600 100

datasets have been balanced by CQNR. Finally, the effector proteins have been classified
using five popular classification algorithms.

4.3.1 Application of CQNR for balancing various benchmark datasets
along with comparison

The performance of CQNR has been demonstrated on the five benchmark datasets, namely,
Pima Diabetes, Haberman, Spambase, Hill-valley, and Blood Transfusion. Besides, we have
designed three synthetic datasets which are highly imbalanced. To assess the performance of
the oversampling methods, we have considered five classification algorithms, namely, Sup-
port Vector Machine (SVM), Multi-Layer Perceptron (MLP), Naive Bayes (NB) classifier,
k-Nearest Neighbor (kNN) classifier, and Random Forest (RF) classifier. For SVM, the de-
cision function used is one-over-one (‘ovo’) with RBF kernel. For MLP, we have considered
two hidden layers, apart from the input and output layers. For kNN, we have considered
k=3. We have first split the entire dataset into two sets - training set and test set. The train-
ing set comprises 70% of the entire dataset while remaining 30% samples form the test set.
We have kept the test set (30%) aside for testing purpose. The training set (70%) has been
oversampled. A 10-fold cross validation has been carried out on the oversampled training
set. That is, the oversampled training set has been divided into ten non-overlapping subsets.
The classifiers have then been trained using nine such subsets while the remaining subset has
been used for validation. When considering the three highly unbalanced synthetic datasets,
the accuracy is maximum for classification of unbalanced dataset. As explained in Chap-
ter 1, accuracy is not sensitive to imbalanced data [391]. We have tabulated Specificity,
Sensitivity, F -score and G-mean of CQNR against the other popularly used oversampling
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(f) Spambase (1813/2788)
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Figure 4.3: Comparison of the classification performances, in terms of Sensitivity and Speci-
ficity, of different classifiers on datasets oversampled by different oversampling algorithms.
The numbers within brackets indicate the ratio of the cardinalities of minority class to the
majority class. The abbreviations for the methods are UB - imbalanced, ROS - Random
Oversampling, SM - SMOTE, BSM - borderline SMOTE, CSM - C Smote, SLSM - Safe
level SMOTE, CQNR - Cluster Quality-based Non-Reductional Oversampling. As observed
from the figures, CQNR has performed the best over the other oversampling algorithms con-
sidered here.
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(j) Blood Transfusion (178/570)
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(k) Sample Dataset 1 (100/400)
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(l) Sample Dataset 1 (100/400)
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(m) Sample Dataset 2 (100/500)
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(n) Sample Dataset 2 (100/500)
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(o) Sample Dataset 3 (100/600)
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Figure 4.3: Comparison of the classification performances, in terms of Sensitivity and Speci-
ficity, of different classifiers on datasets oversampled by different oversampling algorithms.
The numbers within brackets indicate the ratio of the cardinalities of minority class to the
majority class. The abbreviations for the methods are UB - imbalanced, ROS - Random
Oversampling, SM - SMOTE, BSM - borderline SMOTE, CSM - C Smote, SLSM - Safe
level SMOTE, CQNR - Cluster Quality-based Non-Reductional Oversampling. As observed
from the figures, CQNR has performed the best over the other oversampling algorithms con-
sidered here.
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(e) Spambase (1813/2788)
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(f) Spambase (1813/2788)
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Figure 4.4: Comparison of the classification performances, in terms of F -score and G-mean,
of different classifiers on datasets oversampled by different oversampling algorithms. The
numbers within brackets indicate the ratio of the cardinalities of minority class to the ma-
jority class. The abbreviations for the methods are UB - imbalanced, ROS - Random Over-
sampling, SM - SMOTE, BSM - borderline SMOTE, CSM - C Smote, SLSM - Safe level
SMOTE, CQNR - Cluster Quality-based Non-Reductional Oversampling. As observed from
the figures, CQNR has performed the best over the other oversampling algorithms considered
here.
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(j) Blood Transfusion (178/570)
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(k) Sample Dataset 1 (100/400)

 

 

 

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

SVM MLP NB kNN RF

G
-m

e
an

 

Oversampling Algoritms 

Hill-Valley 

UB

ROS

SM

BSM

CSM

SLSM

CQNR

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

SVM MLP NB kNN RF

G
-m

e
an

 

Oversampling Algorithms 

Blood transfusion 

UB

ROS

SM

BSM

CSM

SLSM

CQNR

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

SVM MLP NB kNN RF

G
-m

e
an

 

Sample Data 1 

UB

ROS

SM

BSM

CSM

SLSM

CQNR

               Classifiers

(l) Sample Dataset 1 (100/400)

 

 

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

SVM MLP NB kNN RF

F-
sc

o
re

 

Sample Data 2 

UB

ROS

SM

BSM

CSM

SLSM

CQNR

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

SVM MLP NB kNN RF

F-
sc

o
re

 

Oversampling Algorithms 

Sample Data 3 

UB

ROS

SM

BSM

CSM

SLSM

CQNR

              Classifiers

(m) Sample Dataset 2 (100/500)
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(o) Sample Dataset 3 (100/600)
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Figure 4.4: Comparison of the classification performances, in terms of F -score and G-mean,
of different classifiers on datasets oversampled by different oversampling algorithms. The
numbers within brackets indicate the ratio of the cardinalities of minority class to the ma-
jority class. The abbreviations for the methods are UB - imbalanced, ROS - Random Over-
sampling, SM - SMOTE, BSM - borderline SMOTE, CSM - C Smote, SLSM - Safe level
SMOTE, CQNR - Cluster Quality-based Non-Reductional Oversampling. As observed from
the figures, CQNR has performed the best over the other oversampling algorithms considered
here.
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algorithms, depicted in the Figures 4.3 and 4.4.
As observed from the plots in Figure 4.4, CQNR has achieved the highest F -score of

0.84 for Pima Diabetes dataset, 0.95 for Spambase, 0.69 for Blood Transfusion datasets,
0.92 for Synthetic Dataset 1 and 0.97 for Synthetic Dataset 2. CQNR has achieved the high-
est G-mean score of 0.78 for Pima Diabetes dataset, 0.71 for Haberman dataset, 0.69 for
Blood Transfusion dataset, 0.92 for Synthetic Dataset 1, 0.97 for Synthetic Dataset 2 and
0.89 for Synthetic Dataset 3. CQNR has outperformed, in terms of F -score and G-mean, the
other oversampling algorithms for almost all the datasets using all the five classification al-
gorithms. The performance of numerous oversampling algorithms, including that of CQNR
on five benchmark datasets and three synthetic datasets, has been given in Tables A.3 to A.7
in Appendix A.

CQNR has led to more reliable performance for different datasets and classification
techniques, with some exceptions (Figure 4.4). For Haberman and Hill-valley datasets,
borderline-SMOTE has shown the best performance among all the other oversampling al-
gorithms for random forest classifier with respect to G-mean. For almost all the datasets,
CQNR shows a stable performance in terms of F -score and G-mean, indicating an unbiased
prediction of samples. For Pima dataset, the variation of F -score is low, which suggests that
nearly all the oversampling algorithms have a negligible difference in performance. On the
other hand, Blood transfusion dataset has shown a drastic difference for performance metric
F -score for various oversampling algorithms. Hill-valley dataset, in terms of G-mean, has
shown a stable performance over all the oversampling algorithms with a negligible differ-
ence. For Haberman dataset, on the other hand, the oversampling algorithms have resulted
in a drastic difference in performance.

4.3.2 Comparative performance of EPP3D on various effector protein
datasets balanced by some existing oversampling methods includ-
ing CQNR

Several classification algorithms have been used to classify the experimentally verified T3,
T4, and T6 effector proteins against other effector and non-effector proteins. The dataset
consists of 36 T3 effector proteins, 80 T4 effector proteins, 31 T6 effector proteins, 24 effec-
tors of T1, T2, T5 and T7, and 120 non-effector proteins from the non-pathogenic bacteria
Bacteriodes vulgatus and Listeria innocua. Thus, the dataset is visibly imbalanced. In such
a small but potent dataset of effector proteins, undersampling would lead to loss of informa-
tion. Keeping this fact in mind, we have applied algorithm CQNR to balance the dataset by
oversampling.

After balancing, the feature set has been normalized. We have subjected the dataset to
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(a) Classification performance in term of Accuracy
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(b) Classification performance in term of Cohen’s
kappa score
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(c) Classification performance in term of MCC

Figure 4.5: Performance comparison of various classification algorithms on effector and
non-effector proteins, after balancing the dataset by different oversampling methods. The
abbreviations for the methods are UB - imbalanced, ROS - Random Oversampling, SM -
SMOTE, BSM - borderline SMOTE, CSM - C Smote, SLSM - Safe level SMOTE, CQNR -
Cluster Quality-based Non-Reductional Oversampling. As observed from the graphs, CQNR
with consensus-based classifier (EPP3D) has provided superior performance over the other
oversampling algorithms while classifying the effectors.

variance threshold, which removes features with low variance. None of the features in the
effector protein dataset has ultimately been removed. We have reported accuracy, MCC, and
κ score of the five commonly used techniques along with EPP3D for classification of T3,
T4, and T6 effector proteins. These five techniques are Support Vector Machine (SVM),
Multi-Layer Perceptron (MLP), Naive Bayes (NV), K-Nearest Neighbor (KNN) and Ran-
dom Forest (RF). It has been found that EPP3D has resulted in a remarkable improvement in
the performance of predicting unknown proteins into different classes.

In Figure 4.5, we have assessed the performance of EPP3D, in terms of accuracy, κ score
and MCC, to know how diverse the 3D structural characteristics of the pathogenic effectors
pertaining to different secretion systems are. Classification of effectors by EPP3D, where
CQNR has balanced the effector dataset, has resulted in the best performance in terms of
accuracy (85.43%), MCC (0.6536), and κ score (0.6821). κ score ranging from 0.61 to
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0.80 indicates a substantially well performing predictor [144]. As observed from Figure 4.5,
CQNR has resulted in performances having an accuracy ranging from 69.94% for SVM to
85.43% for EPP3D, while the imbalanced dataset has produced an approximate performance
ranging from 68.97% for SVM to 69.43% for EPP3D. CQNR has led to an average classi-
fication performance of 73.29%, the highest among all the other oversampling techniques.
EPP3D, along with CQNR, has obtained an average accuracy of 75.18%, the highest among
the performances of individual classifiers and oversampling algorithms. However, naive-
Bayes classifier has given better performance for borderline-SMOTE compared to the other
oversampling algorithms. A visible improvement has been noticed in classification accuracy
using balanced data compared to that using imbalanced data for most of the classifiers. The
performance of EPP3D with CQNR has provided an overall better accuracy, MCC value,
and κ score than that of individual classifiers.

Several subsets of proteins oversampled by CQNR have been classified using EPP3D. A
detailed tabulated representation of the performance of various oversampling algorithms has
been given in Table A.8 to A.10 of Appendix A. As observed from the tables, the dataset,
where any one of T3, T4 and T6 has been considered as a single class versus the “Others”,
shows the best classification performance with respect to accuracy (96.24%), MCC (0.8834)
and κ score (0.8624). Similar values across all these three measurements indicate a stable
performance of CQNR. On the other hand, the subsets of the 3-class dataset (T4, T3, and
T6) combined show an unsatisfactory performance, in terms of accuracy (64.32%), MCC
(0.5432) and κ score (0.5932). Such a poor performance indicates that the features of the 3-
class dataset (T3, T4, and T6) have considerably low variance. CQNR, together with EPP3D,
has shown better performance for majority of the effector protein datasets.

4.3.3 Comparative performance of EPP3D with existing effector pro-
tein prediction algorithms

Several methods have been developed to classify effector proteins based on their peptide
sequences. These include ones using machine learning techniques [59, 353, 406, 408, 409,
432, 433, 440, 456]. So far, no work has been reported, which predicts the classes of effector
proteins based on 3D structural characteristics of experimentally verified effectors. Absence
of a 3D structure-based effector protein predictor has led to the designing of EPP3D. The
primary data and the feature set of the aforesaid existing methods are completely different
from that used in EPP3D. In order to compare the performance of these existing methods
with EPP3D, we have collected the peptide sequences of the corresponding PDB structures
of T3, T4 and T6 effectors. A summary of the comparison has been depicted in Figure 4.6.
A detailed tabulated representation of the same has been provided in Table 4.5.
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Figure 4.6: Comparison of classification performance of EPP3D with different effector pre-
dictors.

Classification of T3 effector proteins using EPP3D has resulted in an accuracy of 78.65%,
MCC of 0.8026 and κ score of 0.7913; whereas Bastion3 has resulted in an accuracy of
92.7%, MCC of 0.809 and κ score of 0.8174. DeepT3 has resulted in an accuracy of 81.2%,
MCC of 0.569 and κ score of 0.6864. The technique developed by Wang et al. has obtained
an accuracy of 86.88%, MCC of 0.6979 and κ score of 0.5079. Here Bastion3 has shown the
highest accuracy, MCC value and κ score.

EPP3D has classified T4 effector and non-effector proteins with an accuracy of 69.24%,
MCC of 0.7038 and κ score of 0.6893. The algorithm developed by Burstein et al. [59] has
achieved an accuracy of 80.2%, MCC of 0.643 and κ score of 0.546 for prediction of T4
effectors, while the method of Zou et al. [456] has reported an accuracy of 93.3%, MCC
of 0.682 and κ score of 0.4679. Bastion4 predictor has rendered an accuracy of 73.3%, a
low MCC of 0.466 and κ score of 0.6457. The method of Xiong et al. has resulted in an
accuracy of 73.2%, MCC of 0.476 and κ score of 0.5975. Here, EPP3D has shown the
best performance with respect to MCC and κ score, while Zou et al. has shown the best
performance with respect to accuracy.
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Table 4.5: Performance comparison of T3, T4 and T6 effector protein predictors

Effector type Predictor Accuracy MCC κ score

T3 EPP3D 78.65 0.8026 0.7913

Bastion3 80.7 0.809 0.8174

DeepT3 71.2 0.569 0.6864

Wang et al. 76.88 0.6979 0.5079

T4 EPP3D 69.24 0.7034 0.6893

Bastion4 73.3 0.466 0.6457

Zou et al. 93.3 0.782 0.4679

Xiong et al. 73.2 0.476 0.5975

Burstein et al. 80.2 0.643 0.5467

T6 EPP3D 91.23 0.8233 0.8523

Bastion6 84.3 0.689 0.568

PyPredT6 89.12 0.7492 0.736

T6 effector proteins have been classified by EPP3D with an accuracy of 91.23%, MCC
of 0.8233 and κ score of 0.8523. Bastion6 predictor has provided an accuracy of 84.3%,
MCC of 0.689 and κ score of 0.568. PyPredT6 has reported an accuracy of 89.12%, MCC
of 0.7492, and κ score of 0.736. EPP3D has provided much better accuracy in classifying
T6 effector proteins based on their 3D structures.

In order to assess and compare the performance of the aforesaid existing methods with
EPP3D, we have considered three individual lists for each of T3, T4 and T6 effector proteins.
Each list contains 20 independent non-overlapping experimentally verified effectors proteins.

Among 20 T3 effector proteins, EPP3D has been able to predict 15 proteins correctly,
whereas Bastion3 [406] has been able to predict 17 proteins. DeepT3 [433] has predicted
12 proteins correctly. The method of Wang et al. [412] has been able to predict 11 T3 pro-
teins. Among 20 T4 effector proteins, EPP3D has been able to predict 18 proteins correctly.
Bastion4 [408], however, was unable to generate any predictive result. The algorithm de-
veloped by Zou et al. [456] has been able to predict 12 proteins correctly, while Xiong et

al. [432] have predicted 13 proteins correctly, and Burstein et al. [59] have predicted 11 out
of 20 proteins correctly. Among 20 T6 effector proteins, EPP3D has been able to predict
17 proteins correctly. Bastion6, however, has been unable to generate any predictive result.
PyPredT6 [353] has been able to predict 14 T6 effector proteins correctly. The summary of
the results has been provided in Tables A.11 to A.13 in Appendix A.
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4.4 Discussion

In this section, we discuss the qualitative comparison of CQNR and EPP3D with the current
state-of-the-art investigations.

4.4.1 Comparison of CQNR with other oversampling algorithms

CQNR has been compared with five existing oversampling methods, namely, Random over-
sampling [232], SMOTE [77], Borderline-SMOTE [175], C-SMOTE [181], and Safe-level-
SMOTE [57]. In the random oversampling algorithm, minority class samples are duplicated
at random, such that the majority and the minority classes become balanced, thereby leading
to a severe drawback of overfitting.

Generation of overfitted classifiers due to random oversampling has led to the develop-
ment of SMOTE [77]. In SMOTE, an entirely new synthetic dataset is conceived from the
original minority dataset to form a new set containing the original samples and new synthetic
samples. However, a high SMOTE rate may lead to overfitting and adversely influence the
prediction performance of the minority class. SMOTE has randomly generated synthetic
points, and many of them have been generated in the region where minority class samples
do not exist.

Borderline-SMOTE [175], another oversampling method, is a tweak of SMOTE, de-
signed to do away with the ambiguities of SMOTE. Borderline-SMOTE is exclusively appli-
cable to datasets, where the number of borderline samples is low. Borderline-SMOTE [175]
has divided the points into three categories - noise, danger, and safe. Noise samples of a
minority class are those that have a maximum number of majority class samples as their
nearest neighbors. Danger samples are the borderline samples having a mixture of minority
and majority class samples as their nearest neighbors. Safe samples have the maximum num-
ber of minority class samples as their nearest neighbors. It oversamples only the borderline
samples of the minority class. A limitation of borderline-SMOTE is the following. If the
number of danger samples is low compared to the others, the synthetic samples generated
by borderline-SMOTE may not balance the final dataset. In such a scenario, the number of
danger samples will have to be large enough, which would lead to clustering of synthetic
data around the limited boundary samples.

C-SMOTE [181] comprises the same procedure as SMOTE [77], except that it has gen-
erated the best SMOTE rate such that the classification results in maximum accuracy. The
method uses a classifier ensemble to attain an optimal SMOTE rate and implement oversam-
pling based on this SMOTE rate. For the present datasets, the number of synthetic samples
generated is more than the number of majority class samples.

Safe-Level-SMOTE [57], another variation of SMOTE, splits the initial minority class
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samples into three categories, safe, borderline, and noise, and discards the noise samples.
Only the safe synthetic samples have been considered for oversampling. Safe-Level-SMOTE
generates a synthetic sample in the space densely populated by the original samples, which
may lead to overfitting. Hence, the generation of synthetic samples has been restricted to the
center of the dataset.

A significant drawback of all the above algorithms is that if a minority class is clustered,
these algorithms may generate synthetic samples between these clusters. None of these al-
gorithms ensure generation of synthetic samples in the vicinity of the minority class samples
and not near majority class samples. The area outside the clusters of minority class samples
may belong to the majority class. CQNR checks whether the distance between the cluster
center and a new synthetic sample generated in that particular cluster is less than the radius
of the cluster. If yes, the synthetic sample is added to the minority class; if no, the sample is
discarded, and a new sample is generated. Another major drawback of some of these algo-
rithms is that they eliminate samples which are noise. In biological datasets, deletion of any
samples as noise would lead to loss of crucial information. CQNR does not eliminate any
samples as noise, thus keeping the original dataset intact.

For different oversampling algorithms, reasonable sets of parameter values have been
experimentally determined and used. For borderline-SMOTE [175] and safe-level-SMOTE
[57], k = 5, and the number of random samples to be selected from k-neighbors has been
taken as three. The threshold value used by these algorithms, for deciding whether a minority
class sample is noise, danger, or safe has been set to six. In other words, if the number of
majority class samples in k-nearest neighbors of a minority sample is less than the threshold
value, the sample is said to be safe. If the number of majority class samples in k-nearest
neighbors of a minority sample is equal to the threshold value, the samples are said to be
borderline. On the other hand, if the number of majority class samples in k-nearest neighbors
of a minority sample is more than the threshold value, the minority sample is classified as
noise. The number of clusters, predefined in C-SMOTE [181], has been set to six.

4.4.2 Comparison of EPP3D with other effector protein predictors

As mentioned in Section 3.4, a few attempts have been made towards classification of effec-
tor proteins based on their peptide sequences [59,353,406,408,409,432,433,440,456]. Pre-
diction of T3 effector proteins in genomes of gram-negative bacteria has been done by Yang
et al. The authors have used Support Vector Machine (SVM) on N-terminal of amino acid
sequences to predict novel T3 effector proteins [440]. A two-layered ensemble predictor,
called Bastion3 [406], has predicted T3 effector proteins. Bastion3 is based on the features
obtained from N-terminal of the proteins. Another investigation of Wang et al. [412] has used
SVM to predict effector proteins based on the features obtained from N and C-terminals of
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the proteins. Xue et al. [433] have used deep learning framework, called DeepT3, to predict
T3 effector proteins taking only the first 100 residues for prediction. Bastion3 has shown the
maximum accuracy, MCC, and κ score.

Identification of T4 effector proteins has been made based on amino acid composition.
Zou et al. [456] have used SVM to predict T4 effector proteins. In the investigation of
Burstein et al., the ORFs of the proteins in Legionella pneumophila have been classified
either as effector or non-effector proteins using a machine learning approach [59]. Xiong
et al. [432] and Wang et al. [408] have predicted T4 effectors using ensemble classifiers
based only on C-terminal features. The latter group has developed Bastion4 to predict T4
effectors [408]. EPP3D has shown the best performance with respect to MCC and κ score,
while Zou et al. has shown the best performance with respect to accuracy. For identification
of T6 effector proteins, Bastion6, an SVM-based T6 effector protein predictor [409], and
PyPredT6 [353], an ensemble learning-based predictor [353] are the two currently available
tools. EPP3D has provided much better prediction accuracy for T6 effector proteins.

EPP3D, based on their 3D structural features, has reported stable performance in terms
of the performance measures. However, such a trend is not noticed for the other classifiers,
except for Bastion3, the classifier that classifies T3 effectors and non-effectors. Another issue
has been noticed regarding consideration of the non-effector dataset. For example, Bastion6
has considered the non-effector set of Zou et al. The method of Zou et al. classifies T4
effectors and non-effectors, where the non-effectors are those that are not T4 effectors. Due
to the multi-functional nature of prokaryotic genes [206], this may not be a reliable approach.
Proteins that are not T4 effectors may have an association with T6SS machinery. Likewise,
Yang et al. have extracted the effectors from P. syringae, and the remaining proteins from
the entire genome have been treated as non-effectors. In contrast to these, we have taken the
non-effector dataset from an experimentally verified non-pathogenic organism.

4.5 Conclusions

In this chapter, we have developed a novel oversampling technique, called CQNR, and an
effector protein predictor, called EPP3D, based on 3D structure of effector proteins. We
have depicted how the application of the oversampling technique has helped in better classi-
fication of the effectors and the development of EPP3D. The experiments show that CQNR
effectively has resolved the shortcomings of some existing algorithms. CQNR has resulted
in superior performance over some existing algorithms as well as sustained the essence of
the original dataset.

In order to demonstrate the effectiveness of the present method, we have considered a
dataset derived from 3D structures of experimentally verified T3, T4, and T6 effector pro-
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teins. Only 3D structural patterns have been considered here as earlier investigations have
already reported the inconclusive nature of 1D (amino acid sequence) and 2D (alpha helices,
beta sheets, and random coils among others) features in differentiating T3 and T4 effec-
tors. These feature patterns can be used for distinguishing the known effector proteins from
non-effectors as well as discovering the novel effector proteins. The sample size here is
considerably limited since only a few known resources are available for effector proteins.

We have also developed EPP3D for classification of unknown proteins into T3, T4, and
T6 effector proteins against other secreted proteins (T1, T2, T5, T7) and non-effector pro-
teins. Since the original training dataset is imbalanced, we have used CQNR to balance the
dataset. A considerable improvement in classification performance of effector proteins after
applying CQNR and a consensus of classifiers, has been reported. As a future scope, we
intend to incorporate more features based on 3D structure of effector proteins along with
the existing ones to develop a more robust classifier. Discovery of new secretion systems
will instigate the discovery of effectors. These newly discovered effectors can be included in
future to design a more versatile classifier.

Effectors in gram-positive bacteria are primarily secreted by T7 secretion systems [1,
416]. In literature, we were unable to find any algorithm for prediction of T7 effector pro-
teins. Hence, in the next chapter, we have come up with a deep neural network-based sys-
tem, called DeepT7, to uniquely identify T7 effector proteins, based on their primary and
secondary structures.

99





Chapter 5

DeepT7: A Deep Neural Network System
for Identification of Type VII Effector
Proteins [351]

5.1 Introduction

In Chapter 4, an algorithm to identify effector proteins based on their 3D structure has been
developed. Due to unavailability of substantial information pertaining to the 3D structure of
experimentally verified Type VII (T7) effector proteins, it could not be considered as an indi-
vidual class in the identification of types of effectors. T7 effectors, secreted by gram-positive
bacteria [1, 416], are highly pathogenic in nature. Examples of T7 effector proteins are the
proteins secreted by Mycobacterium tuberculosis, which are known to cause the infectious
disease Tuberculosis. Additionally, we have noticed the absence of any in silico techniques
to uniquely identify T7 effectors in literature. As we were unable to find 3D structure-based
information and any T7 effector identification techniques, we aim to develop, in this chapter,
a system to identify T7 effectors based on their primary and secondary structure information.

The existence of T7SS was discovered in 2007 [1, 416] in gram-positive bacteria. T7SS
has been known to exist in M. tuberculosis, M. bovis, Streptomyces coelicolor and S. au-

reus. T7 systems show a more restricted distribution, and are typical for mycobacteria and
other high GC-content1 Actinobacteria. Effects of reported T7SS effector proteins include
the suppression of pro-inflammatory responses by modulating macrophage response [378],
necrosis [203], apoptosis [111], membrano-lysis [104], cytolysis [164, 190], and preventing
the restriction of intracellular bacterial growth by the host [278].

In gram-negative bacteria, bacterial effector proteins are primarily secreted by T3SS,

1GC-content (or guanine-cytosine content) is the percentage of guanine or cytosine in a DNA or RNA
molecule.
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T4SS, and T6SS [14]. In gram-positive bacteria, effectors are primarily secreted by T7
secretion systems [1, 416]. In silico identification of effector proteins of T3SS, T4SS and
T6SS have been extensively investigated [354]. However, no in silico method has been
reported so far for identification of T7 effector proteins to date.

Investigations involving computational prediction of T3 effector proteins has been done
previously [17, 261, 338, 407, 433, 440]. Identification of secretion signals in T3 effector
proteins of gram-negative bacteria using an Artificial Neural Network (ANN) with gradient
descent back-propagation learning with momentum and Support Vector Machine (SVM),
has been done by Löwer et al. [261]. Samudrala et al. [338] have used SVM to predict the
T3 effectors. Yang et al. have applied SVM on features extracted from the N-terminal of T3
effector proteins for their identification [440]. Identification of T3 secreted proteins has been
implemented by Arnold et al. [17]. Wang et al. [407] have developed a two-layered ensemble
T3 effector protein predictor Bastion3, based on the features obtained from N-terminal of T3
effector proteins. Another investigation by Xue et al. [433] have used the first 100 residues
of T3 effector proteins, in deep learning framework, to predict T3 effector proteins.

Multiple investigations regarding the identification of T4 effectors have been carried out
simultaneously alongside the identification of T3 effectors. Zou et al. [456] have reported an
SVM-based method to identify T4 effector proteins based on amino acid composition. In L.

pneumophila, the ORFs of proteins have been used by Burstein et al. to identify T4 effector
proteins by using a machine learning approach [59]. They have used genomic, evolutionary,
regulatory networks and pathogenic features from ORFs, to identify T4 effector proteins.
Xiong et al. [432] and Wang et al. [413] have predicted T4 effectors using ensemble classi-
fiers exclusively based on C-terminal features. This investigation has led to the development
of a T4 predictor called Bastion4 [413].

Bastion6, an SVM-based protein predictor [409], and PyPredT6, an ensemble learning-
based effector protein predictor [353], are currently the two available tools for the identifica-
tion of T6 effector proteins. However, Bastion6 reports several limitations. These limitations
pertain to its choice of non-effector proteins, input size, functionality of the server, choice of
classifier, reliability of the results, speed of execution, its predicted effectors among others.

There are four major points of concern with many of the techniques cited above. The
set of proteins considered to train the classifiers for identification of effectors consists of
hypothetical proteins. The functionality of such hypothetical proteins has not yet been dis-
covered. Since we cannot be sure if they are effectors or not, including them either in the
training or test set is not entirely justified [353]. Second, proteins that were known to be
effectors of a different type have been included as non-effectors while predicting effectors of
a particular type. For example, investigations that have attempted to classify T3/T4 effectors
have included proteins secreted by T1SS, T2SS, T5SS, T6SS, and T7SS as non-effectors.
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However, the multi-functional nature of proteins indicates that their inclusion in the dataset
may not be a good decision [314]. Third, not all methods applied feature selection tech-
niques during their experimentation, and this may lead to the possibility of overfitting [355].
Fourth, the corresponding nucleotide sequences of effector proteins have not been taken into
consideration in any of the investigations above, except in PyPredT6. Nucleotide sequences
hold crucial information regarding the functionality of their corresponding proteins [53].

In this chapter, we introduce a deep neural network framework, called DeepT7, for iden-
tification of T7 effector proteins by utilizing a set of 1727 features. The chapter begins
with data collection, followed by feature extraction. We have extracted features from nu-
cleotide and amino acid sequences of experimentally verified T7 effector proteins obtained
from three prominent databases, namely, KEGG [209], UniProt [90] and NCBI [92]. The
feature set has then been subjected to multiple preprocessing steps in order to build a robust
identification system. We further go on to describe the architecture of DeepT7. DeepT7
has been regularized and extensively cross-validated to prevent overfitting; thereby resulting
in a highly reliable T7 effector protein identification system. The efficiency and credibil-
ity of the system have been endorsed by the biological validation of the effectors identified
by DeepT7 from two gram-positive pathogenic bacteria, namely, Mycobacterium bovis and
Streptococcus pneumoniae.

5.2 Methodology

In this section, we focus on the design of DeepT7. DeepT7 is a standalone system that reads
nucleotide and amino acid sequences in FASTA format (Appendix B.1) as input. In the data
collection phase, amino acid and nucleotide sequences of T7 effectors and non-effectors
have been accumulated. To develop a potent feature set for identification of T7 effectors, the
set of accumulated sequences are then further filtered to eliminate hypothetical and putative
proteins.

The next step towards the development of DeepT7 is feature extraction. The properties
of proteins from which features have been extracted are the composition of amino acids,
order of amino acids, secondary structure-based information, solvent accessibility-based in-
formation, physicochemical properties and evolutionary information. The feature set formed
with these features is imbalanced, due to which it is rectified by the oversampling algorithm,
called Cluster Quality-based Non-Reductional (CQNR) oversampling technique, developed
in the previous chapter. To prevent overfitting and improve the performance of DeepT7,
feature selection has been performed on the extensive feature set based on Gini impurity
index.

A deep neural network-based system has been chosen for design of DeepT7. An ensem-
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ble model consisting of support vector machine (SVM), k-nearest neighbor (k-NN), deci-
sion tree (DT), naive-Bayes (NB) and random forest (RF) and deep neural network (dNN),
has been taken into consideration. However, due to its poor performance compared to the
deep neural network, it has not been chosen as the model for T7 effector identification.
Cross-validation has been implemented for parameter tuning of the deep neural network.
DeepT7 has undergone extensive training and testing for accurate identification of T7 effec-
tor proteins. DeepT7 is a standalone application, which can be downloaded from the website
http://projectphd.droppages.com/DeepT7.html/.

5.2.1 Data collection

A set of 209 experimentally verified T7 effector proteins has been accumulated from KEGG
[209], Uniprot [90] and NCBI [92]. The set of T7 effector proteins used in this study com-
prises those obtained from multiple species of gram-positive bacteria. On the other hand,
the non-effector set is the complete proteome of Faecalibacterium prausnitzii, which is a
non-pathogenic gram-positive bacteria that live in human gut [183]. Most of the effector
classification investigations use proteins of the same pathogenic species, with housekeep-
ing proteins as the non-effector class, and effector proteins as the effector class. However,
prokaryotic genes are mostly multi-functional [206,314], and thus there may be a possibility
that the housekeeping proteins exhibit some effector characteristics. In order to avoid this
possibility, we use proteins from a different biologically validated non-pathogenic gram-
positive bacterium to build the non-effector set. Considering the construction of training
dataset from various species, it can be safe to say that the model developed will be a ro-
bust one and will not overfit. Thus the existence of some species-to-species variation in the
features of the proteins can be taken care of.

A set of 2820 genes and their corresponding proteins of Faecalibacterium prausnitzii

has been obtained from KEGG. Proteins annotated as “hypothetical”, and “putative” were
removed from the set due to the unavailability of any functional information pertaining to
them. Finally, a set of 1846 non-effector proteins of Faecalibacterium prausnitzii has been
considered to form the non-effector set.

5.2.2 Feature extraction

In this section, we describe the features derived from the sequences of T7 effector and non-
effector proteins. A schematic representation of the feature set is given in Figure 5.1.
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Figure 5.1: The diagram depicts the feature set for identification of T7 effector proteins. The
number within “()” depicts the number of features generated from that category of feature.
The feature set consists of 1727 features, comprising 1642 features based on amino acid
sequences, and 85 features obtained from nucleotide sequences of the corresponding genes
coding these effector proteins.

Features derived from amino acid sequences

Here, we have given a brief description of the features derived from the amino acid se-
quences. These features are related to amino acid frequency, physicochemical property,
secondary structure, solvent accessibility, conjoint triad descriptors, and are those generated
on evolutionary information.

Monopeptide and Dipeptide The percentage composition of 20 amino acids (A, G, V,
E, I, L, P, F, Y, M, S, T, H, Q, N, W, K, R, C, and D) in a protein form the monopeptide
sequence profile (MPSP). Thus we have 20 features corresponding to 20 amino acids. Sim-
ilarly, the percentage composition of 400 di-peptides (AA, AG, AH, ..., and others) in the
protein sequence form the dipeptide sequence profile (DPSP), which generates 400 features.

Physicochemical property We have considered 38 physicochemical properties from which
72 features have been extracted for the identification of T7 effector proteins. The various
physicochemical properties and the spectrum of amino acids corresponding to them are tab-
ulated in Table 5.1.

Let us consider Table 5.1. Features pertaining to the physicochemical properties 1 to 17,
have been derived by calculating the percentage composition of the amino acids, given in (),
known to possess that property. For example, consider the physicochemical property “aro-
matic”. The feature value corresponding to the property “aromatic” is obtained by taking
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Table 5.1: Summary of the features derived from physicochemical properties of proteins.
Column “Properties” contains the name of the property, and column “Count” represents the
number of features derived from the corresponding property. Total number of physicochem-
ical features considered is 72.

No Properties Count No Properties Count No Properties Count

1 aromatic (F, H, W, Y)
[413]

1 14 1.0 < dipole < 2.0 (Y,
M, T, S) [238, 277]

1 27 signal sequence he-
lical potential and
membrane-buried
preference parame-
ters [16]

2

2 charged (H, E, R, D,
K) [413]

1 15 2.0 < dipole< 3.0 (H,
W, Q, N) [238, 277]

1 28 average flexibility in-
dex [39]

1

3 neutral (Y, G, S, P, H,
T, A) [413]

1 16 dipole > 3.0 (R, K)
[238, 277]

1 29 polarizability parame-
ter and free energy of
solution in water [74]

2

4 aliphatic (I, L,
V) [413]

1 17 dipole > 3.0 with op-
posite orientation (D,
E, C) [238, 277]

1 30 relative mutabil-
ity [101]

1

5 polar (N, E, Q, K, R,
D) [413]

1 18 hydrophobicity factor
[156]

1 31 principal component I,
II, III, IV [372]

4

6 hydrophobic (W, F, M,
L, I, V, and C) [413]

1 19 residue volume [41] 1 32 normalized van der
Waals volume and
localized electrical
effect [140]

2

7 transmembrane amino
acid (A, L, V, I) [413]

1 20 transfer free energy to
surface and apparent
partial specific volume
[55]

2 33 partition coeffi-
cient [152]

1

8 negatively charged (D
and E) [413]

1 21 steric parameter [73] 1 34 hydration num-
ber [184]

1

9 positively charged (K,
R, and H) [413]

1 22 average volume of
buried residue [84]

1 35 entropy of formation,
absolute entropy and
heat capacity [196]

3

10 small (E, H, I, L, K, M,
N, P, Q, and V) [413]

1 23 residue accessible sur-
face area in tripeptide
[85]

1 36 molecular descriptors
[207]

22

11 tiny (A, T, D, S, G, and
C) [413]

1 24 solvation free en-
ergy and atom-based
hydrophobic mo-
ment [130]

2 37 refractivity [201] 1

12 large (F, W, R, and Y)
[413]

1 25 molecular weight and
melting point [139]

2 38 retention coefficients
in HPLC [274]

2

13 dipole < 1.0 (A, G, V,
I, L, F, P) [238, 277]

1 26 percentage of buried
residues and per-
centage of exposed
residues [200]

2
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sum of percentage composition of the individual amino acids F (phenylalanine), H (histi-
dine), W (tryptophan) and Y (tyrosine) since these amino acids are aromatic. Feature values
corresponding to the properties 2 to 17 are extracted in the same way.

Physicochemical properties 18 to 38 (Table 5.1) correspond to numerical values for 20
amino acids. For example, the property of “hydrophobicity factor” is represented by the
values: A=0.75, L=2.4, R=0.75, K=1.5, N=0.69, M=1.3, D=0, C=1, F=2.65, P=2.6, Q=0.59,
S=0, E=0, T=0.45, G=0, W=3, H=0, Y=2.85, I=2.95, and V=1.7. Value of the feature per-
taining to the property of “hydrophobicity factor” is obtained by multiplying the amino acid
values with the percentage composition of the corresponding amino acid in the protein se-
quences, followed by their sum. Likewise, the other feature values pertaining to the cate-
gories 18 to 38 are obtained as mentioned above. The values of amino acids with respect
to each of the categories are furnished in Tables A.14 and A.15 of Appendix A. These 72
features form the physicochemical property profile (PPP).

Secondary structure Three properties based on the secondary structure of a protein have
been taken into consideration. They are helix (H), coil (C), and sheets (E) to form the sec-
ondary structure sequence profile (SSSP) for a protein sequence. The amino acids L, A, E,
M, K, Q, H, and R tend to form helix [307]. Likewise, the amino acids S, N, D, G, and P
are known to form coil. Lastly, the amino acids Y, I, V, C, T, F, and W tend to collectively
form sheet [298]. Higher the presence of amino acids pertaining to a particular secondary
structure in a protein more is the chance of that protein to take the shape of that structure.
The sum of the individual percentage compositions of amino acids known to form helix (H)
represents the feature value for helix. In the same way, the sum of the individual percentage
compositions of amino acids belonging to coil (C) and sheets (E) are considered to be the
feature values representing coils and sheets respectively.

Solvent accessibility Solvent accessibility of an amino acid involves four properties, namely,
very exposed (E), somewhat exposed (e), very buried (B), and somewhat buried (b). An
amino acid is said to be very buried (B) when its accessibility is at most 4%, somewhat
buried (b) when accessibility is between 4% and 25%, and somewhat exposed (e) when ac-
cessibility is between 25% and 50%. Likewise, an amino acid is called very exposed (E)
when its accessibility is more than 50% [287, 334]. Amino acids that can be characterized
as very buried are V, I, F, C, L, A; somewhat buried amino acids are Y, H, T, P, S, M, and W.
Similarly, amino acids that are exposed are D, E, Q; and that of somewhat exposed are G,
K, N, and R. The sum of the individual percentages of amino acids for a protein belonging
to the property “very exposed (E)”, is the feature value of the protein corresponding to that
property. In the same way, the sum of the individual percentage composition of amino acids
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belonging to the properties somewhat exposed (e), very buried (B), and somewhat buried
(b), are considered to be the feature values pertaining to these properties respectively. These
four features have been considered to form solvent accessibility sequence profiles (SASP) of
protein sequences.

Conjoint Triad Descriptors (CTD) The conjoint triad descriptors are extracted from the
amino acid sequences. It is represented by a group of three consecutive amino acids (triads)
in a protein sequence. The classification of these groups is based on the dipole scale of each
amino acid and volumes of side chains [81]. The amino acid distribution pertaining to each
of the groups has been given in Table 5.2. There are seven classes. Each amino acid falls into
one of the seven types of classes. To find CTD, three consecutive amino acids (triplet) need
to be considered. Considering a combination of three consecutive amino acids in a peptide
sequence, each of the three amino acids will belong to one of the groups. The combination of
the groups for three consecutive amino acids looks like [3, 1, 7], for example, if these three
amino acids are in Groups 3, 1 and 7, respectively. As three consecutive amino acids have
been taken into consideration and each amino acid can belong to a single group, there can
be one of 343 (= 7× 7× 7) possible groups for each triplet of amino acids. The frequency
of triplets belonging to each of these 343 combinations of groups is considered to obtain
343 features (CTD). The frequency of each triad belonging to one of the combinations of
groups forms the CTD. Let us consider an example of peptide sequence AMTSWP. The
combinations of AMT, MTS, TSW and SWP are [1, 3, 3], [3, 3, 3], [3, 3, 4], and [3, 4, 2].
Hence, the frequencies of the combinations [1, 3, 3], [3, 3, 3], [3, 3, 4] and [3, 4, 2] are 1, 1,
1 and 1 respectively, while the rest of the combinations have frequencies of 0.

Table 5.2: Summary of the distribution of amino acids based on their dipole and volumes of
the side chains

Group Amino acids under each group

1 Alanine (A), Glycine (G), Valine (V)

2 Isoleucine (I), Leucine (L), Phenylalanine (F), Proline (P)

3 Tyrosine (Y), Methionine (M), Threonine (T), Threonine
(S)

4 Histidine (H), Asparagine (N), Glutamine (Q), Trypto-
phan (W)

5 Arginine (R), Lysine (K)

6 Aspartic acid (D), Glutamic acid (E)

7 Cysteine (C)
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Evolutionary information-based features A large number of studies have shown that
evolutionary information is crucial in identification of effectors [409, 456]. Evolutionary
information of a protein plays a crucial role in determining their functionality [64], and
therefore, can serve as a basis for additional features to identify T7 effector proteins. The
evolutionary information-based features considered are dipeptide composition-position spe-
cific scoring matrix (DPC-PSSM) and standardized filtered position-specific scoring matrix
(S-FPSSM).

1. DPC-PSSM A position-specific scoring matrix (PSSM) of a protein is an l × 20
matrix, where l is the length of the amino acid sequence of a protein, and 20 represents the
number of all the amino acids. A (k, j)th element of PSSM denotes the chance (represented
as log likelihoods) of amino acid j to appear at the kth position of the protein sequence, such
that 0 ≤ k ≤ l, 1 ≤ j ≤ 20 [409]. The concept of dipeptide composition (DPC) position-
specific scoring matrix encoding algorithm has been applied to generate PSSM, and to further
generate DPC-PSSM from PSSM. An (i, j)th entry of DPC-PSSM can be calculated as:

Y = (y1,1, . . . , y1,20, y2,1, . . . , y2,20, . . . , y20,1, . . . , y20,20)T (5.1)

such that

yi,j =
1

l − 1

l−1∑
k=1

p′k,i × p′k+1,j; 1 ≤ i, j ≤ 20 (5.2)

where p′k,i and p′k+1,j denote the chances of amino acids i and j to appear respectively at the
kth and (k + 1)th positions (rows) of PSSM. DPC-PSSM is represented by the matrix Y of
size 20 × 20, thus generating 400 features, which incorporate evolutionary information and
reflect the sequence-order information [258]

2. S-FPSSM Standardized Filtered Position-Specific Scoring Matrix (S-FPSSM) is de-
signed to extract evolutionary information-based on the matrix transformation of the original
PSSM [444]. The filtered PSSM (fp) is generated from PSSM in a preprocessing step during
which all negative elements (elements of PSSM being log likelihoods) of the PSSM are set
to zero and all positive elements greater than an expected value δ′ (with a default value of 7)
are set to δ′. Consequently, all elements in FPSSM are in the interval of [0, δ′]. Since the
filtered matrix is obtained by filtering elements of PSSM, which is an l × 20 matrix, there-
fore filtered PSSM (fp) is also of size l × 20. Based on FPSSM, the resulting feature matrix
Y ′ = (y′1,1, . . . , y

′
1,20, . . . , y

′
20,1, . . . , y

′
20,20) can be defined as follows:

y′i,j =
l∑

k=1

fpk,j × g; 1 ≤ i, j ≤ 20 (5.3)
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subject to the condition

g = 1 if r′k = r′′i ; i, j = 1, . . . , 20

g = 0 if r′k 6= r′′i ; i, j = 1, . . . , 20
(5.4)

where l denotes the length of the protein sequence; fpk,i denotes the element in the kth row
and ith column of FPSSM; r′k stands for the kth residue in the sequence, and r′′i represents
the ith amino acid of 20 primary amino acids. S-FPSSM is represented by the matrix Y of
size 20 × 20, thus generating 400 features.

Features derived from nucleotide sequences

These features have been derived from the nucleotide sequences of the genes. The percent-
age composition of four mononucleotides (A, T, G, C) in a gene, i.e., the percentage of
each of A, T, G and C with respect to the total number of nucleotides in the sequence of
the gene form mononucleotide sequence profile (MNSP). Likewise, the percentage compo-
sition of 16 dinucleotides (AA, AT, AG, ..., and others) with respect to the total number of
dinucleotides in the gene sequence form the dinucleotide sequence profile (DNSP). The per-
centage composition of 64 tri-nucleotides (AAA, AAT, AAG, ..., and others) with respect
to the total number of triplets form trinucleotide sequence profiles (TNSP). Thus nucleotide
sequence profile (NSP) of a gene comprises MNSP (4 features), DNSP (16 features), TNSP
(64 features), and GC content (1 feature). In this way, we have got 85 features for a gene
corresponding to a protein.

5.2.3 Preprocessing of feature set

In order to train a classifier model, the original dataset is divided into training and test sets, in
the ratio of 7:3. As observed, the T7 training and test datasets are unbalanced, i.e., the number
of samples in the effector class is considerably less than that in the non-effector class. Equal
sized sets of effector and non-effector proteins need to be considered for training purposes, in
order to avoid unequal class distribution which eventually results in a biased classifier [150].
In order to do so, we have oversampled the training dataset using Cluster Quality-based Non-
Reductional (CQNR) oversampling algorithm [355], recently developed by the authors, so
that cardinality of the minority class (T7 effector proteins) becomes approximately equal to
that of the majority class (non-effector proteins).

CQNR is chosen for oversampling due to its capability to handle high dimensional data,
generation of synthetic samples by maintaining class distribution, and non-removal of sam-
ples as noise. CQNR retains the properties of the original dataset and generates the minimum
number of synthetic samples required for balancing majority and minority classes; conse-
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quently maintaining the distribution of the original dataset. It can handle oversampling of
disjoint clusters of data points of the minority class. It does not eliminate any sample as noise.
To ensure maximum resemblance of the generated synthetic samples to the experimentally
validated data, CQNR generates the samples in the vicinity of the experimentally verified
samples without replicating the original samples themselves. As a result, CQNR generates
synthetic samples by taking into account the data distribution in the minority classes, thereby
effectively reducing the bias introduced by class imbalance. For the above-mentioned char-
acteristics, CQNR has been chosen over other oversampling algorithms. Oversampling of
the unbalanced dataset is followed by standardization of the features by subtracting mean
values from them followed by scaling them to unit variance.

When a dataset is divided into training and test sets, the distribution of the samples in
the test set should be similar to that of the training set in order to develop a robust model for
classification/prediction. On the other hand, if the distributions of training and test samples
are different, the performance of this model on the test set is misleading. This phenomenon
is referred to as covariance shift [383].

In order to identify the existence of covariate shift, we treat the samples of training set
belonging to one class (say class 0) while the samples of test set belonging to the other
(say class 1). We form a new dataset with samples from the training and test set of effector
protein dataset. Let us assume that the distributions of training and test sets are different,
i.e., covariate shift exists. Therefore, samples with label 0 are easily differentiable from the
samples labeled 1. Since classes 0 and 1 are differentiable, classifiers would give a high
performance for the new dataset. However, if covariance shift does not exist, it would mean
that the distributions of the training and test sets are nearly the same. Consequently, samples
with label 0 are not easily differentiable from the samples labeled 1. Hence, classifiers
trained on the new dataset would result in low values of performance measures. Thus, to
detect whether there is covariant shift between training and test sets, a classifier trained
on samples belonging to the classes of training and test sets must result in low value of
performance parameter, say MCC. If MCC value is greater than 0.2, it can be said that
there is a covariate shift and the division of training and test datasets of DeepT7 needs to be
redone [383]. However, if MCC value is less than 0.2, it is safe to conclude that there is
no covariate shift. In the present study, we have performed the procedure mentioned above
to detect covariance shift. The performance of a classifier (MCC=0.0243) on the dataset
considered by DeepT7 has ruled out the possibility of the existence of covariate shift in the
dataset.

The feature set has been further subjected to feature selection to avoid overfitting of the
classifiers. We have used univariate feature ranking method to rank the features according to
their importance [202]. Thus, we have got subsets consisting of the top 5, 10, 15, 20, 25, . . .
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100 percentage of features for classification. In order to avoid overfitting, only the top 5%
highly important features have been used for further classification and prediction.

5.2.4 Architecture of DeepT7

The performance of multiple learning models has been analyzed to derive a suitable model
for the classification of T7 effectors. The performance of DeepT7 has been compared against
various models considered, viz., support vector machine (SVM), k-nearest neighbor (k-NN),
decision tree (DT), naive-Bayes (NB) and random forest (RF). The hyperparameter values
of the classifiers are given in Section A.3.2 of Appendix A. DeepT7 has reported better per-
formance with respect to these models, as depicted in Table 5.3. Additionally, an ensemble
model involving these six models has been considered. This ensemble model generated a bet-
ter performance compared to the individual models, except DeepT7. DeepT7 has reported a
better classification performance compared to the ensemble model considered.

There is a possibility that an individual model performs better than an ensemble model
[178,443]. For example, consider five classifiers forming an ensemble model where the final
class is decided by majority voting. Suppose for a certain sample, the actual class label is
0. However, two of the classifiers predict the sample to belong to class 0 while the other
three classifiers predict it to belong to class 1. In such a case, the ensemble model would
predict the label of the unknown class to be 1. Therefore, the ensemble model is said to have
misclassified the sample. This has been the case for the ensemble model and DeepT7. It has
been noticed that DeepT7 has predicted the correct class labels of the samples of the test set
which the ensemble model has not. This indicates clear supremacy of DeepT7 over the other
classifiers in terms of performance, including the ensemble model. Thus we have considered
DeepT7 here for classification of T7 effector proteins. A detailed comparison of DeepT7
with the individual models has been furnished in Section 3.

The deep neural network framework with dropout regularization [178] utilized in DeepT7
consists of two hidden layers with ReLU as the activation function, along with the input and
output layers. The output layer has a sigmoid activation function. It has been assumed
that class label 0 is used to determine an effector and class label 1 has been assigned to
non-effector. Therefore, if the predicted value for an unknown protein is within the interval
[0.5,1], it is identified as a non-effector. Otherwise, the protein is predicted as an effector.

In dropout regularization, some of the input and hidden units are randomly neglected
during training to prevent their co-adaptation [29]. Dropout regularization has been ap-
plied to DeepT7 since it reduces overfitting and improves the generalization capability of
DeepT7 [377]. Since effector identification is a binary classification problem, cross-entropy
has been selected as the loss function. We have chosen Adam optimizer for our model. Adam
is an optimization algorithm for training deep learning models. Adam combines the best
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properties of the AdaGrad and RMSProp algorithms to provide an optimization algorithm
that can handle sparse gradients on noisy problems [217]. Parameter tuning has been used to
optimize a set of important hyper-parameters, viz., learning rate, batch size, maximum epoch
and early stopping patience.

DeepT7 contains two hidden layers with the number of nodes being 50 and 25 respec-
tively. We have set the learning rate at 0.005, momentum factor at 0.9, the maximum number
of training epochs at 100, and early stopping patience at 10. The optimal value of the batch
size tuned on the cross-validation set is 30. The flow of DeepT7 has been depicted in Figure
5.2. In order to prevent overfitting and for parameter tuning, 10-fold cross-validation has
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Figure 5.2: The diagram depicting the flow of DeepT7.

been implemented. The labeled training data have been partitioned into 10 non-overlapping
equal-sized sets, and the model has been trained on the union of nine of these sets before
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being tested on the remaining one. This has been repeated 10 times, such that each of the
10 sets is used as the test set exactly once, and the average performance parameters have
been recorded. DeepT7 has further been subjected to holdout testing. This method of testing
a model, also known as independent testing, has no common samples between the training
and test sets [223]. DeepT7, after being validated by 10-fold cross-validation, has been sub-
jected to holdout testing on the test set, and the values of performance measures have been
recorded.

5.3 Results

DeepT7 uses a deep neural network framework to decide whether an unknown protein is a
T7 effector or not. We have compared the performance of deep neural network for classifica-
tion of T7 effectors against the performance of support vector machine, k-nearest neighbor,
decision tree, random forest, naive Bayes and an ensemble model. It has been noticed that
the deep neural network model has performed better compared to the other classifiers. Since
no investigations exist in identification of T7 effectors, a quantitative comparative analysis
of our system could not be provided.

5.3.1 Performance evaluation

Multiple learning models have been tested for classification of T7 effectors. We have com-
pared the performance of support vector machine (SVM), k-nearest neighbor (k-NN), deci-
sion tree (DT), naive-Bayes (NB), random forest (RF) and ensemble model with DeepT7.
DeepT7 has reported the best performance compared to the other models. A summary of
the performance of various classifiers has been furnished in Table 5.3. For two-class classi-
fication problems, seven performance measures, namely, Accuracy (ACC), Sensitivity (SN),

Specificity (SP), F -score,G-mean, Cohen’s κ score and MCC, have been used to evaluate the
overall predictive performance of classification models. The receiver operating characteristic
(ROC) curve has been plotted to visually measure the performance of different methods. The
ROC curve of DeepT7 compared to the other models has been provided in Figure 5.3. The
area under the curve (AUC) is also provided in each of the ROC plots. As observed from
Table 5.3, the performance of DeepT7 supersedes the performance of other models for most
of the performance measures. DeepT7 has reported an accuracy of 91.50%, sensitivity of
91.12%, specificity of 99.14%, F-score of 0.6721, G-mean of 0.9504, κ-score of 0.6467 and
an MCC of 0.7480. The next best performance is by the ensemble model with an accuracy of
89.53%, sensitivity of 86.92%, specificity of 81.24%, F-score of 0.6624, G-mean of 0.8254,
κ-score of 0.6783 and with an MCC of 0.7034. However, the random forest classifier has
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Figure 5.3: Comparison of Receiver Operating Characteristic (ROC) of six other classifiers
with DeepT7

reported a maximum Cohen’s κ score of 0.6836 among the other classifiers.
A comparison of the performance of DeepT7 with and without the oversampling algo-

rithm CQNR has been depicted in Figure 5.4 (a). As observed, application of CQNR has sig-
nificantly improved the performance of DeepT7. Comparison of the performance of DeepT7
with respect to 10-fold cross-validation and holdout testing has been depicted in Figure 5.4
(b). It has been noticed that the difference in performance of both the methods is negligible,
indicating DeepT7 to be a robust and effective T7 effector protein identifier.
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Table 5.3: Summary of performance of the five classifiers with 10-fold cross-validation. The
tabulated values are the 50-fold average for each of the classifiers. The maximum value for
every performance measure has been highlighted.

Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

F -score G-mean Cohen’s
κ score

MCC

DeepT7 91.50 91.12 99.14 0.6721 0.9504 0.6467 0.7480

Support vector machine 84.24 80.27 81.35 0.5586 0.8080 0.6192 0.6023

k-Nearest Neighbors 86.35 83.76 79.53 0.6276 0.8161 0.6534 0.6621

Decision tree 82.38 81.34 83.14 0.5984 0.8223 0.6693 0.6528

Random Forest 85.35 81.45 78.45 0.5269 0.7993 0.6836 0.6843

Naive Bayes 88.23 84.12 79.23 0.6129 0.8183 0.6623 0.6918

Ensemble model 89.53 86.92 81.24 0.6624 0.8254 0.6783 0.7034

5.3.2 Application of DeepT7 on proteins of Mycobacterium bovis and
Streptococcus pneumoniae

We have applied DeepT7 on the entire genome of two gram-positive, pathogenic organisms,
namely, Mycobacterium bovis and Streptococcus pneumoniae. The genomes were down-
loaded from KEGG and contained both amino acid and their corresponding nucleotide se-
quences. As in July 2020, M. bovis had 1966 amino acid and their corresponding nucleotide
sequences of which 45 were predicted to be T7 effector proteins by DeepT7, while in S.

pneumoniae the algorithm found 39 out of 2125 sequences to be T7 effectors. Analysis
of each predicted protein, based on the biological process they are involved in, the cellular
component in which they reside and molecular function evidence along with their prediction
probabilities, have been summarized in the file ’biological validation.xls’ under the ’Biolog-
ical validation’ section of our website.

Predicted probable effector proteins in Mycobacterium bovis: Among the 45 proteins
predicted to be T7 effectors, eight are ESX proteins and five are hypothetical. All ESX
proteins have biological functionality of pathogenesis. Thus, we can consider them to be
effectors [364]. The functionality of the five hypothetical proteins has not yet been explored
and documented in literature, and therefore leaves these proteins a chance to be effectors.
Protein diacylglycerol O-acyltransferase has not been reported to cause pathogenesis. How-
ever, it is secreted and resides in the extracellular location, and thereby indicating a chance
of the protein to be a T7 effector [280]. Proteins PE18, PE19 and PE35 from PE family-
related proteins are secretion peptides, and have shown a 100% sequence similarity with
the predicted eight ESX proteins, indicating that these can be T7 effectors [354]. However,
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their functionality has not yet been determined by experimental results. Twenty two pro-
teins belonging to the PE-PGRS protein family have found their place in the predicted T7
effector list. Interestingly, it has been experimentally validated that these proteins are indeed
secreted by the pathogen Mycobacterium tuberculosis into the host, indicating its contribu-
tion to pathogenesis [280]. The antitoxin protein from gene MAZE7 has been predicted to
be a T7 effector. Antitoxin in pathogenic bacteria is known to assist in bacterial growth, and
therefore indirectly working in support of pathogenicity [243].

Predicted probable effector proteins in Streptococcus pneumoniae: Among the 39 pro-
teins predicted as effectors by DeepT7, six either confirmed to be T7 effectors or have some
chance of being T7 effectors since they are annotated to be pathogenic. These six proteins
are known to perform other functions, like participation in glycolytic process, cell adhesion,
biofilm formation and participation in its metabolic processes apart from pathogenesis. Three
of these predicted proteins are bacteriocins, which are toxins produced by bacteria to inhibit
the growth of similar or closely related bacterial strains [25]. Nine transport system proteins
have been predicted to be T7 effectors. Biologically, these proteins are known to promote
pathogenesis in various organisms [387]. These nine transport system proteins are known to
perform various functions, like ATP binding, transmembrane transporter activity and DNA
binding. Among the transport proteins, two of them have a defined biological function of
pathogenesis, apart from the other functions mentioned above. Seven cell wall proteins, also
known to assist the pathogenic nature of the organism [107], have been predicted to be T7
effectors. Two hypothetical proteins have also been predicted to be T7 effectors.

5.3.3 Analysis of DeepT7 with respect to other effector protein predic-
tors

Due to the absence of T7 effector protein identification models in literature, a qualitative
comparison of DeepT7 is provided against predictors of other types of effector proteins.
There exist algorithms for identification of T3 effector proteins [17, 261, 338, 433, 440], T4
effector proteins [59, 413, 432, 456], and a limited number of algorithms for identification of
T6 effector proteins [353, 409]. The comparison of the models is given below.

Comparison with T3 effector protein predictors: Identification of secretion signals in T3
effector proteins of gram-negative bacteria using an ANN (Artificial Neural Network) with
gradient descent back-propagation learning with momentum and SVM (Support Vector Ma-
chine), has been done by Löwer et al. [261]. While creating the effector/non-effector dataset,
sequences with fewer than 100 amino acids were removed. This may have led to a loss of
information since small protein sequences can be pathogenic [264]. However, DeepT7 has
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considered all available proteins for generation of the feature set. Only 575 features have
been taken into consideration by Löwer et al. for effector identification. However, DeepT7
has considered 1727 features, thus leading to the development of a more robust and accu-
rate model. The training performance of the classifiers has been measured by MCC, while
DeepT7 has used seven performance measures (accuracy, sensitivity, specificity, F-score,
G-mean, κ-score and MCC).

Samudrala et al. [338] have used SVM to design a tool called SIEVE, to predict the T3
effectors. This investigation has used five groups of features without clearly stating the con-
tent of each group. DeepT7 has generated 12 groups of features resulting in a total of 1727
features (Figure 5.1). Unlike DeepT7, sensitivity and specificity are the two performance
measures used to measure the efficiency of SIEVE. Yang et al. have used SVM on features
extracted from N-terminal of T3 effector proteins for their identification [440]. DeepT7, on
the other hand, has considered all amino acids from the effectors. The training dataset has
been constructed from the whole genome of Pseudomonas syringae, and therefore, the pre-
dictor is not generalized. DeepT7, on the other hand, has a much more generalized training
dataset, consisting of T7 effector proteins from various organisms. The investigation has
considered 160 features, while DeepT7 has considered a more diverse feature set.

Identification of T3 secreted proteins has been made based on the amino acid sequences
by Arnold et al. [17]. Unlike considering the whole amino acid sequence of effector pro-
teins for feature extraction as in the case of DeepT7, this investigation has considered the
N-terminal amino acids of effector proteins, which has led to 70 features; thus losing a con-
siderable amount of information that could have been obtained from the whole protein. The
investigation has used sensitivity, specificity and AUC to measure its performance. DeepT3,
developed by Xue et al. [433], has used the first 100 residues of T3 effector proteins, in a deep
learning framework to predict T3 effector proteins. This investigation too, unlike DeepT7,
has extracted features from the N-terminal of proteins, which is limited to 100 amino acids.

Comparison with T4 effector protein predictors: Zou et al. [456] have reported an
SVM classifier to identify T4 effector proteins based on amino acid composition. This in-
vestigation has considered a total of 440 features, considerably fewer than the feature set
considered by DeepT7. Even though the dataset was heavily unbalanced, no oversampling
or under-sampling technique has been used by this investigation. For measuring the perfor-
mance of their classifier, the measurements accuracy, sensitivity, specificity and MCC have
been used. It has been noticed that specificity of the method ranges from 90% to 98%,
while sensitivity ranges from 53% to 77%. As observed, the method has a substantially high
variance among the measurements, indicating quite an unstable performance. DeepT7 has
reported a stable performance; the variance among the measurements is negligible. It has
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been noticed that the difference in performance of both methods is negligible.
Burstein et al. [59] have also made an attempt to predict T4 effectors. In Legionella

pneumophila, the ORFs of proteins, instead of the whole protein, has been used by Burstein
et al. to identify T4 effector proteins by using a machine learning approach [59]. Burstein
et al. have used an ensemble learning of four classifiers to predict the class of an unknown
protein by majority voting. However, they have not mentioned how a tie would be resolved,
such that two classifiers predicted one class while the other two predicted the other class.
This method has used accuracy and AUC to measure the performance of the classifiers.

Xiong et al. [432] and Wang et al. [413] have predicted T4 effectors using ensemble
classifiers exclusively based on C-terminal features. The investigation by Xiong et al. [432]
has considered only PSSM profile (400 features) as their feature set using which they have
made further predictions, leaving out numerous crucial features considered by other pre-
dictors. The investigation did not report any precautionary measures taken to tackle data
imbalance, even though their training data were imbalanced. This investigation has used
ensemble learning with eight classifiers, yet has not reported how the final class label for a
protein is assigned when there is a tie among these eight classifiers. Wang et al.’s investi-
gation has led to the development of a T4 predictor called Bastion4. However, it has built a
system that can predict effectors and non-effectors only in Helicobacter pylori. The issue of
data imbalance has been ignored in this investigation.

Comparison with T6 effector protein predictors: Bastion6, an SVM-based T6 effector
protein predictor, and PyPredT6, an ensemble learning-based T6 effector protein predictor,
are currently the two available tools for the identification of T6 effector proteins [353, 409].
Bastion6 has a considerably high variance among the measurements, indicating quite an un-
stable performance. This might have stemmed from the fact that Bastion6 has not applied
any feature selection technique over its 1096 features. Bastion6 cannot be executed on pro-
tein sequences of length beyond the range 50-5000. The question of an unbalanced training
dataset was also not addressed in that investigation, and therefore indicating a biased classi-
fier. Both PyPredT6 [353] and Bastion6 have a smaller feature set of 873 features and 1096
features respectively, compared to DeepT7.

5.4 Conclusions

Identification of effector proteins from bacterial proteome is an important task for the anal-
ysis of the role of secretion systems in pathogenesis. It is the first step towards developing
a cure for pathogenic diseases. Here we have developed a deep neural network-based sys-
tem, called DeepT7, for the identification of probable T7 effector proteins. DeepT7 extracts

119



a feature set containing 1727 features from nucleotide and amino acid sequences of ex-
perimentally verified T7 effector proteins, and based on these features predicts whether an
unknown protein is a T7 effector or not. DeepT7 has predicted 45 out of 1966 proteins from
Mycobacterium bovis and 39 out of 2126 proteins from Streptococcus pneumoniae to be T7
effectors. We have analyzed these predicted proteins with respect to their biological function
and cellular location.

However, the investigation can be improved in the future. Firstly, the identification of
effectors can be improved by incorporating 3D structural features of T7 effector proteins.
Due to their unavailability in the current scenario, this investigation could not be carried out
in this chapter. With time, when the 3D structural information for a substantial number of T7
effectors gets discovered, a more potent prediction system for T7 effector identification can
be developed. Secondly, a more detailed biological validation for each putative candidate
protein is essential, which forms a scope for further study. Finally, the methodology can be
extended to other pathogens whose genomes and proteomes are either partially or entirely
mapped.

So far we have worked towards identifying toxins liberated from pathogens, with the help
of feature extraction and classification techniques. However, identification of toxins remains
incomplete without studying their effect on host pathways. Thus, in Chapters 6 and 7, we
delve into analyzing the effect of toxins, liberated by pathogens, on metabolic and signaling
pathways of the hosts, relying on the concept of pathway prediction.
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Chapter 6

ASAPP: Architectural Similarity-based
Automated Pathway Prediction System
and Its Application in Host-Pathogen
Interactions [356]

In the last three chapters, we have dealt with identification of toxins, popularly known as
effector proteins, secreted by gram-negative and gram-positive bacteria. However, the in-
formation on the mechanism by which toxins disrupt the host pathways, is crucial in de-
signing possible therapies for a disease. Toxins disrupt both metabolic as well as signaling
pathways. Release of toxins into the surrounding environment, regardless of when it was
released, results in the disruption of metabolic pathways in the host eukaryote. Disruptions
of these metabolic pathways include damaging cell membranes, disrupting protein synthe-
sis, or inhibiting neurotransmitter release. For example, in Tuberculosis, the disease caused
by the pathogen Mycobacterium tuberculosis, effector proteins enter into host macrophages
and disrupt the metabolic pathways1 [46]. In particular, the pathway forming ATP in the
host is perturbed [360]. ATP generation is an extremely important function for survival of
cells. Thus, it is of utmost importance that we investigate the effect of such toxins on various
metabolic and signaling pathways in hosts. In this chapter, we attempt to study the effect of
toxin on metabolic pathways.

Pathogens are infectious agents that disrupt the proper functioning of the host and cause
diseases. One of the modus operandi by which pathogens ambush the host is via protein
secretion, using the mechanism of secretion systems [354]. These secretion systems dis-
charge effector proteins into the body of the host which have the capability to distort the
usual metabolic pathways leading to the occurrence of unfamiliar transformations. Among

1https://www.genome.jp/kegg-bin/show_pathway?map05152+C01673
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various toxins, other than effectors, small molecules are also secreted by pathogens into the
host. These molecules can cause disease on contact with or absorption by body tissues inter-
acting with biological macromolecules. This results in perturbation of the host system [305].
The significance of pathway prediction is to comprehend the possible undisclosed transfor-
mation(s) (reaction(s)) that can materialize provided the appropriate enzymes are available.
Our algorithm is an attempt towards achieving this goal.

Multiple attempts have already been made for pathway prediction. In silico prediction
of pathway came into existence when Karp et al. developed the PathoLogic tool [212],
followed by the PathMiner [272], Pathway-Hunter [324], algorithm developed by Oh et

al. [299], PathPred [285], and UM-PPS [132] predicting xenobiotic biodegradation path-
ways, and Rahnuma [282]. The mechanism behind the PathoLogic algorithm was hard-
coded, with complicated interactions among various rules, making the algorithm difficult to
maintain and extend. Following PathoLogic Tool, McShan et al. developed PathMiner [272],
a heuristic-based path inferring algorithm. SMILES representation of chemical compound
was used to represent metabolites in PathMiner [272] and Pathway-Hunter [324]. However,
SMILES representation lacks a standard methodology to generate the representation. Canon-
ical SMILES attempted to alleviate this issue, but there could be some variance in canonical
SMILES depending on what tool was used to create them. For each canonical SMILES
string of length n, there are (n× (n+1))/2 different sequence of atoms [384]. Different rep-
resentation of SMILES of the same metabolite leads to different similarity scores between
two metabolites.

Similarly, PathMiner [272] uses Manhattan distance between the SMILES sequences of
all the metabolite pairs to determine the similarity between them, thus predicting transfor-
mations among the metabolites. However, this method predicts a linear pathway without
considering the possibility that branching in the pathway may exist. Likewise, InChI format-
based software may generate different InChI strings for the same molecule, depending on
the choice of a multitude of options [186]. It also lacks the ability to represent polymers.
Pathway Hunter tool aims to find the minimum pathway between two metabolites. Soon
after PathMiner, specialized tools like PathPred [285] and UM-PPS [132] attempted to pre-
dict only the xenobiotic biodegradation pathway. In reality, the metabolic pathways are not
restricted to xenobiotic pathways. In fact, xenobiotic pathways make up for only 12% of the
metabolic pathways (there are 181 pathways listed in KEGG, among which 21 are xenobi-
otic). Oh et al. and PathPred [285] used RDM (R: Reaction center; D: Difference atom;
M: Matched atom) patterns for pathway prediction. In xenobiotic pathways, 80% of the
RDM patterns corresponding to each of the transformations in a pathway is unique [299],
and could be used to uniquely identify a transformation pair. Thus, the rule for transforma-
tion of one metabolite to another is more certain for the xenobiotic metabolite, provided the
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RDM patterns were taken into consideration. Similarly, UM-PPS [132] [151] has been solely
applicable for the prediction of bio-degradation pathways. It has a predefined set of transfor-
mation rules which needs to be manually updated in order to upgrade the algorithm. Another
pathway prediction system, known as Rahnuma [282], used the existing experimentally ver-
ified reactions to create a pathway. It has consciously overlooked a set of metabolites and
assumed an upper threshold value for the length of the pathways, above which the pathways
were not taken into account.

In this chapter, we have designed a novel generalized algorithm, called Architectural
Similarity-based Automated Pathway Prediction (ASAPP) which is used to predict pathways
based on the structural resemblance of the metabolites. It has been seen that in a considerable
number of pathways, there is structural similarity among the primary metabolites. ASAPP is
a versatile algorithm which considers two-dimensional structure (atoms and bonds as well as
molecular weight) of the metabolites, as inputs to build an array of probable transformations
independently. It does not depend on any externally established reactions. Moreover, ASAPP
has an accuracy of 85.09% when tested on 41 predefined pathways. We have applied the
algorithm in the domain of host-pathogen interactions to analyze the effect of toxins on the
metabolic pathways of the host. The implementation of the algorithm ASAPP has been made
available at http://asapp.droppages.com/.

6.1 Method

In this section, we describe the developed methodology for automated pathway reconstruc-
tion. A pool of metabolites has been considered as input in the form of atoms and bonds
as well as molecular weight. The output is a list of probable transformations in the form
of compound pairs, indicating that the transformation between these two compounds are
highly probable. We have extracted structural information of the metabolites from the KEGG
database [209]. KEGG has been considered as the primary database due its versatility, rou-
tine updation and robustness (Section A.4.1 of Appendix A). Consider for example, a path-
way given in Figure 6.1.

It is the oxidative phase of the pentose phosphate pathway, where Glucose 6P (C011722)
is the initial metabolite and Ribulose 5P (C00199) is the final metabolite. The arrows indi-
cate the transformation of metabolites via the reactions3. For example, the metabolites D-
Glucono-1,5-lactone 6-phosphate (C01236) and 6-Phospho-D-gluconate (C00345) are trans-
formable via the reaction R02035. Using the present Architectural Similarity-based Auto-
mated Pathway Prediction (ASAPP) algorithm, we have computed the chance of occurrence

2Each metabolite in KEGG is identified by its unique ID of the format C*****.
3Each reaction in KEGG is identified by its unique ID of the format R*****.
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C01172
2 

C01236 

C00345 

C00199 

R02736 R10907 

R02035 

R01528 R10221 

Figure 6.1: The oxidative phase of the Pentose Phosphate Pathway. The ovals contain the
metabolite IDs and the rectangles stand for reactions. For example, metabolite beta-D-
Glucose 6-phosphate (C01172) gets transformed into D-Glucono-1,5-lactone 6-phosphate
(C01236) via the reactions R02736 and R10907 (as given in KEGG).

of these transformations of one metabolite to another, depending on the two-dimensional
structural similarity between the metabolites.

6.2 Algorithm

The algorithm ASAPP has been designed to predict a pathway involving possible reac-
tions among metabolites, based on two-dimensional structural similarities between a pair
of metabolites. Each metabolite has been perceived as a undirected graph containing bonds
and atoms as shown in Figure 6.2. The symbols used in the algorithm and their meaning
have been summarized in Table 6.1. The modulated flow of ASAPP has been depicted in
Figure 6.3.

6.2.1 Reading metabolite information from KEGG

Atoms, bonds among the atoms and molecular weights of the metabolites has been automat-
ically extracted from KEGG by the algorithm. The algorithm reads the metabolite names
as input and maps a name to a KEGG ID. Every metabolite in KEGG is associated with a
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Table 6.1: Description of symbols used in ASAPP

Symbol Description

a (∈ N) Number of metabolites

a′i (∈ N) Number of atoms in ith metabolite

∆i (∈ N) Number of bonds in ith metabolite

Eik kth atom of ith metabolite

Mn Set of n input metabolite names obtained from KEGG

T Set of metabolite pairs

X
(3)
p , X

(5)
q , X

(7)
r Sets of atoms involved in pth, qth and rth segments of length three, five and

seven, i.e., each segment consisting of three, five and seven atoms respectively

X
′(3)
p , X

′(5)
q , X

′(7)
r Sequence of atoms in the pth, qth and rth segments of length three, five and

seven, i.e., each segment consisting of three, five and seven atoms respectively

X
′′(3)
i , X

′′(5)
i , X

′′(7)
i Sets of segments of length three, five and seven, generated from ith metabolite

ε
(3)
ij , ε

(5)
ij , ε

(7)
ij (∈ N) The number of common three, five and seven-atom segments, respectively, be-

tween ith and jth metabolites

ε
′(3)
ij , ε

′(5)
ij , ε

′(7)
ij (∈ R) Standardized score of the number of common three, five and seven-atom seg-

ments, respectively, between ith and jth metabolites

ω′′
i,j(∈ R) Summation of ε′(3)ij , ε

′(5)
ij , ε

′(7)
ij

wi (∈ R) Molecular weight of ith metabolite

ω′
ij (∈ R) Standardized difference in molecular weight between ith and jth metabolites

ωij (∈ R) Final score depicting the similarity between ith and jth metabolites

C
(1)
i , C

(2)
i , C

(3)
i Sets of metabolites/compounds having highest, second highest and third high-

est similarity score values, respectively, with ith metabolite

unique KEGG ID. A list of KEGG IDs and the corresponding names of a metabolite4, has
been formed. The algorithm uses this list to map a metabolite name to its respective KEGG
ID. For each metabolite, the corresponding two-dimensional structure, in the form of atoms
and bonds, has been obtained on-line from the KEGG KCF (Appendix B.3) files, along with
its molecular weight. Using this information, the process of segmentation of metabolite has
been carried out.

6.2.2 Segmentation of the metabolites

After accumulation of information, the next stage is segmentation. In a reaction, product
metabolite have been formed by integrating multiple segments of two or more reactants.
Segments are continuous linear sequence of connected atoms, such that an a′-atom sequence
has a′−1 bonds. Three, five or seven-atom segments have been considered for representing a

4Citric acid is identified by KEGG ID C00158. It is also referred to as Citrate, 2-Hydroxy-1,2,3-
propanetricarboxylic acid and 2-Hydroxytricarballylic acid.
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Figure 6.2: Two-dimensional structure of the metabolite Glycerone phosphate (C00111) has
been laid out as given in KEGG KCF (XML format) files, where each atom has been num-
bered. Segments of length three, five and seven have been constructed, and their constituent
atoms have been shown. The edges represent the bonds between the atoms.

metabolite. Some metabolites are so small that a five or seven-atom segment cannot be used
represent the metabolite in totality, while they can form segments of size three. For larger
metabolites, the seven-atom segments are able to represent the structural similarity in a better
way than the three or five-atom segments. Two structurally dissimilar molecules may have
common three-atom segments, but the chance of having five-atom or seven-atom segment
is comparatively less. In Section 6.4, it has been mathematically proved that a metabolite
can be broken down into multiple 3-atom segments. Joining these three-atom segments
will lead to the formation of the original atom. On the other hand, for five and seven-atom
segments, one or more atoms may not find its place in any of the segments formed. Hence
their amalgamation would not lead to the original 2D structure of the metabolite.

Let us consider pth three-atom segment X ′(3)
p = Ei,k−1Ei,kEi,k+1, qth five-atom segment

X
′(5)
q = Ei,k−2Ei,k−1Ei,kEi,k+1Ei,k+2 and rth seven-atom segment

X
′(7)
r = Ei,k−3Ei,k−2Ei,k−1Ei,kEi,k+1Ei,k+2Ei,k+3 of ith metabolite, where Ei,k is the kth
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atom of ith metabolite. Thus,

X(3)
p = {Ei,k−1, Ei,k, Ei,k+1}; (6.1)

X(5)
q = {Ei,k−2, Ei,k−1, Ei,k, Ei,k+1, Ei,k+2}; (6.2)

and

X(7)
r = {Ei,k−3, Ei,k−2, Ei,k−1, Ei,k, Ei,k+1, Ei,k+2, Ei,k+3}; (6.3)

where 1 ≤ i ≤ a, and Ei,k is not a terminal atom; p, q, r ∈ N; p, q and r = 1, 2, ..., such
that

X
′′(3)
i = {X ′(3)

p |p ∈ N} (6.4)

X
′′(5)
i = {X ′(5)

q |q ∈ N} (6.5)

X
′′(7)
i = {X ′(7)

r |r ∈ N} (6.6)

Two-dimensional structure of a metabolite can be depicted in the form of these segments.
The segments can be combined to form a larger segment of any length. Initially two bonds
with one common atom have been combined to form a three-atom segment. For example,
bondsEi,k−1Ei,k andEi,kEi,k+1 have been combined together to form segmentEi,k−1Ei,kEi,k+1,
where Ei,k is the common atom between the bond atoms. Subsequently, two three-atom
segments having only one common terminal atom have been concatenated to form a five-
atom segment. Likewise, a five-atom segment has been concatenated with a three-atom
segment to form a seven-atom segment. For example, consider a certain three-atom seg-
ment Ei,k1−1Ei,k1Ei,k1+1 and a certain five-atom segment Ei,k2−2Ei,k2−1Ei,k2Ei,k2+1Ei,k2+2.
If k1 − 1 = k2 − 2 or k1 − 1 = k2 + 2 or k1 + 1 = k2 − 2 or k1 + 1 = k2 + 2, these two
segments can be concatenated to form a seven-atom segment.

The segments are formed following the rule such that all segments, except the first one
should contribute to the addition of only one new atom. Consider a set F containing all
the atoms E1, E2, ...EBi of ith metabolite whose segments need to be formed. Let X ′(3)

p =

Ei,k−1Ei,kEi,k+1 be the first continuous segment of length three. Hence, the corresponding
X

(3)
p is {Ei,k−1, Ei,k, Ei,k+1}. Initially, X ′′(3)

i = φ. Since X ′(3)
p is the first segment formed,

X
′′(3)
i is modified as X ′′(3)

i = X
′′(3)
i ∪ {X ′(3)

p }. The atoms in X(3)
p are now removed from

F . Hence, F = F − X(3)
p . The second segment of length three has been formed in a way

such that any one of the terminal atoms must be present in F while the other two atoms must
not be present in F . Let the new segment formed be X ′(3)

p = Ei,kEi,k+1Ei,k+2. Previously,
the atoms Ei,k−1, Ei,k and Ei,k+1 were removed from F . Comparing the previous and the
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Figure 6.3: Flowchart of ASAPP

new segment formed, Ei,k and Ei,k+1 are common atoms. These two atoms were already
removed from F . The terminal atom Ei,k+2 is present in F . This atom, which is common
in the new segment X(3)

p and F , has been removed from F . Thus, X ′′(3)
i = X

′′(3)
i ∪ X ′(3)

p .
Hence, for the segments, except the first one, we have

F =

F − (F ∩X(3)
p ), if |F ∩X(3)

p | = 1;

F, otherwise.
(6.7)

Segments have been formed until F becomes empty, and only those segments have been
retained, which have led to the removal of only one atom from F . Formation of the segments
of size five and seven is a tweak of the above rule, such that, F may not be empty even after
all possible unique segments are formed.

Consider Figure 6.2 for an example. There are m = 10 atoms in the metabolite, such
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that, F = {E1, E2, E3, E4, E5, E6, E7, E8, E9, E10}, where E1=OH, E2=C,... and so on. We
aim at forming three-atom segments initially. The first segment X ′(3)

p = E1 − E2 − E3 is
formed such that X(3)

p = {E1, E2, E3}. Initially, X ′′(3)
i = φ. Since it is the first segment,

X
′′(3)
i = X

′′(3)
i ∪

{
X
′(3)
p

}
. The atoms in the segments are removed from F . New F becomes

F = {E4, E5, E6, E7, E8, E9, E10}. Let the next segment formed be X ′(3)
p = E2 − E3 − E5

such that X(3)
p = {E2, E3, E5}. According to the rule, E5 is the only atom that is common

in both X(3)
p and F , hence E5 is removed from F , leading to F = {E4, E6, E7, E8, E9, E10}

and X ′′(3)
i = X

′′(3)
i ∪

{
X
′(3)
p

}
. Repeating the previous operation, the next segment formed

is X ′(3)
p = E4 − E3 − E5 such that X(3)

p = {E3, E4, E5}. According to the rule, E4 is
the only atom that is common in X(3)

p and F , hence E4 is removed from F , leading to F =

{E6, E7, E8, E9, E10} andX(3)
p is retained. Suppose the next segment formed isE2−E3−E4

such that X(3)
p = {E2, E3, E4}. According to the rule, since |F ∩X(3)

p | 6= 1, no deduction is
performed in this step and X(3)

p is discarded. In this particular example, five-atom segments
can be formed so that F becomes empty at the end. During the formation of seven-atom
segment, the atomE4 remains in F even after all the seven-atom segments have been formed.
No seven-atom continuous segment containing the atom E4 can be formed. The step of
segmentation terminates when all possible three-atom, five-atom and seven-atom segments
have been constructed. The next step is to find the similarity between pairs of metabolites in
terms of common segment count.

6.2.3 Computing similarity between a pair of metabolites

Following the process of segmentation, the next step is to quantify the similarity between a
pair of ith and jth metabolites. Considering a pair of metabolites, the number of common
three-atom, five-atom and seven-atom segments between these are counted as follows:

ε
(l)
ij = |X ′′(l)i ∩X ′′(l)j |, l = 3, 5, 7 (6.8)

The score ε′(l)ij , corresponding to ε(l)ij (l = 3, 5, 7), has been obtained by standardizing the
number of common segments as

ε
′(l)
ij =

ε
(l)
ij

|X ′′(l)i ∪X ′′(l)j |+ ∆i + ∆j + a′i + a′j
(6.9)

where ∆i,∆j represents the number of bonds in the ith and jth metabolite and a′i, a
′
j repre-

sents the number of atoms in the ith and jth metabolite.
Molecules of metabolites are of varying sizes. Hence, the count of common segments

requires standardization. The scores have been standardized based on the complete struc-
ture of each metabolite. The similarity between two metabolites depends primarily on four
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factors:
1. Number of three-atom common segments between two metabolites.
2. Number of five-atom common segments between two metabolites.
3. Number of seven-atom common segments between two metabolites.
4. Difference in molecular weight of two metabolites.

The similarity score between a pair of metabolites has been found to increase with the num-
ber of common three-atom, five-atom and seven-atom segments. Higher the number of
matched segments, higher is the structural similarity between a pair of metabolites. Fac-
tor 4 above has been found to have an inverse association with the similarity score. For
most of the metabolites, it has been noticed that closer the two-dimensional structures of
two metabolites, lower is the difference in the molecular weights. The standardized differ-
ence in molecular weights ω′ij has been considered as a contributing factor for computing the
similarity scores, and is defined as:

ω′ij =
|wi − wj|
∆i + ∆j

(6.10)

wherewi, wj represents the molecular weights of the ith and jth metabolites. The summation
of the individual scores ε′(3)

ij , ε
′(5)
ij , ε

′(7)
ij for 3, 5 and 7 segments for each of the metabolites is

given as ω′′ij . Thus, the final score ωij for each metabolite pair is

ωij = ω′′ij − ω′ij (6.11)

6.2.4 Probable transformations

The metabolite pairs have been sorted in descending order of their final scores ωij , from
highly probable to highly improbable transformation pairs. Mean, quartile and triplets have
been used as the threshold values to isolate the probable transformations from the improbable
ones. Using mean, the set of probable transformations are:

feasible pair =
{

(Ci,Cj)|ωij >
∑(a,a)

(i,j)=(1,1) ωij(
a
2

) , i 6= j
}

(6.12)

The third quartile of the scores has been computed as another threshold value, where all the
transformations having the value of ω greater than the third quartile (which is derived by
considering the total scores, ω, of all the transformations and finding the third quartile of
these scores), are predicted to be feasible. For each metabolite, three metabolites (other than
the metabolite under consideration) have been filtered on the basis of similarity scores which
has the maximum resemblance with the metabolite under consideration. The similarity score

130



for ith metabolite with the rest of the metabolites in the list have been sorted as:

ωij1 ≤ ωij2 ≤ ωij3 . . . ≤ ωija−1 , i 6= j (6.13)

Three metabolites having the highest similarity values with the ith metabolite, are extracted
as follows:

C (1)
i =

{
Cj|score(Cj) = ωija−1 , i 6= j

}
(6.14)

C (2)
i =

{
Cj|score(Cj) = ωija−2 , i 6= j

}
(6.15)

C (3)
i =

{
Cj|score(Cj) = ωija−3 , i 6= j

}
(6.16)

Here C (1)
i stands for the metabolite with maximum similarity to the ith metabolite, C (2)

i

designates the metabolite with next best similarity with respect to C (1)
i , and C (3)

i denotes
the metabolite with the next to next best similarity with respect to C (1)

i . Due to the better
performance of triplet method, the final list of transformations for ith metabolite is C (1)

i ,
C (2)
i , and C (3)

i respectively.

Algorithm 2 Architectural Similarity-based Automated Pathway Prediction (ASAPP)
Procedure ASAPP
Perform initialization
while i ≤ a

Compute all possible unique 3,5 and 7-atom segments and store
them in X ′′(l)i where l = 3, 5, 7.

while i ≤ a

j ← i + 1
while j ≤ a

Compute the number of common sized segments in X ′′(l)i

and X ′′(l)j and store the value in ε(l)ij .
Standardize the common segment count ε(l)ij as ε′(l)ij .
Compute the segment score ω′′ij by summing ε′(l)ij .
Calculate the effect of molecular weight ω′ij

(abs(wi−wj)
∆i+∆j

)
Generate the final score ωij by calculating

(
ω′′ij − ω′ij

)
Sort ωij in descending order. Find the mean value of ω
while i ≤ a

Prune ω for 3 metabolite with maximum similarity to ith metabolite
Discard metabolites having ωij greater than the mean of ω.

Output probable transformations

As a precautionary measure to ensure that unnecessary transformations are not reported,
we have used the combined mean and the triplet parameters to generate the probable list
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of transformations. After the top three metabolites have been obtained based on the final

similarity score ωij , these metabolites are filtered using the mean value
( a∑
i,j=1
i 6=j

ωij/
(
a
2

))
. The

metabolites which have scores greater than the mean value, are taken into consideration and
the rest are discarded.

The overall complexity of ASAPP is O(a2a′2), where a′ is the maximum number of
atoms in a metabolite and a is the total number of metabolites. The detailed complexity
estimation has been given in next section. The mathematical validation of ASAPP has been
given in Section 6.4. Algorithm 2 describes the step-wise computation of ASAPP.

6.3 Analysis of Time Complexity

For a metabolites, in the Information Accumulation module (Figure 6.3), the number of
computations needed to acquire the structural information of each of the metabolites is a. In
the Score Calculation module (Figure 6.3), considering each metabolite having a′ atoms, the
number of bonds is ∆′. Segmentation involves finding another bond having one common
atom which leads to O(∆′2) computations. Five-atom segments are formed by combining
two three-atom segments. Since the maximum number of three-atom segments can be a′ −
2 (Lemma 1), therefore the formation of five-atom segments results in a computation of
O(a′2). Seven-atom segments are formed by combining a five-atom segment and a three-
atom segment. Since the maximum number of three-atom segments can be a′ − 2 (Lemma
1) and the maximum number of five-atom segments can be a′ − 4 (Lemma 2), therefore
the computation time for forming seven atom segments is O(a′2). Thus the total time for
segmentation is O(∆′2 + a′2 + a′2). Since in organic compounds, the number of bonds never
exceeds the number of atoms, therefore the complexity of segmentation is O(a′2). This
operation has been done for a metabolites. Thus, the total computation required is O(aa′2).

For finding similarity score between any two metabolites, the number of common three,
five, and seven-atom segments need to be derived. In order to obtain the number of common
three-atom segments, the set of three-atom segments of one metabolite is compared to the
set of three-atom segments of another metabolite. Since the maximum number of three-
atom segments is a′ − 2, therefore, at most a′2 operations are needed for the comparison.
To find the number of common five-atom segment, the set of five-atom segments of one
metabolite is compared to the set of five-atom segments of another metabolite. Since the
number of five-atom segments will be limited to a′ − 4 (Lemma 2), therefore, at most a′2

operations are needed for the comparison. Similarly, to find the number of common seven-
atom segments, the set of seven-atom segments of one metabolite is compared to the set of
seven-atom segments of another metabolite. The maximum number of operations needed for
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this comparison is a′2, since the number of seven-atom segments will be limited to a′ − 6

(Lemma 6). Therefore, the total complexity of comparison is O(a′2 + a′2 + a′2), which is
equivalent to O(a′2).

There are a total of a(a−1)
2

metabolite pairs, therefore the complexity for calculating the
number common segments among all metabolite pairs is O(a2a′2). In order to obtain the
difference in molecular weight, O(a2) computations are required. Finding the resulting
transformations by applying the multiple thresholds require a2 operations. Hence the total
complexity is O(aa′2 + a2a′2 + a2), which is equivalent O(a2a′2), such that a′ is the maxi-
mum number of atoms in a metabolite among all the metabolites and a is the total number
of metabolites.

6.4 Mathematical validation

As previously stated, two-dimensional structure of a metabolite can be depicted in the form
of segments. The segments can be combined to form a larger segment of any length. In this
section we provide some technical insights into segmentational aspect of ASAPP.

Lemma 1: Two-dimensional structure of a metabolite having τ atoms can be fully broken
down into τ − 2 three-atom segments, and vice-versa.

Proof: Here the number of atoms in the metabolite is τ .
Base case: When τ < 3 , the number of three-atom segment formed is zero.
Case 1: When τ = 3, the number of three-atom segment formed is 1.
Case 2: When τ = 4, the number of three-atom segments formed is 2.
Case 3: Consider τ = m. Let there be a set κ containing the atoms of the metabolite.

Let the metabolite have τ atoms, each atom being numbered uniquely. Let µ be a segment
of length three, having three atoms and two bonds. The number of segment formed is 1 and
the number of atoms becomes τ − 3. The next segment µ of length three is formed such
that it will have three atoms and either one of the terminal atoms must be present in κ while
the other two atoms must not be present in κ. The atom that is common in the segments µ
and κ, is removed from κ. The new count of segment is 2 and the new count of remaining
atoms to form segments is (τ − 3) − 1. For the 3rd segment formed, the count of atoms is
((τ − 3)− 1)− 1. The first segments results in deduction of three new atoms. After forming
the first segment, for every new segment formed, one atom is being removed from τ . Total
number of segments are τ − 3. Hence there will be 1 + 1 ∗ (τ − 3) segments, which leads
to τ − 2 segment in total. The second part of this proof can be accomplished by bringing
together all the three-atom segments formed in the first part, and combining the segments
such that after each combination, either three or one new atom gets added to the set κ. Thus
original metabolite can be formed from the segments.
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Lemma 2: Two-dimensional structure of the metabolites having τ atoms can form at-
most τ − 4 such five-atom segments.

Proof: After the first segment is formed, the number of atoms is τ − 5. On formation of
the second segment, the number of atom becomes (τ−5)−1. With the formation of the third
segment, the number of atoms becomes (τ − 5)− 1− 1. The first segment results in removal
of 5 atoms from τ . After forming the first segment, for every new segment formed, the total
number of segments are τ − 5. As previously mentioned, all the five-atom segments formed
may not include all the atoms of the metabolite. Hence there will be at-most 1 + 1 ∗ (τ − 5)

segments, which leads to τ − 4 segments in total.
Lemma 3: Two-dimensional structure of the metabolites having τ atoms can form at-

most τ − 6 such seven-atom segments.
Proof: After the first segment is formed, the count of atom is τ − 7. On formation of

the second segment, the count of atom becomes (τ − 7)− 1. With the formation of the third
segment, the count of atom becomes (τ −7)−1−1. The first segments results in removal of
7 atoms from τ . After forming the first segment, for every new segment formed, one atom is
being deducted from τ . Total number of segments for which one atom is deducted from τ is
τ − 7. As previously mentioned, all the five-atom segments formed may not include all the
atoms of the metabolite. Hence there will be 1 + 1 ∗ (τ − 7) segments at-most, which leads
to τ − 6 segment in total.

Lemma 4: If there is a set ofAX representing three-atom segments of a metabolite X and
a set ofAX′ representing three-atom segments of another metabolite X’, such thatAX = BX′

(all the segments of AX match all the segments of AX′), then X = X’.
Proof: In connection to Lemma 1, all the three-atom segments in AX can be combined

together to form A. Same is the case with B. If the segments are the same, then the metabolite
formed will also be the same.

6.5 Results

In this section, we shall describe how the algorithm has been applied to predict possible
transformations in multiple crucial carbohydrates, lipid/fat and amino acid metabolic path-
ways. We have compared our results with the already established sets of transformations in
KEGG.

6.5.1 Performance Comparison

ASAPP has been applied on 41 pathways involving 782 metabolites and 17556 transforma-
tion pairs as enlisted in KEGG. In order to analyze the performance of ASAPP, we have
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Table 6.2: Performance comparison of various thresholding methods used in ASAPP

Performance measures Mean Quartile Triplet

Accuracy 45.95 74.45 84.20

Sensitivity’ 79.80 49.14 29.00

Specificity 43.14 75.77 86.13

F -score 59.36 63.28 61.74

G-mean 58.67 61.01 49.97

Table 6.3: Performance comparison (accuracy) of various threshold methods on the path-
ways of carbohydrate metabolism used in ASAPP. C* denotes the unique id of each path-
ways.

Pathway Name Mean
(%)

Quartile
(%)

Triplet
(%)

Glycolysis/ glycogenesis (C1) 45.56 75.86 83.25

TCA cycle (C2) 47.95 76.60 77.77

Pentose Phosphate Pathway (C3) 43.81 73.39 85.20

Pentose and Glucoronate inter-conversions (C4) 45.35 76.12 90.56

Galactose Metabolism (C5) 48.50 73.04 86.28

Pyruvate metabolism (C6) 70.68 74.63 63.79

Propanate Metabolism (C7) 53.04 75.41 89.14

Glyoxylate and dicarboxylate metabolism (C8) 53.11 74.77 91.10

Fructose and Mannose Metabolism (C9) 45.38 74.28 88.57

Starch and Sucrose Metabolism (C10) 50.36 74.20 87.10

Ascorbate and aldarate metabolism (C11) 39.03 75.30 89.36

Cs Branched dibasic acid metabolism (C12) 42.94 71.97 84.07

Inositol phosphate metabolism (C13) 50.33 76.92 86.23

Butanoate metabolism (C14) 45.38 76.02 87.56

Amino sugar and Nucleotide sugar metabolism (C15) 50.57 75.24 95.22

considered the transformations not enlisted in KEGG as not occurring at all. Such a con-
sideration may not be correct since the presence of appropriate (yet unknown) enzymes may
lead to the occurrence of such transformations. The summary of the performance measures
has been depicted in Table 6.2.

A detailed description of the performance of the three categories of pathways (carbohy-
drate, lipid/fat and amino acid) have been depicted in the Tables 6.3, 6.4 and 6.5. Among
the carbohydrate metabolic pathways, amino sugar and nucleotide sugar metabolism path-
way has obtained the highest accuracy of 95.22%. Similarly, among the lipid pathways, the
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Table 6.4: Performance comparison (accuracy) of various threshold methods on the path-
ways of lipid metabolism used in ASAPP. L* denotes the unique id of each pathways.

Pathway Name Mean
(%)

Quartile
(%)

Triplet
(%)

Alpha linoleic acid (L1) 52.43 77.80 88.41

Linoleic Acid metabolism (L2) 43.90 72.87 82.75

Arachidonic Acid Metabolism (L3) 36.72 74.12 91.37

Fatty Acid Elongation (L4) 21.33 76.00 83.33

Fatty acid Biosynthesis (L5) 43.66 76.87 90.47

Fatty acid degradation (L6) 68.90 76.97 89.07

Glycerophospholipid Metabolism (L7) 42.97 74.63 87.49

Glycerolipid Metabolism (L8) 47.81 75.86 84.13

Synthesis and degradation of ketone bodies (L9) 86.66 80.00 53.33

Sphinglipid Metabolism (L10) 47.07 74.55 87.94

Ether Lipid Metaboism (L11) 39.76 74.58 88.78

Primary Bile biosynthesis (L12) 35.84 75.28 93.98

Steroid Biosynthesis (L13) 43.00 74.00 77.33

Steroid Hormone Biosynthesis (L14) 46.93 75.65 84.49

Table 6.5: Performance comparison (accuracy) of various threshold methods on the path-
ways of aminoacid metabolism used in ASAPP. A* denotes the unique id of each pathways.

Pathway Name Mean
(%)

Quartile
(%)

Triplet
(%)

Alanine, aspartite and glumate metabolism (A1) 53.84 78.02 70.32

Valine, leucine and isoleucine biosynthesis (A2) 29.87 72.72 76.62

Lysine biosynthesis (A3) 41.12 74.89 78.78

Tryptophan metabolism (A4) 32.64 75.03 93.07

Valine, leucine and isoleucine degradation (A5) 50.58 74.28 86.89

Phenylalanine, tyrosine and tryptophan biosynthesis (A6) 47.05 73.20 85.21

Glysine, serine and threonine metabolism (A7) 47.95 74.08 88.70

Cysteine and methionine metabolism (A8) 48.74 74.24 90.72

Lysine degradation (A9) 43.81 75.24 87.19

Arginine Biosynthesis (A10) 42.85 62.63 60.43

Histidine Metabolism (A11) 43.29 74.65 89.54

Arginine and proline metabolism (A12) 46.47 74.24 92.27
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primary bile biosynthesis pathway has achieved the highest accuracy of 93.98%. Finally,
among the amino acid metabolism pathway, tryptophan metabolism has obtained the highest
accuracy of 93.07%.

Considering all the pathways, a trade-off has been noticed among the accuracy, sensitiv-

ity and specificity (Table 6.2). When using the mean value of scores as a threshold, a high
sensitivity but a low accuracy and specificity have been noticed, while on the other hand, the
triplet method, a high accuracy and specificity, and a low sensitivity have been found. The
quartile method has an average performance. Considering the three performance measures,
we have chosen triplet method for prediction since it has given better performance in terms
of accuracy and specificity, and has generated the least number of false positives.

Figure 6.4 shows the flow of synthesis and degradation of ketone bodies pathway forma-
tion using ASAPP involving 6 metabolites. The algorithm starts with a single compound.
The initial metabolite considered here is a. High scores obtained by a is with the metabo-
lites b (ωa,b=0.310) and c (ωa,c=0.301). Hence, we have obtained two new transformations
from a, a → b and a → c. Considering the newly obtained metabolite b, high score ob-
tained is with a (ωa,b=0.310) and c (ωb,c=0.2888). Since a already exists in the pathway,
the transition from b to c is added. Considering the newly obtained metabolite c, the high
scores obtained are b (ωb,c=0.2888), a (ωa,c=0.301), and d (ωc,d=0.0960). Since a and b are
already in the pathway, d is added to the existing pathway and a transition is made from c

to d. With metabolite d, the high score obtained is with c (ωc,d=0.2960), e (ωd,e=0.1851)
and f (ωd,f=0.2326). Metabolite c is already in the pathway, e and f are now added. Apart
from the above mentioned pathway, the formation of six other pathways (alpha linoleic acid
metabolism, linoleic acid metabolism, glycolysis pathway, TCA cycle, alanine aspartite and
glutamate metabolism, and valine, leucine and isoleucine biosynthesis) have been depicted
in Figures A.1 to A.6 in Appendix A. For a particular pathway, if the scores of most of the
transformations are close to each other, then it can be concluded that the pathway consti-
tutes structurally similar metabolites. Considering the alpha linoelic acid metabolism path-
way (Figure A.1 in Appendix A) under the group of amino acid metabolism, it has been
seen that apart from the transition between the molecule no. 24 (Traumatic acid) and 25
((9Z,15Z)-(13S)-12,13-Epoxyoctadeca-9,11,15-trienoic acid), other transformations are as-
sociated with similar score among themselves, ranging from 0.265 to 0.294 (short interval)
indicating that the compounds involved in this pathway are structurally similar to each other.

6.5.2 Application of ASAPP in the field of host-pathogen interactions

Toxins are substances secreted by plants and animals that are poisonous to humans. These
toxins, once in the body of the host, intervene with the normal functioning of the metabolism
of the host [195]. Pathogen liberated toxins have been seen to have a spectrum of upshots on
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Figure 6.4: Step-by-step formation of the synthesis and degradation of ketone bodies path-
way using ASAPP. a (Acetoacetyl-CoA), b (Acetyl-CoA), c (Hydroxymethylglutaryl-CoA),
d (Acetoacetate), e (Acetone) and f ((R)-3-Hydroxybutanoate) are the compounds whose
corresponding KEGG IDs are given. In each time step, one compound, whose transforma-
tions have not been considered previously and which is a recent addition to the pathway, is
considered for finding the transformations related to that compound.

their hosts. The transformation mechanism of natural toxins need to be studied in details as
these help in proper drug designing ( [438]). The two-dimensional structural similarity of the
toxins with the metabolites of metabolic pathways belonging to the host, are of significance
and needs to be examined. Consider a simple pathway consisting of the transformations
A→ B,B → C, andC → D, whereA,B,C,D are the compounds involved in the pathway.
Consider a toxinX having high similarity with the metaboliteB. Occurrence of an unknown
reaction may block the transformation of B → C. The other metabolites which react with
B to produce C may as well, due to structural similarity and in the presence of appropriate
enzyme, react with X to produce a different metabolite which is not C. Besides, if B is
structurally similar to X,B can transform to X in the presence of appropriate enzyme and
other metabolites. As soon as X is produced, the other metabolites, A,C, and D have a
chance of reacting with X in the presence of the appropriate enzymes and thus breaking
the pathway. The summary of the probable toxin transformations to/from metabolites from
KEGG have been documented in the next section.

6.5.3 Effect of toxin on host

The adverse effect of toxins are as follows:
• Verruculogen (C20045), liberated by Aspergillus and Penicillium species, is carcino-

genic, can weaken the immune system and is responsible for electro-physiological
modifications of human nasal epithelial cells in vitro [215].

• Vindoline (C01626), secreted by Vinca species, is basically a fungal toxin, whose rapid
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(a) Glycolysis
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(b) TCA

Figure 6.5: The pathway models depicting the transformations within the (a) Glycolysis and
(b) TCA pathway. The gray dots represent the breakpoints in the pathway. The black dots
signify other metabolites which have a lower probability of being the breakpoints in the
pathway.

spreading results in choking of native plant species and hence altering habitats. Ad-
verse consequences of Vindoline include hair loss, loss of white blood cells and blood
platelets, gastrointestinal problems, high blood pressure, excessive sweating, depres-
sion, muscle cramps, vertigo and headaches [257].

• Daturine (C02046) [45] and scopolamine (C01851), secreted by multiple species in-
cluding Anthocercis, Datura, Hyoscyamus and Mandragora, causes poisoning. Symp-
toms of overdose include headache, nausea, vomiting, blurred vision, dilated pupils,
hot dry skin, dizziness, dryness of the mouth, difficulty in swallowing, and central
nervous system stimulation.

• Amygdalin (C08325) has genotoxic effect on cells and is cyanogenic in nature [296].

• Prunasin (C00844) emitted by Sambucus and Pteridium species, is a cyanogenic com-
pound [169].

• 10-Deacetylbaccatin III (C11700) is disseminated by Taxus species and leads to headaches,
lethargy, aching joints, itching, and skin rashes and in extreme cases, and it can have
cancerous effect [153].
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Table 6.6: Toxins having structural similarity with the metabolites of Glycolysis

KEGG Compound KEGG Toxin

Thiamin diphosphate (C00068) Brucine (C09084), Echimidine (C10299), Cylindrospermopsin
(C19999), Gonyautoxin 1 (C16855), Philanthotoxin (C20052),
Arenobufagin (C20035)

Acetyl-CoA (C00024) alpha-Chaconine (C10796), Nodularin (C15713), Okadaic acid
(C01945), Brevetoxin A (C16839), Azaspiracid (C16907)

S-acetyldihydrolipoyllysine
(C16255)

alpha-Chaconine (C10796), Nodularin (C15713), Okadaic acid
(C01945), Azaspiracid (C16907), Cephalostatin 1 (C20060)

6.5.4 Prediction of possible pathway breaks due to the presence of tox-
ins

We have executed ASAPP on the metabolites involved in the Glycolysis and the TCA cy-
cle. We have considered 52 toxins from KEGG. None of these toxins have any reported set
of reactions in KEGG. For each of these toxins, we have predicted the consequence of its
presence in the glycolysis (Figure 6.5 (a) ) and the TCA cycle (Figure 6.5 (b)).

Considering Glycolysis pathway metabolite acetyl-coa (C00024), thiamin diphosphate
(C00068) and s-acetyldihydrolipoyllysine (C16255) have the maximum chance of being the
breakpoints of the pathway as depicted in Figure 6.5 (a) and Table 6.6. For example, toxin
Anisatin (C09294) has high structural similarity with the metabolite beta-D-Fructose 1,6-
bisphosphate (C05378). In presence of this toxin and appropriate enzyme, the metabolites
that reacted with beta-D-Fructose 1,6-bisphosphate (C05378) to form D-Glyceraldehyde
3-phosphate (C00118) or Glycerone phosphate (C00111) may react with the toxin to pro-
duce unknown compounds in such a way that pathways is disrupted from its usual course.
Among the rest of the metabolites, 1,3-bisphospho-d-glycerate (C00236), 2,3-bisphospho-d-
glycerate (C01159), pyruvate (C00022), l-lactate (C00186), acetate (C00033), acetaldehyde
(C00084), and ethanol (C00469) have been observed to have the least chance of being the
breakpoints, i.e., the pathway has a high chance of not getting perturbed at these points.
Considering the TCA cycle, the possible breakpoint metabolites are acetyl-coa (C00024), S-
acetyldihydrolipoyllysine (C16255), succinyl-coa (C00091) and s-succinyldihydrolipoyllysine
(C16254) as depicted in Figure 6.5 (b) and Table 6.7. Among the rest of the metabolites,
pyruvate (C00022) and fumarate (C00122) have the least possibility of being the break-
points. Further analysis leads to finding that the toxin azaspiracid (C16907) has the maxi-
mum likelihood to affect the Glycolysis and the TCA cycle as azaspiracid (C16907) has a
high structural similarity with s-succinyldihydrolipoyllysine (C16254). Closely following
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Table 6.7: Toxins having structural similarity with the metabolites in the TCA cycle

KEGG Compound KEGG Toxin

Acetyl-CoA (C00024) alpha-Chaconine (C10796), Nodularin (C15713), Okadaic acid
(C01945), Brevetoxin A (C16839), Azaspiracid (C16907)

S-acetyldihydrolipoyllysine
(C16255)

alpha-Chaconine (C10796), Nodularin (C15713), Okadaic acid
(C01945), Azaspiracid (C16907), Cephalostatin 1 (C20060)

S-succinyldihydrolipoyllysine
(C16254)

alpha-Chaconine (C10796), Pectenotoxin 1 (C16871), Brevetoxin A
(C16839), Azaspiracid (C16907), Cephalostatin 1 (C20060)

Table 6.8: Toxin-based reactions found in Kegg. The ‘Compound’ column contains metabo-
lites from the Glycolysis and TCA cycle. The column ‘Type’ denotes the type of reaction
occurring between the toxin and the metabolite. ‘Transformation’ tag indicates the toxin and
the metabolite are transformable to each other. ‘Additive’ tag indicates the toxin and the
metabolite combine with each other to form a product.

Serial
No.

Kegg Toxin Kegg Compound Type Kegg Reac-
tion ID

1 Verruculogen (C20045) 2-Oxoglutarate (C00026) Transformation R10445

2 Vindoline (C01626) Acetyl-CoA (C00024) Transformation R03230

3 Daturine (C02046) 2-Oxoglutarate (C00026) Additive R03812

4 Scopolamine (C01851) 2-Oxoglutarate (C00026) Transformation R03737

5 Amygdalin (C08325) D-Glucose (C00031) Transformation R02985

6 Prunasin (C00844) D-Glucose (C00031) Transformation R02558

7 Prunasin (C00844) D-Glucose (C00031) Additive R02985

8 10-Deacetylbaccatin III
(C11700)

Acetyl-CoA (C00024) Additive R06311

these two toxins are the toxins nodularin (C15713) and okadaic acid (C01945), which too
have a high chance of disrupting the pathways. A detailed result of the presence of toxins in
the several pathways have been documented in the Table 6.8.

6.5.5 Analysis of ASAPP with respect to other algorithms

There exist several pathway prediction algorithms, viz., PathoLogic [212], PathMiner [272],
Pathway hunter [324], Um-PPS [132], and Rahnuma [282]. However, ASAPP has a differ-
ent aim compared to these methods. Besides, it has been noticed that apart from PathPred,
none of the other algorithms are publicly available. Although PathPred is available, there is
a fundamental difference between the functionality of PathPred and ASAPP. PathPred takes
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Table 6.9: Comparative analysis of ASAPP with some existing algorithms

Tool name Aim Input Output Application
domain

Web Avail-
ability

ASAPP Predict possible
pathway (linear/non-
linear) among them

List of metabo-
lites

Pathway with all
the given metabo-
lites predicted

All metabolic
pathways

Available

PathoLogic
[212]

Creating pathway
genome database
(PGDB) file

Annotated
genome of an
organism

PGDB file Xenobiotic
pathways

Unavailable

PathMiner
[272]

Find linear path
between these two
compounds from
KEGG

Initial metabolite,
final metabo-
lite in SMILES
format

Linear pathway Xenobiotic
pathways

Unavailable

Pathway
hunter
[324]

Find shortest path
between two metabo-
lites using KEGG
pathway information

Two metabolites
in SMILES for-
mat

Shortest linear
pathway

Xenobiotic
pathways

Unavailable

PathPred
[285]

Predict all path-
ways in which that
metabolite is present
from KEGG

One metabolite Set of pathways Xenobiotic
pathways

Available

Um-
PPS [132]

Recognize functional
group in metabolite
and apply group to
group transformation
as enlisted in UM-
BBD database

One metabo-
lite, draw the
metabolite on
MarvinView Java
applet

Predict all path-
ways in which
that metabolite is
present

Xenobiotic
pathways

Unavailable

Rahnuma
[282]

Predict pathways us-
ing the metabolites
from KEGG

KEGG pathways,
metabolites

Pathways in
which the
metabolites
occur

Bio-
degradation
pathways

Unavailable

in one metabolite as input and finds all the pathways involving that metabolite from KEGG
database. PathPred does not predict a new pathway. ASAPP, on the other hand, takes a
group of metabolites as inputs and predict possible pathways involving them. Moreover, un-
like ASAPP, the functionality of PathPred is limited to xenobiotic pathways. Unavailability
of the prediction algorithms and the limited functionality of PathPred makes ASAPP more
significant. A summary of the analysis of ASAPP with respect to the other algorithms has
been given in Table 6.9.

Prediction of host-pathogen interactions has been done at the population level [95], gene-
level [329] and protein-level [12] [266] [297] [125]. At the population level, the statistics of
the population of pathogen species interacting with host species are taken into consideration
to predict novel interactions between a new pathogen and a host species [95]. At the gene-
level, the pair of genes, one from the host and the other from the pathogen, is predicted to
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Table 6.10: Analysis of prediction systems in the domain of host-pathogen interactions

Tool Description Level Aim

ASAPP Metabolite Predict possible pathway breaks due to toxins produced by pathogens

Dallas et al. [95] Population Predict connections between host species and pathogen species on a
population level

Reid et al. [329] Gene Predict genes involved in host-pathogen interactions

Alguwaizani et
al. [12]

Protein Predict unknown PPI

Mariano et
al. [266]

Protein Predict unknown PPI

Nourani et
al. [297]

Protein Predict unknown PPI

Dyer et al. [125] Protein Predict unknown PPI

be interacting [329]. Host-pathogen interactions at the protein level are well studied. Host
proteins, which interact with pathogen proteins, are predicted [266]. However, none has been
done on the basis of metabolites and disruption of pathways. A summary of the analysis of
ASAPP in the domain of host-pathogen interactions has been given in Table 6.10. ASAPP is
one of a kind algorithm using which one can predict the probable pathway breaks in the host
due to toxins from pathogens.

6.6 Conclusions

We have developed a novel algorithm ASAPP (Architectural Similarity-based Automated
Pathway Prediction), which predicts biochemical transformations from the two-dimensional
structure of metabolites. We have predicted the chance of transformation of one metabolite
to another, depending on the two-dimensional structural similarity among the metabolites
and the difference in their molecular weights. Based on these factors, we have given a score
to each transformation and applied various threshold policies to determine the final list of
probable transformations. Unlike other similar algorithms for pathway prediction, ASAPP
has been made publicly available at http://asapp.droppages.com/.

By in silico analysis, we have shown how the presence of toxin in the host body may ad-
versely affect its metabolic pathways. Here, we have predicted the outcome of 52 such toxins
on the Glycolysis pathway and the TCA cycle. The effect of toxins on other pathways still
needs to be explored. The field of host-pathogen interactions is emerging as a crucial area of
infectious disease research in the post-genomic era. It is a budding research field where new
discoveries are getting announced almost each day throughout the globe. The discovery of
the dynamics of pathway perturbation during host-pathogen interactions will aptly facilitate
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further development in the field of discovering new drugs and new therapies for different
diseases. Likewise, pathway perturbation is a crucial aspect of pathogen infection. Hence,
further study on in this field is needed in the future.

Toxins not only affect metabolic pathways, but also affect signaling pathways. Thus,
analyzing the effect of toxins on signaling pathways is a key issue in understanding host-
pathogen interaction dynamics. In the next chapter, we analyze the effect of perturbation of
signaling pathways by bacterial toxins. We develop a Boolean logic-based Network Robust-
ness Analyzer (BNRA) that measures the robustness of a signal transduction pathway and
analyzes the effect of perturbation of pathways due to toxins.
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Chapter 7

Boolean Logic-based Network
Robustness Analyzer (BNRA) and Its
Application to a System of Host-Pathogen
Interactions [352]

7.1 Introduction

The human body is made up of metabolic as well as signal transduction pathway. Signal
transduction pathways regulate a wide spectrum of crucial cellular functions such as growth,
differentiation, metabolism, and survival. Toxic proteins from pathogens can bind to the host
proteins, which constitute such pathways, to alter key cellular functions or render them inac-
tive. For example, tuberculosis causing pathogen Mycobacterium tuberculosis perturbs the
PPM1A signaling pathway in macrophages. This action leads to the impairment of ability of
macrophages to generate antimicrobial response [348]. The antimicrobial response pathway
generates signals that help to defend microbial attack. Therefore, perturbation of such criti-
cal pathways that are the core to the immune response of the host, is life-threatening. Since
signal transduction pathways play a crucial role in the human body, the study of the effect of
toxins on pathways would be incomplete without the study of their effect on signal transduc-
tion pathways. In this chapter, we aim to analyze the effect of toxins on signal transduction
pathways.

Signal transduction pathways are one of the most important biological networks in living
cells. Perturbed signal transduction pathways result in many diseases, making it necessary
to understand their mechanism. The availability of high-throughput data combined with the
complexity of signaling mechanisms calls for a system-level understanding of signal trans-
duction pathways. Two major computational approaches used to study signaling networks
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are graph theory and dynamical system modeling. Both the approaches are useful; network
analysis (application of graph theory) helps us in understanding how the signaling network
is organized and what its information-processing capabilities are, whereas dynamical mod-
eling helps us in determining how the system changes with time and space upon receiving
stimuli. Computational models have helped identify several emergent properties that signal-
ing networks possess. Such properties include ultra-sensitivity, bi-stability, robustness, and
noise-filtering capabilities. These properties equip cell-signaling networks with the capacity
to disregard small or transient signals and/or amplify signals to drive cellular machines that
spawn numerous physiological functions associated with different cell states. One of the
crucial properties of signaling networks is robustness. Robustness of a network determines
the ability of the network to preserve its dynamic behavior upon changes to its structure.

In the field of systems biology, representing signal transduction pathways in the form
of Boolean networks are a very effective approach to computer-simulated analyses [213,
393]. A Boolean network is a directed graph where each vertex represents a protein in
a biological network, and each edge between two vertices signifies the interaction between
two proteins. Boolean networks have been used extensively, to trace the behavior of dynamic
gene/protein networks. State transition matrices derived from the dynamic behavior of these
systems allow application of standard inference methods to discover dependencies among
the elements present in such a system [6].

Kauffman [213] and Thomas [393] have pioneered Boolean network modeling of signal
transduction pathways. Akutsu et al. [5] and Dubrova et al. [121], have attempted to deter-
mine the stable states of a signal transduction pathway with the assumption that the in-degree
for each gene/protein is less than or equal to two. Akutsu et al. have later extended this in-
vestigation to focus on the theoretical aspect of finding attractors [4]. Devloo et al. [112]
have assumed the in-degree and out-degree of each gene/protein to be not more than three.
However, in biological networks, in-degree/out-degree of genes/proteins cannot be restricted
to a fixed number. In another investigation, Farrow et al. [138] have suggested a model that
have derived the steady states via scalar equation approach using the sum of product form
by utilizing the in-degrees of each of the genes/proteins. Yachie et al. [434] have described a
method to determine the stable states of a network by specifying a set of interaction rules for
a set of genes/proteins. However, in-applicability of these rules to all types of gene/protein
pairs limits its versatility. Apart from that, their method has been restricted to pluripotent
stem cells, hence not applicable to all signal transduction pathways, which makes the inves-
tigation purely domain-specific. Choo et al. [83] have developed an algorithm for identifying
a particular phenotype of stable states for a large-scale Boolean network. However, the said
algorithm could not derive the set of stable states for various networks, thus lacking ver-
satility. Dubrova et al. have considered each node in the pathways to have at most two
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predecessors [121]. Such limitations restrict the scope of analysis of large pathways with
highly connected hubs, i.e., vertices with many predecessors and successors.

Two significant drawbacks that govern the methods mentioned above are the size of the
initial network and types of interactions considered. It has been noticed that current state-of-
the-art investigations cannot process larger biological networks with more than 100 proteins.
However, when a more extensive network of 100 or more vertices has been taken into con-
sideration, the algorithms have failed to find the stable system states, robustness and stability
of the whole system due to large memory and computational requirements. State-of-the-art
algorithms have been able to handle only two types of interactions, activation, and inhibi-
tion [4,5,83,112,138,434], whereas, in the biological domain, many other interactions exist,
like ubiquitination, dissociation, and binding among others. Every algorithm has a speci-
fied format for input/output. In this case, all the investigations have discussed the algorithm,
but have not documented the type of input the algorithms work on and the format of output
generated by them. The implementations of these algorithms have not been made available.

In this chapter, we have developed a Boolean logic-based Network Robustness Analyzer
(BNRA) to determine the robustness of signaling networks. It ensures fast execution of the
algorithm through the use of bit vectors, breaking the network into multiple subnetworks, and
processing each subnetwork separately. The algorithm measures robustness of a network by
generating valid states that the network can be in. BNRA also allows users to perturb the
network, and visualize as well as quantify the change in its robustness due to perturbation.
The chapter has been divided into multiple sections, starting with the methodology which
describes the procedure of data collection. This is following by an elaborate description
of the working mechanism of BNRA, along with the development of a scoring system for
unperturbed networks and their perturbed counterparts. A step-by-step description of the
application of BNRA on a sample pathway has been described in details. This is followed
by the mathematical validation of BNRA, which outlines the mathematical properties of
the algorithm. The derivation of time complexity of the algorithm has been furnished in
the following section. BNRA has been applied to 221 pathways, which form the Results
section of the chapter. Among the 221 pathways considered, BNRA has analyzed 73 disease
pathways. Out of the 73 disease pathway considered, an analysis of nine of them have
been provided. A comparative analysis of BNRA with state-of-the-art algorithms have been
reported later.

7.2 Methodology

In this section, we develop the novel Boolean logic-based Network Robustness Analyzer
(BNRA) for visualizing signaling networks as undirected graphs using which it analyzes the
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effect of perturbation on such network and calculates their robustness. The effect of pertur-
bation is perceived by the change in robustness in a perturbed network from an unperturbed
one. The flow of computation in BNRA has been depicted in Figure 7.1.

A biological signaling network has been considered as a graph G, such that G = (V,E),
V being the set of vertices representing proteins and E being the set of undirected edges
representing the interaction type between pairs of proteins (vertices). These edges repre-
sent certain interactions between pairs of proteins leading to respective biological processes
including regulation of genes. Regulation of gene expression includes a wide range of mech-
anisms that are used by cells to initiate or prevent the production of specific gene products
(proteins or RNAs). A gene is said to be ON when it is activated to produce its specific gene
product (protein) and is OFF when the corresponding protein is not produced [251].

The proposed algorithm BNRA assumes that the expression level of a protein can be one
of two possible values (states), 1 (ON) and 0 (OFF). The presence of a protein is denoted
by state 1 while its absence is denoted by state 0. The states of all the proteins in a network
collectively depict a state of the network. A state of a network, involving the proteins (ver-
tices), is represented by an n-dimensional vector [251]. The value of each subnetwork of
the vector is 1 or 0 corresponding to the protein being ON/OFF. In the context of Boolean
networks as models of signal transduction pathway, the binary approximation of gene ex-
pression is only, as Huang puts it [192], a “logical caricature”. However, although biological
phenomena mostly manifest themselves in the continuous domain, they are often described
in binary logical language as ON/OFF, up-regulated/down-regulated and responsive/non-
responsive [361].

The edges in a graph represent the interactions between pairs of proteins. BNRA consid-
ers these edges to be undirected. Since an undirected graph has no concept of order, we have
chosen to calculate the allowable states of all the proteins and interactions of the network si-
multaneously. This form of Boolean model is referred to as a synchronized Boolean model.
The algorithm for BNRA has used the following terms:

• Stable state: A stable state of a network is referred to as a state of the network where
all the interactions among the proteins are consistent [193]. Since each protein can
have only one of the two states, there can be 2n distinct states of a network of n
proteins. Only a handful of these states form the stable-state. The stable states of a
network often encode critical biological processes [193]. The stable state table for a
sample network (n = 7) has been given in Figure 7.2 (a). As observed, there are 8
stable states in T1 (r1,1, r1,2, . . . , r1,8) for sample subnetwork G1 and 3 stable states
in T2 (r2,1, r2,2, r2,3) for sample subnetwork G2 (Figure 7.2 (c)). Each of these stable
states represents the stable states of the subnetwork, while the values 1/0 constituting
each of these states represent the state of the 7 proteins. Higher number of stable
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states, i.e., a large state space indicates that even if there is a perturbation in the protein
state, the network has a higher chance of going into another stable state where the
interactions among the proteins are consistent. On the other hand, in case of a lower
number of stable states, perturbation may produce a set of states where the interactions
among the proteins are not consistent. In other words, the chances of landing on to the
states, where the interactions among the proteins are not consistent, are high. Hence,
more the number of stable states, higher is the stability of the network.

• Perturbation: Here perturbation of a network is simulated by introducing noise for
which state(s) of protein(s) change(s) [213]. One unit of noise, in this regard, changes
the value of a single protein from 0 to 1 or vice versa. BNRA explores how such a
single bit change affects the stability of the entire network.

• Cycle: From the stable states of a network, a new undirected graph G′ = (V ′, E ′) is
formed. Each vertex v′l in V ′l represents a stable state. Each edge e′l in E ′l represents an
undirected edge between two vertices v′l,i, v

′
l,i′ , such that there is a Hamming distance

of 1 between the two stable states v′l,i and v′l,i′ . Consider the sample network in Figure
7.2 (a). In Figure 7.2 (b), each of the stable states r1,1, r1,2, . . . , r1,8 correspond to
vertices v′1,1, v

′
1,2, . . . , v

′
1,8 of G′. The vertices v′1,1 (r1,1 ≡ 0000) and v′1,2 (r1,2 ≡ 0100)

will have an edge between them since they are 1-Hamming distance apart. However,
the vertices v′1,1 (r1,1 ≡ 0000) and v′1,3 (r1,3 ≡ 1100) are not connected by an edge
since they are 2-Hamming distance apart. In this way, we have got Figure 7.2 (e) where
vertices (square shaped) represent stable states. A cycle in graph G′ consists of three
or more stable states such that any two states of the cycle differ exactly in a single
position [213]. An example of a cycle in the sample network depicted in Figure 7.2
(e) is v′1,3 − v′1,7 − v′1,6 − v′1,2. These cycles represent biological processes [318]. The
cycles in a network’s state space are called attractors [121]. By finding cycles, we aim
at investigating the extent to which a network withstands perturbations without going
into an unstable state. A detailed description of the working principle of BNRA on a
sample pathway has been given in Section 2.3.

BNRA generates the stable state table and calculates robustness of signaling networks.
It starts with the data collection phase in which it extracts information on signaling net-
works whose robustness is to be calculated. This is followed by filtering the interactions and
fragmentation of the initial network. For each of the disconnected subnetworks obtained,
the steps initialization, redundant copying, elimination, and robustness calculation are re-
peatedly performed. This is followed by computing Rscore, called robustness score for an
unperturbed network, and PRscore, called robustness score for a perturbed network.
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Figure 7.1: The diagram depicting the flow of the algorithm BNRA

7.2.1 Data Collection

Information on signaling networks has been obtained from Kyoto Encyclopedia of Genes
and Genomes (KEGG) [209]. KEGG provides information about signaling networks in the
form of the KEGG Markup Language (KGML) files (Section A.5.1 of Appendix A, Ap-
pendix B.4). BNRA considers KGML files as input and gives a measure of robustness of the
network, before and after perturbation, as output.

7.2.2 Algorithm BNRA

Consider an undirected network G(V,E) depicting proteins and interactions among them in
a signaling network. The vertices represent proteins. An edge between a pair of vertices
depicts the interaction between a pair of proteins. The usage of undirected edges is due to
the fact that some of the interaction types cannot be represented by directed edges (Section
2.2.3). A summary of the variables used in the algorithm BNRA has been described in Table
7.1. The algorithm involves filtering, fragmentation, synchronized update, computation of
robustness and exploring dynamics of altered behavior of the networks. We now describe
each of these steps in detail. The flow of computation in BNRA is depicted in Figure 7.1.

Filtering

The interactions among pairs of proteins are of the format p [interaction type] q, where p
and q are the proteins. These interactions are of the types activation, inhibition, bind-

ing/association, ubiquitination, expression, phosphorylation, dephosphorylation, compound,
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Table 7.1: Summary of the variables used in BNRA

Name Description

G initial graph representing a given (initial) signaling network

V set of vertices (proteins) in G

E set of edges (interactions) in G

α number of disconnected subgraphs (subnetworks) of G

Gl lth subnetwork of G, 1 ≤ l ≤ α

Vl set of vertices in lth subnetwork of G

El set of edges in lth subnetwork of G

nl number of proteins in lth subnetwork, i.e., nl = |Vl|

βl number of interactions in lth subnetwork, i.e., βl = |El|

p, q proteins participating in an interaction

el,j jth interaction of lth subnetwork Gl, where 1 ≤ j ≤ βl
vl,j,1 and vl,j,2 proteins involved in jth interaction of lth subnetwork Gl where 1 ≤ j ≤ βl
ml number of states of lth subnetwork

Tl state table of lth subnetwork; Tl = [tl,s,k] where an entry tl,s,k is the state of kth
protein in sth state from state table Tl of lth subnetwork, 1 ≤ s ≤ ml, 1 ≤ k ≤ nl

rl,s sth (1 ≤ s ≤ ml) state in state table Tl of lth subnetwork, i.e., sth row of Tl

cl,k states of kth (1 ≤ k ≤ nl) protein in the state table Tl of lth subnetwork, i.e., kth
column of Tl

Sl ordered sequence of proteins forming state table Tl for lth subnetwork, Sl,k denotes
the protein corresponding to the kth column of Tl

M table M = [s′, s′′, l] where each row consists of 3 columns. An entry < s′, s′′, l >
denotes the row numbers s′ and s′′ (s′ 6= s′′) representing two stable states rl,s′ and
rl,s′′ in Tl. Stable states rl,s′ and rl,s′′ are 1-Hamming distance apart. The last column
of M holds the corresponding subnetwork number l, 1 ≤ l ≤ α

G′
l undirected graph formed using the entries in the first two columns of the table M

V ′
l set of vertices inG′

l, where each vertex v′ corresponds to a row s′ of a stable state rl,s′
in Tl

E′
l set of edges in G′

l, where each edge connects two vertices in G′
l representing two

stables states that are 1-Hamming distance apart

151



missing and indirect effect. The interaction type compound gives intermediate of two inter-
acting proteins, and cannot be represented in terms of 0/1. Hence, BNRA has filtered out
these interactions from the initial set of interactions. The missing interactions have also been
eliminated since information on these interactions are unavailable. Interactions of the type
indirect effect too have been removed, since the effect between two participating proteins has
no molecular details as to what effect one protein would have on the other when it is switched
ON/OFF. BNRA has performed preprocessing steps to filter out these interactions from the
initial set of interactions. The filtering module is followed by fragmentation module.

Fragmentation

In this module, we check if the initial (given) network can be partitioned into disconnected
subnetworks. Most of the networks after getting filtered have been observed to be clustered
into α disconnected subnetworks [213], such that

G(V,E) = G1(V1, E1) ∪G2(V2, E2) ∪ . . . Gα(Vα, Eα) (7.1)

where G1, G2, . . . Gα represent α subnetworks of a network G, such that V =
α⋃
l=1

Vl, E =

α⋃
l=1

El, Vl
⋂
l 6=l′

Vl′ = ∅, El
⋂
l 6=l′

El′ = ∅, 1 ≤ l, l′ ≤ α, and ∅ being the null set. BNRA finds

the disconnected subnetworks, if any, using Depth-First Search (DFS). For example, consider
the sample network depicted in Figure 7.2 (a). The interaction b missing e is removed due
to the filtering phase. This led to fragmentation of the initial network to two subnetwork, G1

with vertices a, b, c, d and G2 with vertices e, f, g.

Synchronized update: Generation of stable state table

In order to understand the stability of a network, a stable state table for each of the discon-
nected subnetworks has been generated. A stable state table is a collection of stable states
(rows). Here, each row rl,s of the stable state table Tl depicts sth stable state of the stable
state table Tl corresponding to lth subnetwork. Each column of Tl is denoted by cl,k, and
represents the states of kth protein for ml stable states. Each row rl,s represents a stable state
such that there are no conflicting interactions among the vertices denoted by the columns.
For example, Figure 7.2 (b) is the stable state table for a sample network in Figure 7.2 (a).
The number of stable states ml for lth subnetwork having nl proteins is always less than or
equal to 2nl . BNRA uses a set of interaction rules, as described below, which are curated to
form the stable states, and thereby stable state tables.

• activation/expression: The interaction ‘p activation/expression q’ indicates that pro-
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tein p activates/expresses protein q [189]. For such an interaction, protein q can get
activated/expressed in the presence of protein p. However, it may so happen that pro-
tein q is already activated/expressed by some other protein(s), even though protein p is
OFF. Therefore, activation/expression is depicted by 00, 01, 11 for p, q [6]. The situ-
ation that protein p is active but q is inactive after applying activation, is not possible
and thus 10 is not feasible.

• inhibition/repression: The interaction ‘p inhibition/repression q’ indicates that protein
p inhibits/deactivates protein q [189]. In such a case, when p is ON (active), q will
be turned OFF (inactive), and if p is OFF, q will be turned ON. However, just like
activation/expression, protein q can already be inhibited by some other protein(s), even
though protein p is OFF. Therefore inhibition/repression is represented by 00, 01, 10

for p, q [6], while 11 is not possible.

• binding/association: Two proteins p and q can bind if both of them are inactive, anyone
of them is active or both are active. Therefore, in the present formulation, when two
proteins bind, the corresponding binding/association is represented by 00, 01, 10, 11

[295].

• ubiquitination: The process of ubiquitin getting attached to a protein sequence is ubiq-

uitination. Ubiquitin exists in cells either freely or covalently conjugated with other
proteins [400]. Since they are almost always present in a cell, unlike binding, if a
protein is present in the cell, ubiquitination will occur. Otherwise, it will not occur.
Hence, ubiquitination is represented by 00, 11 [295].

Unlike activation, inhibition, expression and repression, other types of interactions, viz.,
binding/association and ubiquitination, cannot be given a direction. When proteins bind,
the action of binding is not directed, i.e., binding of protein p with q results in the same
outcome as binding of protein q with p. Hence BNRA uses undirected networks to represent
biological networks. Using the aforesaid rules, BNRA forms a stable state table for each of
the subnetworks of the initial (given) network.

In order to construct the state table T , proteins and the interactions among them are taken
into consideration. BNRA obtains the set of interactions from KEGG, which the algorithm
processes to form the stable state table T . BNRA selects interactions one by one, and the
possible effects of each of these interactions are reflected in the state table, and the proteins
pertaining to this interaction are appended to S. Hence, Sl,k contains the protein whose
values corresponds to the entries in the kth column of Tl. The order of consideration of inter-
actions to update the current state table does not affect the state of the final stable state table.
Final stable state table is obtained after all the interactions of the network are considered,
and the state table is updated accordingly. (Section 3, Lemma 1). However, the order of

153



consideration of types of interactions has been observed to affect the execution time (Section
3, Lemma 3). In order to expedite processing, for each of the disconnected subnetworks,
the interaction list is re-arranged such that the interactions binding/association are processed
after all the other types of interactions are considered and their effect is incorporated in T
(Section 3, Lemma 3).

Algorithm 3 Boolean logic-based Network Robustness Analyzer (BNRA)
for l from 1 to α

initialization()
for j from 1 to βl

redundant copying()
elimination()

robustness calculation()

Step 1: Initialization The execution of BNRA starts with the initialization phase. As ex-
plained earlier, BNRA considers a set of interactions from KEGG, which define the dynamics
of the initial (given) network. In this step, the state table T for each of the disconnected sub-
networks of the given network is initialized according to the first interaction encountered by
BNRA. Consider lth subnetworkGl(Vl, El) of the initial network, where Vl is the set proteins
and El is the set of interactions among them. The proteins associated with jth interaction el,j
in lth subnetwork are represented by vl,j,1 and vl,j,2. The state table Tl is a two-dimensional
matrix which is initialized with the first interaction el,1 involving the proteins vl,1,1 and vl,1,2.

If the first interaction encountered by BNRA from the interaction set, corresponding to
the lth subnetwork, is inhibition/repression, the state table Tl is initialized as

Tl =



cl,1 cl,2

rl,1 0 0

rl,2 0 1

rl,3 1 0

 (7.2)

If the first interaction is ubiquitination then

Tl =


cl,1 cl,2

rl,1 0 0

rl,2 1 1

 (7.3)
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If the first interaction is activation/expression then

Tl =



cl,1 cl,2

rl,1 0 0

rl,2 0 1

rl,3 1 1

 (7.4)

If the interaction is binding/association then

Tl =



cl,1 cl,2

rl,1 0 0

rl,2 0 1

rl,3 1 0

rl,4 1 1


(7.5)

The size of Tl is depicted by ml (number of rows) and nl (number of columns), and
sometimes by (ml, nl). For binding/association, the current size of Tl is (4, 2), for ubiqui-

Initialization()
if el,1 is activation/expression
tl,1,1 = 0, tl,1,2 = 0, tl,2,1 = 0, tl,2,2 = 1, tl,3,1 = 1, tl,3,2 = 1

ml = 3, nl = 2

if el,1 is inhibition/repression
tl,1,1 = 0, tl,1,2 = 0, tl,2,1 = 0, tl,2,2 = 1, tl,3,1 = 1, tl,3,2 = 0

ml = 3, nl = 2

if el,1 is ubiquitination
tl,1,1 = 0, tl,1,2 = 0, tl,2,1 = 1, tl,2,2 = 1

ml = 2, nl = 2

if el,1 is binding/association
tl,1,1 = 0, tl,1,2 = 0, tl,2,1 = 0, tl,2,2 = 1

tl,3,1 = 1, tl,3,2 = 0, tl,4,1 = 1, tl,4,2 = 1

ml = 4, nl = 2

Sl is initialized by appending it with vl,1,1 and vl,1,2

tination the size is (2, 2), and for other types of interactions, the sizes are (3, 2). An entry
tl,s,k in Tl denotes its element in sth row and kth column, such that 1 ≤ s ≤ ml,≤ k ≤ nl.
A set Sl corresponding to the lth subnetwork is maintained, where Sl is the set of proteins
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encountered by BNRA and already incorporated in Tl. When a new protein (not in Sl) is
encountered, it is appended to Sl. Before initialization, Sl is empty. After initialization, pro-
teins involved in the initial interaction are appended to Sl. Sl will eventually be of length nl
when all the interactions of lth subnetwork have been processed.

Step 2: Redundant copying A copy of the current state table is made and appended below
current state table. After the initialization phase, state table Tl at any point of time may look
like

Tl =



cl,1 cl,2 ... cl,nl

rl,1 1 1 . . . 1

rl,2 0 1 . . . 1

... . . . . . . . . . . . .

rl,ml 0 0 . . . 1


(7.6)

In the next step, the next interaction from the list is processed. Let the upcoming interaction
be vl,j,1 interaction vl,j,2, where vl,j,1, vl,j,2 are the proteins and an interaction can be one of
activation, inhibition, expression, repression, binding/association or ubiquitination. In such
a scenario, BNRA deals with three cases:

• Case 1: vl;j,1 6∈ Sl and vl;j,2 6∈ Sl
• Case 2: vl;j,1 ∈ Sl or vl;j,2 ∈ Sl
• Case 3: vl;j,1 ∈ Sl and vl;j,2 ∈ Sl

where 1 ≤ j ≤ βl. For each of these cases, the copying mechanism varies.

Case 1 (vl;j,1 6∈ Sl and vl;j,2 6∈ Sl): Both the proteins involved in the interaction are not
in Sl. This indicates that the effect of the interaction needs to be reflected on Tl in the form
of addition of two new columns cnl+1

, cnl+2
to Tl. Proteins pertaining to the interaction is

appended to Sl. The newly added columns of state table are populated with 0/1 accordingly.
When the interaction is binding/association, the new state table Tl becomes

(Tl)4ml,(nl+2) =



c1:nl cnl+1
cnl+2

r1:ml (Tl)ml,nl 0 0

rml+1:2ml
(Tl)ml,nl 0 1

r2ml+1:3ml
(Tl)ml,nl 1 0

r3ml+1:4ml
(Tl)ml,nl 1 1


(7.7)
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Here, three copies of initial state table (Tl)ml,nl are made and placed below the initial set of
states one after the other. The updated Tl is now of size (4ml, nl + 2). Two proteins vl,j,1
and vl,j,2 have been put into Sl. Sl is of size nl + 2. When the interaction is activation or
expression, Tl becomes

(Tl)3ml,(nl+2) =



cl,1:nl cl,nl+1
cl,nl+2

r1:ml (Tl)ml,nl 0 0

rml+1:2ml
(Tl)ml,nl 0 1

r2ml+1:3ml
(Tl)ml,nl 1 1

 (7.8)

When the interaction is inhibition or repression, new Tl is

(Tl)3ml,(nl+2) =



c1:nl cnl+1
cnl+2

r1:ml (Tl)ml,nl 0 0

rml+1:2ml
(Tl)ml,nl 0 1

r2ml+1:3ml
(Tl)ml,nl 1 0

 (7.9)

Likewise, When the interaction is ubiquitination, Tl becomes

(Tl)2ml,(nl+2) =


cl,1:nl cl,nl+1

cl,nl+2

r1:ml (Tl)ml,nl 0 0

rml+1:2ml
(Tl)ml,nl 1 1

 (7.10)

The size of new Tl for activation/expression/inhibition/repression is (3ml, nl + 2), for ubiq-

uitination size is (2ml, nl + 2), and for binding/association the size is (4ml, nl + 2). Sl is
updated by including vl,j,1 and vl,j,2 to its end. Sl is of size nl + 2.

Case 2 (vl;j,1 ∈ Sl or vl;j,2 ∈ Sl): In this case, one of the proteins, among the two
proteins involved in the interaction being processed, is already in Sl. The other protein (not
in Sl) needs to be added to update Tl, and is appended to Sl. For any of the interactions, the
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updated state table Tl becomes

(Tl)2ml,(nl+1) =


cl,1:nl cl,nl+1

r1:ml (Tl)ml,nl 0

rml+1:2ml
(Tl)ml,nl 1

 (7.11)

The updated Tl is now of size (2ml, nl + 1). Sl is of size nl + 1.

Case 3 (vl;j,1 ∈ Sl and vl;j,2 ∈ Sl): In this case, both the proteins are already present in
Sl and hence no change in Sl is needed. No change is needed for Tl in this case when the in-
teraction is binding/association (Section 2, Lemma 2). For this interaction, elimination phase
is skipped to process the next interaction since binding/association has no constraint, and all
the previously processed interactions satisfy the interaction rules of the binding/association

interaction. When the interaction is any of the other types, instead of binding/association,
the algorithm directly goes over to the next step, i.e., elimination. Other types of interactions
have constraints. For example, the activation interaction between two proteins does not al-
low the proteins to be in state 10, while inhibition does not allow the state of 11. Hence
the elimination step (Step 3) needs to be executed over the current state table Tl to remove
rows that do not satisfy the interaction rules. Consider the example depicted in Figure 7.3.
In Step 5, the states r5 and r6 are removed since such states are not supported by inhibition.
However, if an interaction b binding/association d, is encountered by BNRA such that both
b and d are already present in Sl, then no states in Tl will be eliminated.

Step 3: Elimination Elimination, the final step of state table formation, follows the step of
redundant copying (Step 2). In this step, the states (rows) which do not satisfy the interaction
rules (Section 2.2.3) are removed. Consider an interaction vl,j,1 interaction vl,j,2, such that
1 ≤ j ≤ βl.

For Case 1 of Step 2, no elimination is needed. For Case 2 of Step 2, either vl,j,1 or vl,j,2 is
already present in Sl. Let Sl,k be the protein which is present in Sl, such that 1 ≤ k ≤ nl. For
all the rows in Tl, the values in columns k and nl + 1 must satisfy the interaction rules with
respect to the interaction type between vl,j,1 and vl,j,2. If the current interaction is activation,
expression or ubiquitination, the values in columns k and nl + 1 should be 00, 01, 11. Rows
in which the entries in columns k and nl + 1 are 1 and 0 respectively, have been removed. If
the current interaction is inhibition or repression, the values in columns k and nl + 1 should
be 00, 01, 10. Rows in which the values in columns k and nl+1 are 11 have been removed.

For Case 3, both vl,j,1 and vl,j,2 are present in Sl. The vertices vl,j,1 and vl,j,2 in Sl are

158



Redundant copying()
if (el,j is binding/association) and (vl,j,1 6∈ Sl and vl,j,2 6∈ Sl)

Append vl,j,1, vl,j,2 to Sl
T ′l = Tl
Perform the operation [T ′l .append(Tl)] 3 times
Tl = T ′l
[m′l, n

′
l] =size(T ′l )

Initialize a new matrix Tl of size [m′l, n
′
l + 2]

Tl,1:m′l,1:n′l
= T ′l,1:m′l,1:n′l

Tl,1:ml,nl+1 = 0, Tl,1:ml,nl+2 = 0

Tl,ml+1:2ml,nl+1 = 0, Tl,ml+1:2ml,nl+2 = 1

Tl,2ml+1:3ml,nl+1 = 1, Tl,2ml+1:3ml,nl+2 = 0

Tl,3ml+1:4ml,nl+1 = 1, Tl,3ml+1:4ml,nl+2 = 1

[ml, nl] = [m′l, n
′
l + 2]

if (el,j is not binding/association) and (vl,j,1 6∈ Sl and vl,j,2 6∈ Sl)
Append vl,j,1, vl,j,2 to Sl
T ′l = Tl
if (el,j is ubiquitination)
T ′l .append(Tl)
Tl = T ′l
[m′l, n

′
l] =size(T ′l )

Initialize a new matrix Tl of size [m′l, n
′
l + 2]

Tl,1:m′l,1:n′l
= T ′l,1:m′l,1:n′l

Tl,1:ml,nl+1 = 0, Tl,1:ml,nl+2 = 0

Tl,ml+1:2ml,nl+1 = 1, Tl,ml+1:2ml,nl+2 = 1

else
Perform the operation [T ′l .append(Tl)] 2 times
Tl = T ′l
[m′l, n

′
l] =size(T ′l )

Initialize a new matrix Tl of size [m′l, n
′
l + 2]

Tl,1:m′l,1:n′l
= T ′l,1:m′l,1:n′l

Tl,1:ml,nl+1 = 0, Tl,1:ml,nl+2 = 0

Tl,ml+1:2ml,nl+1 = 0, Tl,ml+1:2ml,nl+2 = 1

if (el,j is inhibition/repression)
Tl,2ml+1:3ml,nl+1 = 1, Tl,2ml+1:3ml,nl+2 = 0

else
Tl,2ml+1:3ml,nl+1 = 1, Tl,2ml+1:3ml,nl+2 = 1

[ml, nl] = [m′l, n
′
l + 2]
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if (el,j is binding/association) and (vl,j,1 6∈ Sl or vl,j,2 6∈ Sl)
Tl.append(Tl)
[m′l, n

′
l] =size(Tl)

Tl,1:m′l,1:n′l
= T ′l,1:m′l,1:n′l

Initialize a new matrix T ′l of size [m′l, n
′
l + 1]

[ml, nl] = [m′l, n
′
l + 1]

T ′l,1:ml,nl+1 = 0, T ′l,ml+1:2ml,nl+1 = 1

T = T ′

if vl,j,1 ∈ Sl
Append vl,j,2 to Sl

else
Append vl,j,1 to Sl

if (el,j is not binding/association)
elimination()

if (el,j is not binding/association) and (vl,j,1 and vl,j,2 ∈ Sl)
elimination()

represented by Sl,k1 and Sl,k2 such that 1 ≤ k1, k2 ≤ nl, k1 < k2. The indices of the
vertices vl,j,1 and vl,j,2 in Sl are k1 and k2. For inhibition/repression, rows in Tl, where
(Tl):,k1 = 1 and (Tl):,k2 = 1, are discarded. The term (Tl):,k stands for the entries in all
the rows of kth column. Similarly, for activation/expression, rows in Tl where (Tl):,k1 = 1

and (Tl):,k2 = 0 are discarded. For ubiquitination, rows in Tl where (Tl):,k1 6= (Tl):,k2 are
discarded. No operation is needed when the interaction is binding/association since it allows
all possible combinations of 0’s and 1’s (Section 3, Lemma 2). As soon as the elimination
step is executed, the remaining interactions in lth subnetwork are taken into account, and
Steps 2 and 3 are repeatedly performed until the interaction list gets exhausted.

Robustness

The robustness of a network determines its ability to withstand perturbation. BNRA deter-
mines the robustness of a network G based on two parameters - a robustness score termed as
Rscore introduced in this chapter, and the number of cycles (cycle count) obtained from the
stable state table Tl (Section 2).

Initially, BNRA creates a table M . Each row < s′, s′′, l > of M has 3 columns which
holds the row numbers s′ and s′′ of the stable states which are 1-Hamming distance apart,
and the subnetwork number l for which the stable states are considered. The total number of
rows in M is the number of stable state pairs which are 1-Hamming distance apart. In order
to populate M for the given network G, BNRA exhaustively finds the row numbers (s′, s′′)
of all the pairs of stable states in Tl, which are 1-Hamming distance apart.

Using M , BNRA forms a graph G′ from which number of cycles is to be determined.
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Elimination()
if vl,j,1 or vl,j,2 ∈ Sl
k = j such that Sl,j == vl,j,1 or Sl,j == vl,j,2
for s from 1 to ml

if el,j is association/expression and tl,s,k == 1 and tl,s,nl+1 == 0

Delete Tl,s
ml = ml − 1

if el,j is inhibition/repression and tl,s,k == 1 and tl,s,nl+1 == 1

Delete Tl,s
ml = ml − 1

if el,j is ubiquitination and tl,s,k 6= tl,s,nl+1

Delete Tl,s
ml = ml − 1

if vl,j,1 ∈ Sl and vl,j,2 ∈ Sl
k1 = j such that Sl,j == vl,j,1, k2 = j such that Sl,j == vl,j,2
for s from 1 to ml

if el,j is activation/expression and tl,s,k1 == 1 and tl,s,k2 == 0

Delete Tl,s
ml = ml − 1

if el,j is inhibition/repression and tl,s,k1 == 1 and tl,s,k2 == 1

Delete Tl,s
ml = ml − 1

if el,j is ubiquitination and tl,s,k1 6= tl,s,k2
Delete Tl,s
ml = ml − 1

Like G,G′ is a collection of G′l such that G′l is formed based on entries in rows for which
values in 3rd column of M are l. The first two elements of each tuple in M , i.e., s′ and s′′,
are two vertices connected by an edge in G′. Thus each vertex pair (s′, s′′) represents an
edge between them. The number of cycles of length ranging from 3 to 20 has been found
from G′ by using DFS algorithm. It may be mentioned here that cycles of length 2 cannot
be formed. BNRA has found cycles of maximum length 20 for the 221 pathways considered
here. Consider the example, for which the table M and the graph G′ of the sample network
given in Figure 7.2 (a) are depicted in Figure 7.2 (c) and Figure 7.2 (d) respectively.

A cycle is made up of multiple stable states, where one stable state differs by one bit from
the stable states which are its immediate neighbors. The network/subnetwork can exist in one
of the stable states. It is now perturbed by introducing one unit of noise through arbitrarily
changing the value of a single protein. After perturbation, the system may return to one of
the stable states in the cycle, move to a stable state belonging to a different cycle, or may
land onto an unstable state. It may be mentioned here that these cycles represent biological
processes [318]. The stages of a biological process are represented by these stable states in
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the cycles. Hence, more the number of cycles, higher is the robustness of the network [213].
We now define Rscore as the average of the robustness scores of the individual subnet-

works in a network. Rscore reflects the stability of the entire network. Robustness score of
each subnetwork is the ratio of the total number of stable states ml obtained, to the possible
number of states for nl proteins. Thus, Rscore of G is defined as

Rscore =
1

α

α∑
l=1

ml

2nl
(7.12)

The value of Rscore lies between 0 and 1. Higher the number of stable states, higher is the
value of Rscore. Higher number of stable states indicates a lower number of inconsistent
states. Therefore, higher the value of Rscore, more robust the network is.

Perturbation

When a network is subjected to perturbation, the state of one or multiple proteins within
the network changes [22]. This may affect the normal functioning of the pathway and its
stability [213]. The network’s tolerance towards perturbation determines the robustness of a
network. BNRA finds the change in robustness of a network when an external protein (toxin)
has an effect (i.e., inhibition, activation and so on) on one or more proteins of the network.
The robustness of the new network after introduction of a new toxin has been derived in the
form of PRscore, where

PRscore =
1

α

α∑
l=1

m′′l
2n
′′
l

(7.13)

The term m′′l is the number of stable states and n′′l (= nl +1) is the number of proteins after a
toxin is introduced into the lth component of the network. It has been observed that if highly
connected proteins are perturbed, the stability of a network is affected by a greater extent
than perturbing other proteins.

BNRA is equipped to deal with the issue of perturbation, which it solves without recom-
puting the stable state table. When an additional input is given in the form of a new protein
and its interaction with an existing protein belonging to the initial network, BNRA efficiently
computes the modified Rscore along with the cycle count. From the perturbed network, the
PRscore is calculated as above.

Before perturbation, the stable state table is denoted by Tl. On perturbation by a toxin,
say t, the stable state table (Tl)ml,nl , is altered by adding a new column for toxin t as shown
in Figure 7.4. The step of redundant copying and elimination is carried out for t, to remove
rows with inconsistent entries. After elimination, the modified number of stable states is
denoted by m′′l . The modified number of nodes n′′l after perturbation is nl + 1. Thus, the size
of the stable state table Tl becomes (m′′l , n

′′
l ). A detailed description of perturbation with an
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example has been furnished in Section 2.3.

                                                                                                    

 

Row State a b c 

1 r2,1 0 0 0 
2 r2,2 0 0 1 
3 r2,3 1 1 1 

s’ s’’ l 
1 (v’1,1) 2 (v’1,2) 1 
1 (v’1,1) 4 (v’1,4) 1 

1 (v’1,1) 5 (v’1,5) 1 
2 (v’1,2) 6 (v’1,6) 1 
2 (v’1,2) 3 (v’1,3) 1 
3 (v’1,3) 7 (v’1,7) 1 
4 (v’1,4) 8 (v’1,8) 1 
5 (v’1,5) 6 (v’1,6) 1 
5 (v’1,5) 8 (v’1,8) 1 
6 (v’1,6) 7 (v’1,7) 1 

1 (v’2,1) 2 (v’2,2) 2 

Row State a b c d 

1 r1,1 0 0 0 0 
2 r1,2 0 1 0 0 
3 r1,3 1 1 0 0 
4 r1,4 0 0 1 0 
5 r1,5 0 0 0 1 
6 r1,6 0 1 0 1 
7 r1,7 1 1 0 1 
8 r1,8 0 0 1 1 

activation 

binding/association 

a 

b 

Sample network G 

Stable state table T for the network G 

v’1,8(r1,8) 

Graph G’ formed from table M 

(a) 

   (d) 

v’1,3(r1,3) 
v’1,6(r1,6) v’1,5(r1,5) v’1,4(r1,4) 

v’1,2(r1,2) 
v’1,1(r1,1) 

v'1,7(r1,7) 

   (e) 

Table M 

f

  b 

c 

d 

e

g c d 

e

g

  (b) 

activation a 

b 

binding/association 

f

  b 

   (c) 

   T1    T2 

Network after filtering phase 

   G1 
   G2 

v'2,1(r2,1) 

v'2,2(r2,2) 

   G’1 

   G’2 

Figure 7.2: The diagram depicting the flow of the algorithm BNRA with an example. Figure
7.2 (a) depicts the initial network G; Figure 7.2 (b) shows the initial network G being frag-
mented into subnetworks G1 and G2. The stable state tables T1 and T2 for the subnetworks
G1 and G2 respectively are shown in Figure 7.2 (c). Figure 7.2 (d) depicts table M formed
from T1 and T2. Figure 7.2 (e) provides the graphs G′1 and G′2 obtained from M .

7.2.3 Execution of BNRA on a sample pathway

Consider a sample network as given in Figure 7.2 (a). It involves seven proteins, viz.,
a, b, c, d, e, f, g, and six interactions. Each row in the table of Figure 7.2 (c) represents the
list of stable states, viz., r1,1, r1,2, . . . , r1,8 of subnetwork G1 and r2,1, r2,2, r2,3 of subnetwork
G2. The steps for obtaining the final stable state tables for each of the subnetworks has been
depicted in Figure 7.3.
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1. Initialization: 

processing  a 

activation b 

3. Redundant 

copying: Copy all 

columns 

2. Processing b inhibition c 

6. Current stable 

state table after 

execution of b 

inhibition c 

7. Redundant copying: Copy 

all columns 

9. Addition of a new column d and 

populating it with 0/1. 

4. Addition of a new 

column c and 

populating it with 0/1. 

10. Final stable state table 

 

State a b 

r1 0 0 
r2 0 1 
r3 1 1 
r4 0 0 
r5 0 1 
r6 1 1 

 

State a b c 

r1 0 0 0 
r2 0 1 0 
r3 1 1 0 
r4 0 0 1 
r5 0 1 1 
r6 1 1 1 

 

State a b c 

r1 0 0 0 
r2 0 1 0 
r3 1 1 0 
r4 0 0 1 
r5 0 1 1 
r6 1 1 1  

State a b c 

r1 0 0 0 
r2 0 1 0 
r3 1 1 0 
r4 0 0 1 

 

State a b c 

r1 0 0 0 
r2 0 1 0 
r3 1 1 0 
r4 0 0 1 

 

State a b c 

r1 0 0 0 
r2 0 1 0 
r3 1 1 0 
r4 0 0 1 
r5 0 0 0 
r6 0 1 0 
r7 1 1 0 
r8 0 0 1 

 

State a b c d 

r1 0 0 0 0 
r2 0 1 0 0 
r3 1 1 0 0 
r4 0 0 1 0 
r5 0 0 0 1 
r6 0 1 0 1 
r7 1 1 0 1 
r8 0 0 1 1 

 

State a b c d 

r1 0 0 0 0 
r2 0 1 0 0 
r3 1 1 0 0 
r4 0 0 1 0 
r5 0 0 0 1 
r6 0 1 0 1 
r7 1 1 0 1 
r8 0 0 1 1 

5. Elimination 

of last two 

rows after 

processing of 

b inhibition c 

8. Processing  c 

binding/association d 

 

State a b 

r1 0 0 
r2 0 1 
r3 1 1 

 

State a b 

r1 0 0 
r2 0 1 
r3 1 1 

(a) Formation of stable state table T1 for subnetwork G1

1. Initialization: processing  e 

ubiquitination f 

2. Processing g 

activation h 

 

State e f g 

r1 0 0 0 
r2 1 1 0 
r3 0 0 1 
r4 1 1 1 

 

State e f g 

r1 0 0 0 
r2 1 1 0 
r3 0 0 1 
r4 1 1 1 

 

State e f 

r1 0 0 
r2 1 1 
r3 0 0 
r4 1 1 

 

State e f 

r1 0 0 
r2 1 1 

 

State e f 

r1 0 0 
r2 1 1 

 

State e f g 

r1 0 0 0 
r2 0 0 1 
r3 1 1 1 

3. Redundant 

copying: Copy all 

columns 

4. Addition of a new column g and 

populating it with 0/1. 

5. Elimination 

of second row 

after 

processing g 

activation h 

6. Final stable 

state table 

(b) Formation of stable state table T2 for subnetwork G2

Figure 7.3: Diagram depicting steps for the formation of the final stable state table by BNRA
from the initial sample network given in Figure 7.2 (a).
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We start with the initial network G given in Figure 7.2 (a). In the filtering step, the inter-
action b missing e is removed. In the fragmentation step, the initial network G is fragmented
into two subnetworks, G1 and G2 as shown in Figure 7.2 (b). The stable state table for each
of the subnetworks can be formed in any order (Section 3, Lemma 1). However, for simplic-
ity, with regards to this example, formation of the stable state table of the subnetwork G1 is
carried out first followed by that of the other subnetwork G2. The steps for the formation of
stable state table T1 for the subnetwork G1 is depicted in Figure 7.3 (a), while the formation
of T2 for subnetworkG2 is shown in Figure 7.3 (b). In the first subnetworkG1, the first inter-
action to be processed is a activation b. It starts with initialization of a state table as shown
in Figure 7.3 (a). S1 has been updated from null to having elements a, b. T1 is currently of
size (3, 2) as depicted in Step 1 of Figure 7.3 (a).

The next interaction to be processed is b inhibition c as depicted in Step 2 of Figure 7.3
(a). One of the proteins, i.e., b is already in S1. Hence, a new column needs to be added to
T1 to include protein c. Before a new column is added, T1 has been made to go through the
step of redundant copying. Therefore, a single copy of the current state table T1 has been
appended to the end of the current T1, as depicted in Step 3 of Figure 7.3 (a), which results in
T1 having the size of (6, 2). Following this, a new column is added. Protein c has now been
added to T1 in the form of the new column, and populated with 0’s and 1’s as given in Step
4 of Figure 7.3 (a). Current size of T1 is (6, 3). S1 has been updated to have the elements
a, b, c. Since the interaction type is inhibition, states r5, r6 (rows 5 and 6 of Step 5) do not
satisfy the interaction rules, have thus been eliminated from T1. Therefore, the current size
of T1 is (4, 3) (Step 6).

The next interaction to be processed is c binding/association d. One of the proteins,
i.e., c is already in S1. Hence, a new column has to be added to T1. T1 further goes through
horizontal and vertical expansion. A copy of the current state table has been further appended
to the end of the current T1 (Step 7), which makes the size of T1 to be (8, 3) (Step 8).
The protein d has now been added to T1 in the form of a new column, and populated with
0’s and 1’s as given in Step 9. The horizontal expansion has made T1 to be of size (8, 4)

(Step 10). S1 has been updated to have the elements a, b, c, d. Since the interaction type is
binding/association, all the states in T1 satisfy the interactions rules, hence no elimination is
needed. Therefore, the current size of T1 is (8, 4). Since no more interactions are left to be
processed, the current state table is the final stable state table, where all the states r1 through
r8 are stable.

After creation of the stable state table T1 for the subnetwork G1, the stable state table T2

is formed for the subnetwork G2 in the same way. From the stable state tables, the table M
is formed as depicted in Figure 7.2 (d). The columns s′ and s′′ represent the row numbers in
either of T1 or T2 whose corresponding stable states are 1-Hamming distance apart. Hence,
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since r1,1 and r1,2 in T1 are 1-Hamming distance apart, they have been added toM . FromM ,
the graph G′1 is formed, such that the vertices v′1,1, v

′
1,2 . . . v

′
1,8 of the vertex set V ′1 correspond

to the stable states r1,1, r1,2 . . . r1,8 of T1. Likewise, the graph G′2 is formed, such that the
vertices v′2,1, v

′
2,2, v

′
1,3 of the vertex set V ′2 represent the stable states r2,1, r2,2, r2,3 of T2. The

edges are represented by the pair of states as given in Figure 7.2 (d). For example, the
vertices v′1,1 and v′1,4 belonging to subnetwork G′1 form an edge (row 1), and so does the pair
of vertices v′2,1 and v′2,2 (row 11) belonging to subnetwork G′2. Thus, we have got G′1 and G′2
(Figure 7.2 (e)).

InG′1, three cycles of length 4 each, two cycles of length 6 each and one cycle of length 8
(Figure 7.2 (e)) have been formed. These cycles are r1,2−r1,3−r1,7−r1,6−r1,2, r1,1−r1,4−
r1,8−r1,5−r1,1, r1,6−r1,5−r1,1−r1,2−r1,6, r1,1−r1,2−r1,3−r1,7−r1,6−r1,5−r1,1, r1,2−
r1,1− r1,4− r1,8− r1,5− r1,6− r1,2 and r1,3− r1,7− r1,6− r1,5− r1,8− r1,4− r1,1− r1,2− r1,3.
In G′2, no cycles can be formed.

In order to demonstrate the change in Rscore due to the change of a value of protein in
the network/subnetwork, let us consider the subnetwork G1 (Figure 7.2 (a)) in a stable state
r1,1 (0000). Consider the cycle v′1,1 − v′1,5 − v′1,8 − v′1,4 − v′1,1. Suppose a unit of noise is
introduced in the network such that the value of protein d is changed from 0 to 1. Now the
new state becomes 0001 which is a stable state and within the cycle. Hence, the network
is able to withstand the one unit noise/change and remain in the same cycle. Now suppose
instead of d, the protein a is perturbed, i.e., the value of a is changed from 0 to 1. Hence the
new state of the network becomes 1000. However, this state is an inconsistent state since it
is not in the stable state table T1. Therefore, the network is no longer stable. Since the stages
of a biological process are represented by these stable states in the cycles, it is crucial that
the network/subnetwork returns to one of the states within the cycle even after perturbation.
Even if the network/subnetwork makes transition from one cycle to another due to the one
unit noise/change, the network as a whole remains stable.

Before perturbation of the network G, the number of stable states for subnetwork G1 is
8 (m1) while the total number of possible states is 16 (= 24, where n1 = 4). The Rscore
of the sample subnetwork G1 given in Figure 7.2 (a) is 0.5. Considering the subnetwork
G2, it has 3 (m2) stable states and the total number of possible states is 8 (= 23, where
n2 = 3). Hence, Rscore of G2 is 0.375. Therefore, the Rscore of network G is 0.4375
(=(0.5+0.375)/2). Suppose a toxin, say t, is introduced into the sample network G, which
inhibits proteins b and d in G1 as given in Figure 7.4. As observed from the figure, after
perturbation the number of stable states is 10 (m′′) while the total number of proteins n′′1
(= n1 + 1) in the perturbed subnetwork G1 is 5. Therefore, PRscore for subnetwork G1

is 0.3125 . Before perturbation, the sample subnetwork G1 had an Rscore of 0.5. Since no
proteins are perturbed in subnetwork G2, its PRscore is the same as its Rscore, i.e., 0.375.
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Row State a b c d 

1 r1,1 0 0 0 0 
2 r1,2 0 1 0 0 
3 r1,3 1 1 0 0 
4 r1,4 0 0 1 0 
5 r1,5 0 0 0 1 
6 r1,6 0 1 0 1 
7 r1,7 1 1 0 1 
8 r1,8 0 0 1 1 

 

Row State a b c 

1 r2,1 0 0 0 
2 r2,2 0 0 1 
3 r2,3 1 1 1 

T1 before perturbation 
Number of stable states=8 
Number of nodes=4 

T2 before perturbation 
Number of stable states=3 
Number of nodes=3 
 

 

State a b c d 

r1,1 0 0 0 0 
r1,2 0 1 0 0 
r1,3 1 1 0 0 
r1,4 0 0 1 0 
r1,5 0 0 0 1 
r1,6 0 1 0 1 
r1,7 1 1 0 1 
r1,8 0 0 1 1 

Perturbation of G1 by toxin t 

 

State a b c d 

r1,1 0 0 0 0 
r1,2 0 1 0 0 
r1,3 1 1 0 0 
r1,4 0 0 1 0 
r1,5 0 0 0 1 
r1,6 0 1 0 1 
r1,7 1 1 0 1 
r1,8 0 0 1 1 
r1,9 0 0 0 0 
r1,10 0 1 0 0 
r1,11 1 1 0 0 
r1,12 0 0 1 0 
r1,13 0 0 0 1 
r1,14 0 1 0 1 
r1,15 1 1 0 1 
r1,16 0 0 1 1 

 

State a b c d t 

r1,1 0 0 0 0 0 
r1,2 0 1 0 0 0 
r1,3 1 1 0 0 0 
r1,4 0 0 1 0 0 
r1,5 0 0 0 1 0 
r1,6 0 1 0 1 0 
r1,7 1 1 0 1 0 
r1,8 0 0 1 1 0 
r1,9 0 0 0 0 1 
r1,10 0 1 0 0 1 
r1,11 1 1 0 0 1 
r1,12 0 0 1 0 1 
r1,13 0 0 0 1 1 
r1,14 0 1 0 1 1 
r1,15 1 1 0 1 1 
r1,16 0 0 1 1 1 

 

State a b c d t 

r1,1 0 0 0 0 0 
r1,2 0 1 0 0 0 
r1,3 1 1 0 0 0 
r1,4 0 0 1 0 0 
r1,5 0 0 0 1 0 
r1,6 0 1 0 1 0 
r1,7 1 1 0 1 0 
r1,8 0 0 1 1 0 
r1,9 0 0 0 0 1 
r1,10 0 1 0 0 1 
r1,11 1 1 0 0 1 
r1,12 0 0 1 0 1 
r1,13 0 0 0 1 1 
r1,14 0 1 0 1 1 
r1,15 1 1 0 1 1 
r1,16 0 0 1 1 1 

 

State a b c d t 

r1,1 0 0 0 0 0 
r1,2 0 1 0 0 0 
r1,3 1 1 0 0 0 
r1,4 0 0 1 0 0 
r1,5 0 0 0 1 0 
r1,6 0 1 0 1 0 
r1,7 1 1 0 1 0 
r1,8 0 0 1 1 0 
r1,9 0 0 0 0 1 
r1,10 0 0 1 0 1 

Redundant 
copying 

New 
column for 
toxin t 
added to T1 

Removing inconsistent states 

Stable state table after 
perturbation 

T1 T1 

T1 T1 T1 

G1  (T1 ) perturbed by toxin t. t 
inhibits b and d. 

Rscore = (0.5 +0.375 )/2 
             = 0.4375 

PRscore = (0.3125+0.375)/2 
               = 0.3437 

        

Figure 7.4: The diagram depicts the flow of BNRA when the hypothetical pathway in Figure
7.2 is perturbed by toxin t.

Rscore of the network G (combining Rscore of G1 and G2) is 0.4375. PRscore of the
network G (combining PRscore of G1 and G2) is 0.3437. The difference in the Rscore and
PRscore depicts the change in robustness of the network. Hence, a drop in the stability of
the network G from 0.4375 to 0.3437 is observed due to the perturbation. The mathematical
validation of the algorithm is given in Section 3. The analysis of time complexity of BNRA,
that has been found to be O(α24βl), has been furnished in Section 4.

7.3 Mathematical validation

In this section, we describe the mathematical basis for some of the steps of the algorithm
BNRA.

Lemma 1: The final stable state table obtained by the algorithm Boolean logic-based Net-
work Robustness Analyzer (BNRA) is independent of the order of interactions processed by
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BNRA.
Proof: Each of the interactions can be represented by Boolean expression obtained from a
truth table. For example, the interaction x activation y can be represented by a truth table
with the output 00 = x̄ȳ, 01 = x̄y, 11 = xy. The expression obtained by deriving the sum of
products (SOP) form is x̄ȳ + x̄y + xy, minimization of which leads to the expression x̄+ y.
In a similar way, x inhibition y can be represented as x̄+ ȳ, while x ubiquitination y can be
represented as xy + x̄ȳ. Since binding/association consists of all possible combinations of
0’s and 1’s, therefore x binding/association y is represented as 1.

Intuitively, BNRA generates stable states for a network by incorporating all its interac-
tions. This means, for a sample network with three interactions, say i, j, k, the stable state
table has been generated by taking into consideration all the three interactions. The stable
state table generated by BNRA is assumed to be a truth table. It can be represented by a
boolean expression, which is obtained by ANDing the individual boolean expressions of
each of the interactions. In boolean algebra, the associative law states that the AND opera-
tion (product) for a group of expressions can be done in any order. Considering expressions
x′, y′, z′, according to the law, their product is associative, i.e., (x′y′)z′ = x′(y′z′). Generat-
ing the stable state table of a network with β interactions indicates a chain of AND operations
for β expressions. Hence, under associative law, the final stable state table is independent of
the order of execution of the interactions.

Let us consider the sample subnetwork G2 given in Figure 7.2. The interactions e ubiq-

uitination f and f activation g are represented by expressions ef + ēf̄ and f̄ + g. ANDing
of the two expressions in any order leads to the final expression ēf̄ + efg. We form a table
with all the 23 stable states and then eliminate the spurious and inconsistent states with re-
spect to the interactions, considering all the interactions simultaneously as given in Figure
7.5. It is observed that the final stable state table T2 is the same for Figures 7.3 (b) and 7.5.
To be more certain, we derive the expression for the final stable state table in Figure 7.5 in
sum of product form. The expression obtained is ēf̄ ḡ + ēf̄ g + efg. Minimization of the
above expression leads to the final expression ēf̄ + efg, which is identical to the expression
obtained by ANDing the expressions of interactions. Hence, we can conclude that the order
of processing the interactions has no effect on the state of final stable state table.

Lemma 2: If an interaction is of the type binding/association and the two proteins involved
in the interaction are already in S, then executing the redundant copying and the elimination
steps for this interaction can be skipped.
Proof: The interaction binding/association has been represented by all possible combina-
tions of 0/1. Suppose, at an intermediate stage, a new interaction has to be included in the
state table Tl. Let us assume that the two proteins involved in this interaction are already in S
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State e f g 

r1 0 0 0 
r2 0 0 1 
r3 0 1 0 
r4 0 1 1 
r5 1 0 0 
r6 1 0 1 
r7 1 1 0 
r8 1 1 1 

 

State e f g 

r1 0 0 0 
r2 0 0 1 
r3 0 1 0 
r4 0 1 1 
r5 1 0 0 
r6 1 0 1 
r7 1 1 0 
r8 1 1 1 

Table with all possible 
states 

Elimination of 
inconsistent states 

T2 T2 

 

State e f g 

r1 0 0 0 
r2 0 0 1 
r3 1 1 1 

Final stable state table 

T2 

Figure 7.5: The diagram depicts that the order of execution of interactions does not affect
the state of the final stable state table.

and their values in Tl are represented by cl,k and cl,k′ . In such a case, the current combination
of 0/1 for kth and k′th proteins are already valid since a binding interaction is represented by
all possible combinations of 0/1, hence no redundant copying is necessary. Also, the entries
in the state table for kth and k′th proteins are already consistent with all the other interactions
already processed. Hence the elimination phase is redundant.

For example, consider a network with 3 interactions, ab (activation), bc (inhibition) and
ac (binding/association). Let us assume that the interactions have been processed in the
order as mentioned above. The final set of stable states would be 001 and 110. The stable
states before processing the interaction bc and after processing bc would be the same. Even if
the interaction ac is processed before any of the other two interactions, the final result would
remain the same. If the interaction ac were not processed at all, then the set of stable states
would have been unchanged. Hence, the binding interaction can be skipped to process the
next interaction in the list if both the proteins involved in the interaction are already present
in S.

Lemma 3: The execution time of BNRA depends on the order of execution of binding/association

from a list of interactions.
Proof: The operation of redundant copying is time-consuming. Larger the state table more is
the time to copy. As explained in Lemma 2, for binding interactions, if both the proteins in-
volved in the interaction are already in S, the binding operation can be skipped to process the
next operation. If the binding interaction were processed before other types of interactions,
it would have led to the two proteins of the binding/association interaction to be present in
Sl list, thereby unnecessary copying operation would have been carried out. According to
BNRA, for binding/association, the number of copies of the initial state table that needs to be
made is either one (if only one protein is present in S) or three (if both the proteins are absent
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from S). The binding/association interaction, unlike non-binding ones, have no constraints
(allows all possible combinations of 0’s and 1’s). Presence of any other interaction involving
the proteins of a binding interaction will overshadow the effect of binding/association inter-
action on the state table. Hence, the copying operation brought about by binding interaction
would eventually be unnecessary if these two proteins are already a part of other interactions
that have not yet been processed. Therefore, to reduce the processing time, in order to make
sure that no extra copying operation is carried out, non-binding interactions are processed
first.

Lemma 4: If every protein has a binding/association interaction with every other protein
in a network (i.e., the graph is a completely connected graph with all interactions being
binding/association), that network has a Rscore of 1.
Proof: For every α subnetworks, if each of the nl proteins has binding interactions with
every other protein, the total number of stable states (ml) would become 2nl . If this is the
case for all the subnetworks, the total number of stable states become 2n1 , 2n2 . . . 2nl . Conse-
quently,Rscore for each of the subnetworks will be 2n1

2n1
, 2n2

2n2
, . . . 2nα

2nα
. Hence the finalRscore

for the network will be unity.

Lemma 5: Rscore is independent of the number of binding interactions.
Proof: Let us consider a connected network G with β interactions and n proteins. It has a
stable state table T with m proteins. Hence Rscore is m

2n
.

Case 1: Let a new binding/association interaction be added to the network, such that one
of the proteins in the interaction is already in the network. For such a case, the number of sta-
ble states is 2×m (wherem is the number of stable states before the new binding/association

interaction is added). Total number of proteins before the introduction of the new interac-
tion is n. Since one of the proteins of the new interaction is already in the network, the
updated number of proteins is n + 1. Hence, the total number of allowable states after the
new interaction is introduced is 2n+1. Hence, the new Rscore is 2×m

2n+1 which is equivalent to
2×m
2n×2

; thereby the final Rscore is m
2n

. Thus, Rscore is independent of binding/association

interactions in which one of the proteins associated with these interactions, is already a part
of some other interaction in the network.

Case 2: Let a new binding/association interaction be added to the network, such that,
both the proteins in the interaction is not already present in the network. In this case, the new
number of stable states is 4 ×m. Since two new proteins have been added to the network,
the new number of allowable stable states is 2n+2. Hence, the new Rscore is 4×m

2n+2 , which is
equivalent to 4×m

2n×4
. Therefore, the final Rscore is m

2n
. Thus, Rscore is also independent of

binding/association interactions, where the proteins associated with them do not previously
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exist in the network.
Case 3: Let a new binding/association interaction be added to the network, such that

both the proteins in the interaction already exists in the network. According to Lemma
2, no redundant copying or elimination operation is needed. Hence, the final Rscore is m

2n
.

Rscore is, therefore, independent of binding/association interactions where both the proteins
associated with these interactions, already exists in the network.

As described in the three cases above, Rscore of a network is independent of the number
of binding/association interactions. However, binding/association interactions are crucial in
determining all the stable states of the network.

7.4 Analysis of Time Complexity

BNRA takes a network G as its input. The network has α subnetworks where each sub-
network contains βl interactions and nl proteins, where 1 ≤ l ≤ α. The first module of
BNRA is fragmentation. In order to determine the disconnected subnetworks of an undi-
rected network, we have used a depth-first search algorithm. The run-time for fragmentation
of the initial network using depth first search algorithm is |V | + |E| which is equivalent to
(n1 + n2 + · · · + nα) + (β1 + β2 + · · · + βα) where |V | = n1 + n2 + · · · + nα, |E| =

β1 +β2 + · · ·+βα. Thus the computational complexity for fragmentation is O(n+β), where
n = n1 + n2 + · · ·+ nα and β = β1 + β2 + · · ·+ βα.

The next module of BNRA is initialization. In this operation, the initial state table for
each of the α subnetworks is created. The state table has either 3 rows (for non-binding
interactions) or 4 rows (for binding interactions). Hence this step has a time complexity of
O(4α) which is equivalent to O(α).

Initialization is followed by redundant copying. In this step, multiple copies of the current
state table are formed and appended to the end of the current state table. The maximum
number of states for any type of interaction is 4 (binding/association). According to Lemma
2, the size of the stable state table will be maximum, when all the interactions are of the
type binding/association. Let cp be the number of copy operations (number of individual
elements of the table to be replicated) required for pth interaction, such that 1 ≤ p ≤ βl. We
will derive the complexity of this module in 4 cases.

Case 1: If the network has one interaction (βl = 1), maximum number of proteins will be
2, hence nl = 2. The maximum number of stable states will be 2nl hence ml = 4, therefore
c1 = 0. In this case, there is no copy operation required.

Case 2: For βl = 2 interactions, the maximum number of proteins will be nl = 4

(nl = 2βl, two times the number of interactions, provided none of the proteins associated
with the interactions are common). The maximum number of stable states will be 2nl . The
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number of copy operations would be equal to the number of elements being copied. The
number of elements to be copied will be equal to the number of rows times the number of
columns of the current state table. For first interaction, nl = 2,ml = 4, no copy operation
is performed, therefore c1 = 0. For second interaction, with the current size of table being
nl = 2 and ml = 22, the number of copies to be made is 3, thus c2 = ml × nl × 3. The total
number of copy operations is c1 + c2 which is equivalent to 0 +ml × nl × 3. Replacing the
values of ml and nl we get the total number of copy operation, which is (22 × 2× 3).

Case 3: For βl = 3 interactions, the maximum number of proteins will be nl = 6 (nl =

2βl). The maximum number of stable states will be 2nl . For first interaction, nl = 2,ml = 4,
no copy operation is performed, therefore c1 = 0. For second interaction, with the current
maximum size of table being nl = 2 and ml = 22, the number of copies to be made is 3,
hence c2 = ml × nl × 3. Replacing ml, nl with their values, we get c2 = (22 × 2 × 3).
For third interaction, with the current maximum size of table being nl = 4 and ml = 24,
the number of copies to be made is 3. Hence, c3 = ml × nl × 3 which is equivalent to
c3 = (24×4×3). Hence, the total number of copy operations is c1+c2+c3 which is equivalent
to 0 + (22 × 2 × 3) + (24 × 4 × 3). In the same way, for βl = 4, the total number of copy
operations is c1+c2+c3+c4 which is equivalent to 0+(22×2×3)+(24×4×3)+(26×6×3),
where nl = 6 and ml = 26.

Case 4: For βl interactions, with nl = 2βl,ml = 22βL , the total number of copy oper-
ations is 0 + (22 × 2 × 3) + (24 × 4 × 3) + (26 × 6 × 3) . . . (22(βl−1) × 2(βl − 1) × 3).

This is equivalent to 3
βl∑
i=1

(22(i−1) × 2(i− 1)). A simplified version of the expression would

be 3
βl∑
i=1

(22i−1 × (i − 1)). Therefore, the time for copy operation for βl interactions cannot

be more than two times the time required for copy operation for βlth interaction, which is
equivalent to 3(22βl)(βl − 1). Hence this step has a time complexity of O(22βl(βl − 1)).

In elimination step, checking whether a state is to be eliminated or not takes n unit of
time, where n is the number of proteins in the stable state table. All the states in the current
stable state table need to be checked. The maximum number of states at any point in time is
22βl . The elimination operation is carried out βl − 1 times, i.e., every time a new interaction
is taken into consideration. Therefore, for lth module, the maximum time for checking is
22 + 24 + . . . + 22βl which is smaller than 22βl+1. Hence, for all the α subnetworks, this
module can take the maximum time of O(α22βl+1).

The next step is robustness calculation. In this step, we have created a table M for α
subnetworks, which contains a list of stable state pairs that are 1-Hamming distance apart.
Since each stable state has been compared with all the other states to determine if they
are 1-Hamming distance apart, the complexity to create this table is O(α(22βl)2) which is
equivalent to O(α24βl), provided the total number of possible stable states is 22βl . The score
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calculation module, which performs calculation of score in constant time, is of computational
complexity O(α) for all the subnetworks.

Hence, the total complexity of BNRA is O(n+β+α+22βl(βl−1)+α22βl+1+α24βl+α)

which is equivalent to O(α24βl).

7.5 Results

We have applied BNRA on 221 pathways belonging to 26 different categories [209], which
include signal transduction, transportation and metabolism, cell growth and death, and hu-
man diseases. Figure 7.6 displays the distribution of Rscore. As observed from these fig-
ures, Rscore for most of the pathways lie between 0.3 and 0.6. Four pathways have Rscore
greater than 0.9, indicating that they are the most stable ones over the others, signifying high
robustness to perturbations. In this section, we give an insight into the Rscore and PRscore
derived from 221 pathways using BNRA. First, we give a general overview of the application
of BNRA on these pathways. This is followed by a detailed analysis of the same on disease
pathways. Following this is the study of effect of perturbation on signaling networks, which
has been supported by biological evidence. Finally, a comparison of BNRA with other ex-
isting algorithms has been provided. The detailed results of application of BNRA on these
221 pathways belonging to 26 groups have been provided in Table A.16 in Appendix A. A
summary of the average Rscore, PRscore and the percentage fall of Rscore for each of the
26 groups have been given in Table A.17 of Appendix A.

7.5.1 Application of BNRA on 221 pathways

The 221 pathways obtained from KEGG can be grouped into 26 groups depending upon
their functionality. The average Rscore, PRscore and the drop in the stability of each of
these groups of pathways have been determined. The genetic information processing group
consists of 6 pathways, having an average Rscore of 0.5807, and a PRscore of 0.3026, with
an average of 47% fall in stability on perturbation. The signal transduction group comprises
30 pathways, the largest number of pathways in any group. It has resulted in an Rscore of
0.3858, indicating a group of low stability pathways. This group of pathways has reported a
PRscore of 0.1660, with an average of 56% fall in the stability after being perturbed. The
maximum fall in the stability of 77.79%, however, has been recorded for the group of path-
ways under development and regeneration of axon cells. However, this set of pathways has
reported low stability having an Rscore of 0.3637. The lowest drop of 23% in stability has
been reported by pathways under the group of antimicrobial drug resistance. The neurode-
generative disease pathways, consisting of four pathways, have reported an average Rscore
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of 0.5349 and a PRscore of 0.2787, resulting in the drop of stability of the network by 47%.
Among the disease pathways, cancer pathways have reported the maximum average sta-

bility with an Rscore of 0.6333. Cancer pathways have resulted in a drop in stability by
an average of 44%. Apart from these, the cellular pathways for eukaryotes and prokaryotes
have resulted in a similar Rscore of 0.3275 and 0.3392 respectively. Pathways conforming
transport and catabolism in cells have reported an average Rscore of 0.6034 with an aver-
age PRscore of 0.3364, indicating a stability drop by 44%. The lowest stability having an
Rscore of 0.3234 has been reported by endocrine and metabolic diseases. This group of
pathways has reported a drop in stability by 69%, with an average PRscore of 0.0987. Cell
motility group of pathways have reported an Rscore of 0.5198 and a PRscore of 0.2147,
denoting an average drop of 58% in the stability of the pathways on perturbation.

Apart from the aforesaid pathways, the endocrine system, circulatory system, digestive
system, excretory system, nervous system and sensory system have resulted in Rscore’s of
0.4134, 0.3249, 0.4266, 0.5415, 0.3524, and 0.4436 respectively. The PRscore’s of these
pathways, on perturbation, have been found to be 0.1918, 0.1597, 0.2076, 0.2801, 0.1957,
and 0.19766, resulting in a drop of 53%, 50%, 51%, 48%, 44%, and 55%, respectively, in
their stability. Pathways involving aging have also reported a huge drop in stability by 62%,
having an Rscore of 0.3550 and a PRscore of 0.1331.

The variation of Rscore over different categories of these 221 pathways has been de-
picted in Figure 7.7. As observed from the figure, pathways involved in nervous system have
shown maximum variation in Rscore. This indicates that the stability of the nervous system
pathways varies in the interval [0.0016, 1]. On the other hand, developmental pathways have
shown minimum variation in Rscore (0.2838 ≤ Rscore ≤ 0.4312).
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7.5.2 Effect of perturbation on signaling networks and their biological
validation

Here, we study the effect of perturbation on various signal transduction pathways, followed
by validation of the results based on existing literature. For each of these 221 pathways, we
have recorded PRscore on perturbing each of the proteins. For each protein in a pathway,
PRscore obtained for perturbing it has been recorded. We have noted the lowest PRscore
among all the scores generated. The average difference between Rscore and the lowest
PRscore for each of the 26 groups of pathways has been depicted in Figure 7.8.

It has been observed that the maximum perturbation is caused in the Cytosolic DNA-
sensing pathway (Rscore reduced by 74.04%) while the minimum effect has been observed
in Neuroactive ligand-receptor interaction (Rscore having been reduced by 0.94%). Figure
7.8 depicts the summarized effect of perturbation on all the 26 categories of 221 pathways.
Higher the difference between Rscore and PRscore due to perturbation, more prone it is to
disruption of the pathway. As observed from the figure, the development and regeneration
pathways are the least robust among the groups of pathways. The drug resistance pathways
for antimicrobial infections have been found to be the most stable against perturbations.

• Ferroptosis pathway - The ferroptosis pathway has generated anRscore of 0.8164. In
the pathway, perturbation of protein SLC7A11 (protein solute carrier family 7 mem-
bers 11) has resulted in an PRscore of 0.714 [430]; thus dropping the stability of
the network. Perturbation of protein GPX4 (glutathione peroxidase 4) has led to a
PRscore of 0.684, resulting in a more significant drop. Biologically, perturbation
of GPX4 is known to trigger acute renal failure in mice [15]. When protein TFRC
(transferrin receptor) is perturbed, the stability of the network has further fallen to
0.652 [63].

• Intestinal immune pathway - Perturbation in the intestinal immune pathway has not
yielded a drastic change in the stability. The pathway has an Rscore of 0.8164. The
protein CD40 triggers the production of antibody IgA. Its perturbation has led to a
PRscore of 0.7747, recording a fall in the stability of the network [335]. Perturba-
tion of protein CCR9 (C-C motif chemokine receptor 9) has resulted in PRscore of
0.7539. The perturbation of protein TNFSF13 (tumor necrosis factor ligand superfam-
ily member 13) has resulted in a PRscore of 0.7904. Not much change in the stability
of the network is noticed due to perturbation, indicating that the IgA production may
not be affected to a great extent, as suggested by Yang et al. [435].

• Thyroid hormone synthesis pathway - The thyroid hormone synthesis pathway is
responsible for regulating thyroid level in the body. The pathway has resulted in
an Rscore of 0.824. Perturbation of the proteins PRKACA (protein kinase cAMP-
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activated catalytic subunit alpha), DUOX2 (dual oxidase 2), and TG (thyroglobulin)
has resulted in PRscore of 0.706, 0.6524 and 0.679 respectively. Ohara et al. have
shown that perturbation of PRKACA protein has a detrimental effect on the path-
way [300], which is also depicted by PRscore. Moeno et al. have concluded that
perturbation of DUOX2 protein leads to hypothyroidism [284]. The drop in Rscore
due to its perturbation suggests that the stability of the network gets affected, which
has led to such a consequence.

• GABAergic synapse pathway - The GABAergic synapse pathway plays a crucial role
in normal function and long-term homeostasis of the neuronal circuit. It has resulted in
an Rscore of 0.7518. The protein GABRA1 (gamma-aminobutyric acid type A recep-
tor alpha1 subunit) directly controls the efficiency of the GABAergic synaptic path-
way, hence is largely responsible for maintaining the stability of the pathway [263].
When the protein has been perturbed,Rscore has been reduced by 25% to PRscore of
0.563. This drastic change in its stability is consistent with the claim made by Luscher
et al. [263].

• Endocytosis pathway - EHD1 protein in the endocytosis pathway is required for the
recycling of MHC class I molecules [159]. In the endocytosis pathway, the protein
EHD1 (EH domain containing 1) has been inhibited, which has resulted in a drop of
Rscore (0.8958) to PRscore of 0.770; hence indicating a reduction in the stability of
the network. This is at par with the investigation of Yap et al. [441].

7.5.3 Application of BNRA on disease pathways and their biological
validation

BNRA has analyzed 73 disease pathways out of the above 221 pathways, which mediate the
development of cancers, viral infections, bacterial infections, among others. We have been
able to biologically validate the results of execution on some of these 73 pathways, for which
information is available in the literature.

• Parkinson’s disease - Parkinson’s disease is a long-term degenerative disorder of the
central nervous system that mainly affects the motor system. On medical terms, no
cure has been found for Parkinson’s disease as of yet [245]. However, medications
have been used to control them. Parkinson’s disease has been reported to have Rscore
of 0.7604, indicating it to be a stable pathway. Casp9 is reported to be a core protein
in Parkinson’s disease [449]. The perturbation of Casp9 has resulted in a PRscore of
0.7161, a visible drop from Rscore to PRscore. UBA1 (ubiquitin-like modifier acti-
vating enzyme 1) is a crucial enzyme in Parkinson’s disease. Parkinson’s disease path-
way has shown a 12% decrease in the stability of the network from Rscore = 0.7604
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to Rscore = 0.592, when protein UBA1 is perturbed. UBA1 expression or activity
may decrease with age. This may also lead to degeneration of specific sub-populations
of neurons and/or affect the protein aggregation observed in these disorders [161].

• COVID-19 - Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), also
known by the provisional name 2019-nCoV, is a single-stranded RNA virus. It is
contagious in humans and causes severe respiratory disorder, and in severe cases,
death. BNRA has analyzed the pathway of infection due to the recently discovered
novel coronavirus and the pathway of the immune response to the infection caused
by COVID-19. Application of BNRA to the disease pathway [369] has resulted in an
Rscore of 0.5, indicating the pathway is moderately stable. Application of BNRA to
the pathway of human immune system during infection caused by SARS-CoV-2 [252]
has resulted in anRscore of 0.0074. Thus, it is not a very stable pathway. Perturbation
of protein orf1ab in the disease pathway has led to PRscore of 0, indicating a total
disruption of the disease pathway. Therefore, protein orf1ab can be a possible drug
target. In the pathway of immune response to the disease, it has been noticed that if
the protein CLR is turned on and simultaneously any other protein in the pathway is
turned off, the network’s stability becomes 0, i.e., PRscore is 0. In such a case, the
immune system is said to have failed to control the infection caused by the virus.

• Transcriptional misregulation in cancer - Transcriptional misregulation refers to
regulation that has gone awry from the normal or healthy state. It alters the expression
(switching ’on’ or ’off’) of the genes in healthy cells. With a score of 0.9107, it is a
stable pathway, indicating that the changes in expression that turns normal cells into
cancer cells are stable and long term. Interestingly, the activation of transcriptional
misregulation in cancer cells has led to dropping ofRscore to 0.696. The protein SPI1
(Spi-1 proto-oncogene) is known to regulate replication in cancer cells. On perturba-
tion, it has led to a decrease in stability of the pathway with a PRscore of 0.7265. Its
perturbation has a detrimental effect on the spreading of cancer cells [167].

• Rheumatoid arthritis - This pathway has resulted in an Rscore of 0.8125, indicating
it to be a stable pathway. As confirmed by experiments [327], PRscore, on pertur-
bation of protein CD80 (type I membrane protein), has been found to be 0.5; thus
displaying a drop in the stability of the pathway to a great extent.

• Malaria - For malaria, Rscore has been found to be 0.8125, which indicates that the
disease pathway in the host due to malaria is stable. The pathway has seven four-sized
cycles, 16 six-sized cycles, and six eight-sized cycles. However, when protein MYD88
(innate immune signal transduction adaptor) is perturbed, the stability of the network
has fallen to 0.5 with the number of four-sized cycles turning out to be two, while other
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cycles of sizes six and eight have ceased to exist.

• Pathways in cancer - Pathways in cancer have resulted in an Rscore of 0.6721. Pro-
tein HRAS (transforming protein p21) in cancer pathways plays an important role
in inducing cancer. Perturbing the protein has led to a drastic drop in the stability
(PRscore = 0.3124) of the pathway as validated by Parikh et al. [310].

• Choline metabolism in cancer - Abnormal choline metabolism is emerging as a
metabolic hallmark, which is associated with oncogenesis and tumor progression. The
pathway has been reported to have an Rscore of 0.5. According to Klein et al., the
protein PC-PLD (phosphatidylcholine-specific phospholipase D) is a crucial compo-
nent of the pathway [219]. Perturbation of the same has led to a PRscore of 0.1214.
Thus, a visible drop in stability is noticed, indicating that the perturbation may weaken
the pathway.

• Alzheimer disease - Alzheimer disease (AD) pathway has been reported to have an
Rscore of 0.4444. According to Helisalmi at al. [185], protein PSEN1 (Presenilin 1)
is crucial for mediating the disease. BNRA has determined a PRscore of 0.2315 when
protein PSEN1 is perturbed; indicating a sharp drop in stability.

• Tuberculosis - Tuberculosis or TB pathway has reported anRscore of 0.4872. Scanga
et al. have shown that protein MYD88 is majorly responsible for the resistance of the
disease [345]. BNRA has performed perturbation of MYD88 protein, and PRscore
has been found to be 0.1973. As observed, the immune response pathway is signifi-
cantly affected due to this perturbation.

7.6 Discussion on the comparative performance of BNRA
with some existing algorithms

In this section, we have reported the comparative performance of BNRA with other investi-
gations on a few pathways. All the models only approximate reality utilizing some formal
representation. It is the degree to which BNRA approximates reality and to acquire knowl-
edge about some physical phenomenon that forms the basis of the comparison. It has been
noticed that the existing algorithms, developed by Davidich et al. [97], Gupta et al. [168],
Flobak et al. [145], Fumia et al. [146] and Rodriguez et al. [333], have been able to generate
the stable state table of only one particular pathway, and are not versatile in dealing with
the different types of pathways. None of the existing investigations have developed a usable
system for the readers, which would generate stable state tables and consequently, help them
to perceive the effect of perturbation. The algorithm has been described, which the users
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will have to implement before it can be applied to pathways. BNRA has outperformed the
existing algorithms in the following ways.

• Cell cycle - yeast (sce04111): Davidich et al. [97] have taken into consideration only
the activation and inhibition interactions. The yeast cell cycle has 88 proteins in total,
as given in KEGG. On the other hand, Davidich et al. have analyzed an incomplete
network considering only 20 proteins. Apart from that, it has been reported that the
pathway has 1024 (210) stable states, while BNRA has reported that the network has
128 stable states. This difference may be due to the consideration of only activation

and inhibition interactions by Davidich et al., while ignoring the other types of inter-
actions. Incorporating all types of interactions increases the intricacy of the network
and pushes the model closer to the actual biological scenario. With a diverse set of
interactions, the number of stable states will supposedly be less. Hence, the analysis
by BNRA is more realistic than that by Davidich et al. They have not derived any
quantification measure for robustness.

• Calcium signaling pathway (hsa04020): Gupta et al. [168] have carried out a Boolean
network analysis of neurotransmitter signaling pathway. In this investigation, they
have considered the interactions of types activation and inhibition, whereas, the said
biological pathway has interactions of type phosphorylation and binding/association.
Hence, instead of 22 interactions, they have considered a simplified network with 18
interactions. On the other hand, BNRA has considered all the 22 interactions in the
network. BNRA has found that the protein CALML6 (calmodulin like protein 6) acti-
vates and binds to seven other proteins, making it a hub protein. Gupta et al. has not
reported such an observation.

• Gastric cancer (hsa05226): Flobak et al. [145] have considered gastric cancer as their
logical model for predicting drug synergies in the pathway. It has taken 75 proteins
into account, while our analysis has considered 80 proteins. The proteins PIK3CA
(phosphatidylinositol-4,5-bisphosphate 3-kinase catalytic subunit alpha), CDK2 (cy-
clin dependent kinase 2), p27 (Cyclin-dependent kinase inhibitor), cyclin B1 (regula-
tory subunit of cyclin-dependent kinase 1) and cyclin A2 (regulator of the cell divi-
sion) have not been considered by Flobak et al. However, these proteins, along with
the proteins p53 (tumor protein), AKT1 (RAC-alpha serine/threonine-protein kinase),
BCL2 (b-cell lymphoma 2) and MAPK1 (mitogen-activated protein kinase 1), have
been identified as key targets for the treatment of gastric cancer [259]. The network
considered by Flobak et al. is incomplete, making the results unreliable. On the con-
trary, BNRA has taken all the proteins into account, which have been identified as
crucial for treatment of gastric cancer. Hence, the calculation of stability (Rscore) by
BNRA is more reliable.
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• Pathways in Cancer (hsa05200): Fumia et al. [146] have analyzed a simplified ver-
sion of cancer pathway with 96 proteins and 249 interactions, while the original path-
way considered by BNRA has 159 proteins and 169 interactions. The number of stable
states obtained in Fumia et al. [146] is 32 million, while the number of states obtained
by BNRA has been found to be 134 million. This difference may be due to two factors,
one of them being the less number of proteins considered in the network by Fumia et

al. compared to BNRA. Unlike BNRA, Fumia et al. have considered only activation

and inhibition, another factor contributing to the low count of stable states.

• Breast Cancer (hsa05224) pathways: Rodrı́guez et al. [333] have analyzed the breast
cancer pathways. They have taken 28 proteins pertaining to the pathway into account,
but have been unable to generate the list of stable states since it is computationally
infeasible. Besides, Rodrı́guez et al. have considered only inhibition and activation

types of interactions, unlike BNRA. However, BNRA has analyzed the pathway con-
sidering 127 proteins and 120 interactions, taking all types of interactions into account.
BNRA has successfully generated the list of stable states, which amounts to 134 mil-
lion for the pathway.

7.7 Conclusions

In this chapter, we have developed an efficient algorithm, called Boolean logic-based Net-
work Robustness Analyzer (BNRA). The algorithm quantifies the robustness of a network
with a measure termed as Rscore. Robustness of biological pathways measured by Rscore
depicts its stability: a low score implying an unstable network vulnerable to be disrupted, a
high score implying a pathway robust to perturbations. We have applied BNRA on 221 path-
ways, including 73 disease pathways. Whenever the robustness of the analyzed networks has
been available in the literature, we used them to validate the scores obtained, and we found
them to be in agreement. For example, among the disease pathways we analyzed, the tran-
scriptional misregulation in cancer has been found to have the highest Rscore, indicating a
highly stable network.

We then extended BNRA to also handle perturbation of networks. When a protein is per-
turbed, BNRA re-evaluates the entire network to determine the stability of the network on
perturbation, resulting in a score that we call the PRscore. This score can then be used for
insight into the effect of the perturbation on the stability of the resulting network. We also
analyzed the pathways of the recently discovered SARS-CoV-2, including possible pertur-
bations. We compared BNRA’s performance with current state-of-the-art algorithms, which
showed that BNRA generates a more comprehensive score, incorporating many more signals
and their effects.
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In the future, we would like to make it possible to analyze the effect of multiple simul-
taneous perturbations on various biological pathways and visualize as well as to measure
them. We would also like to enhance the representation of biological networks by assigning
direction to interactions of the network so that cause-effect relationships can be analyzed
better.
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Chapter 8

Conclusions and Scope for Future
Research

This chapter summarizes the major contributions of each of the contributory chapters of the
thesis. Additionally, it provides an insight into the scope for further work related to in silico

identification of bacterial toxins and analyzing their effect on host pathways.

8.1 Major Contributions

Based on feature extraction, classification and pathway prediction, we have developed, in
this thesis, novel algorithms and systems to facilitate the computational identification of
bacterial toxins and analyzing their effect on host pathways. Predictions made by these
algorithms and systems have been validated by corresponding experimental results available
in literature. The prediction of effector proteins has been supported by existing in vitro/in
vivo experiments that have identified various effectors in literature. Similarly, the algorithms
on pathway prediction have been validated through appropriate in vitro/in vivo experimental
results available in literature.

The thesis has started with a brief introduction of the basic concepts to enhance its read-
ability, which constitutes Chapter 1. Chapter 2 is dedicated to the literature survey of host-
pathogen interactions, encompassing analysis of the state-of-the-art procedures contributing
towards the identification of toxins and their effect on host pathways. Here, a brief history of
host-pathogen interactions and its classification has been provided, which are based on differ-
ent factors, such as genes, proteins, host-factors, and inhibition mechanism of macrophages.
We have analyzed various previously reported prediction methodologies on host-pathogen
interactions. A spectrum of data repositories facilitating research in this domain has been
elaborately discussed. From the survey, it has been safely concluded that the prediction
of effector proteins is of prime importance, since these proteins are responsible for many
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diseases.
Chapter 3 deals with efficient prediction of T6 effector proteins based on their primary

and secondary structures. Prediction of effector proteins from bacterial genome/proteome
information is important for analysis of the role of their secretion systems in pathogenesis.
Here we have developed a system, called PyPredT6, for in silico identification of T6 effector
proteins. PyPredT6 extracts a set of 873 unique features from nucleotide and amino acid
sequences of experimentally verified T6 effector proteins. Based on these features, ensemble
learning has been carried out to predict whether an unknown protein is a T6 effector or
not. It has successfully predicted 42 proteins out of 3850 proteins in Yersinia pestis, and
30 proteins out of 2736 proteins in Vibrio cholerae as T6 effectors. These predictions have
further been validated by various experimental results reported in literature, which proves
the effectiveness and reliability of PyPredT6. However, this investigation is restricted to
primary and secondary structures. Additionally, the prediction of effectors has been limited
to the whole proteome of two organisms.

Prediction of effector proteins would remain incomplete if their tertiary (3-dimensional)
structure is not taken into consideration. Thus, in Chapter 4, we have developed an effector
protein predictor system based on 3D structure (EPP3D) to identify various types of effec-
tor proteins using their 3D structural characteristics. We have taken into account a limited
number of features (eight features) for effector prediction. In addition, a novel oversampling
algorithm, called Cluster Quality-based Non-Reductional (CQNR) oversampling technique,
has been developed in Chapter 4 to facilitate oversampling of effector protein datasets. Since
the training dataset has been imbalanced, we have used CQNR to balance the effector protein
dataset. On application of CQNR, considerable improvement has been reported in classifi-
cation of samples in some benchmark datasets as well as various effector proteins. In order
to demonstrate the effectiveness of EPP3D in effector protein classification, we also have
considered a dataset derived from 3D structures of experimentally verified T3, T4, and T6
effector proteins. It has been noticed that tertiary structure-based classification results in
an improved identification of effectors than classification based on primary and secondary
structure only.

In Chapter 5, we have developed a deep neural network-based system, called DeepT7,
to identify T7 effector proteins based on their primary and secondary structures. It may
be mentioned here that we were unable to find tertiary structure of T7 effectors. The nu-
cleotide and peptide sequences of experimentally verified effector proteins have been taken
into consideration for constructing a set of 1727 unique features. This feature set has cap-
tured various aspects of effector proteins, which include their physicochemical properties,
primary and secondary structure-based properties, and evolutionary information. Since the
dataset is unbalanced, CQNR has been applied to it. A combination of these features and the
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aforesaid deep neural network-based framework has been used to perform in silico prediction
of T7 effector proteins in Mycobacterium bovis and Streptococcus pneumoniae to ascertain
the applicability of DeepT7. Experimental results, reported in literature, have proved the
effectiveness and biological reliability of DeepT7.

On accomplishing the goal of successful development of various toxin prediction sys-
tems, next aim is the prediction and analysis of the effect of toxins on host pathways. In this
regard, the novel algorithm developed in Chapter 6 has predicted unknown metabolic path-
ways from a pool of metabolites and the effect of toxin on such pathways. In other words, in
Chapter 6, we have developed a novel algorithm, called Architectural Similarity-based Au-
tomated Pathway Prediction (ASAPP), which predicts biochemical transformations from 2D
structure of metabolites. The algorithm enables us to predict the chance of a transformation
of one metabolite to another, depending upon the 2D structural similarity of the metabolites
and the difference in their molecular weights. Depending on these factors, a score has been
assigned to each transformation. In addition, different threshold techniques have been ap-
plied to determine the final list of probable transformations. The in silico analysis has shown
how the presence of a toxin in the host body may adversely affect its metabolic pathways.
Here, we have predicted the effect of 52 such toxins on Glycolysis pathway and TCA cycle.
The investigation has been conducted to explore the effect of individual toxins on these two
pathways only. However, in the biological scenario, there are more than one pathway ex-
posed to a toxin, and more than one toxin may be present in the host. For such a scenario,
the prediction would have been different, and form a scope of future work.

Since metabolic and signal transduction pathways are both crucial for maintaining home-
ostasis in a host, the investigation would remain incomplete without exploring the effect of
toxins on signal transduction pathways. In Chapter 7, we have developed an algorithm,
entitled Boolean logic-based Network Robustness Analyzer (BNRA), for quantifying the ro-
bustness and analyzing the effect of toxins on signal transduction pathways. BNRA models
biological pathways in the form of undirected graphs. The interactions among the proteins
have not been assigned a direction since the interaction binding/association cannot be given
a direction. Some other types of interactions, such as missing, indirect effect and compound,
have not been incorporated in the investigation, since the effect of these interactions on pro-
teins are unknown. BNRA has computed the robustness of both unperturbed and perturbed
networks. It defines quantitative measures Rscore and PRscore to quantify the robustness
of a network for both before (Rscore) and after (PRscore) perturbation. BNRA has been
applied to 221 pathways belonging to 26 categories, including human disease networks, to
analyze their characteristics. Among these 221 pathways, four of them, viz., mRNA surveil-
lance pathway, transcriptional misregulation in cancer, hypertrophic cardiomyopathy (HCM)
and synaptic vesicle cycle, have an Rscore greater than 0.9, indicating that these networks
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are the most robust ones among all the pathways under consideration. The drop in stability
of pathways, which is defined by the difference in Rscore and PRscore, has been derived,
in order to have an insight into the extent to which the stability of pathways gets affected by
perturbations. Some of the pathways like the COVID-19 pathway, MAPK signaling path-
way, autophagy pathway in animals, and biofilm formation pathway in Vibrio cholerae have
demonstrated a drastic drop in their stability, revealing their vulnerability.

In order to facilitate and encourage further research in this field, we have made the algo-
rithms available to researchers in the form of executable applications, along with instructions
guiding their usage. This will help in generating results with ease without implementing the
algorithms.

8.2 Future Scope

In future, these algorithms can be improved in scope of their applicability and efficiency.
Further, we would like to collaborate more closely with other researchers for even more
robust biological validation of these results. In this regard, we present a summarized version
of the future scope of this thesis.

We have developed PyPredT6, in Chapter 3, which offers users to check whether a protein
is a putative T6 effector or not. Inclusion of evolutionary information-based features for
identification of T6 effectors may improve the accuracy of these predictions. More features
can be included, which would enhance the predictive performance of PyPredT6. Effector
proteins are being discovered every day, which would eventually result in more data leading
to more accurate prediction of T6 effectors. A detailed biological validation for each putative
predicted T6 effector proteins is essential, which forms the scope for further study. The
methodology can be extended to other pathogens, whose genomes and proteomes are either
partially or fully mapped.

In Chapter 4, the oversampling algorithm CQNR and effector protein predictor EPP3D
have been developed. We believe that more 3D structure-based features can be extracted in
future from newly discovered effector proteins. Thus we would incorporate more features
in future based on 3D structure of effector proteins along with the existing ones to develop
a more robust classifier. With the advancement in machine learning methodology, a better
and more sophisticated classification technique can be used to develop EPP3D. As more and
more new secretion systems are being discovered, more types of effector proteins can be
included for designing a more versatile classifier.

Apart from the prediction of T3, T4, T6 and T7 effector proteins, identification of the tox-
ins liberated by T1, T2 and T5 secretion systems, is crucial. In silico identification of these
toxins would be facilitated by the discovery of more experimentally validated toxins. De-
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velopment of robust systems for identification of effector proteins considering their primary,
secondary and tertiary structures would facilitate efficient toxin identification.

In Chapter 5, the training set for DeepT7 contained a limited number of T7 effector pro-
teins. With improvements in biological experimentation, it is expected that more effector
proteins will be discovered. More the number of training samples, more accurate will be
the performance of the classifier. Along with proteins, more features such as tertiary struc-
ture and quaternary structure-based features, might get discovered. This would lead to the
development of a more accurate prediction system.

The effect of toxins have been explored only on glycolysis and TCA pathway cycle in
Chapter 6. We found 52 toxins from KEGG. In the future, more toxins will be discovered.
The effect of more toxins need to be considered further to study their effect on all the path-
ways from KEGG and other databases. We have explored the effect of one toxin at a time
on glycolysis and TCA pathways individually. The simultaneous effect of more than one
toxin on these integrated pathways may lead to substantially novel discoveries, to give more
insight into pathogen dynamics. Moreover, only KEGG database has been used for ASAPP.
Other metabolic pathway databases should also be taken into consideration.

We have assumed, in Chapter 7, the interactions to be undirected. Direction of the in-
teractions among the proteins is an important issue of the signal transduction pathways. We
would like to enhance the representation of biological networks by assigning direction to in-
teractions of the network so that cause-effect relationships can be analyzed better. With time,
we hope the nature of the filtered interactions can be derived and validated experimentally.
This will help in analyzing dynamics of the entire pathway system in the host body without
limiting to selected ones.

A host cell function is manifested by an integrated and coordinated activity of gene regu-
latory, metabolic and signal transduction pathways. These pathways do not work in isolation.
Their functionality and efficacy depend on each other. Therefore, there is a dire need to study
the effect of such toxins on integrated pathways of the host. The interactions among all pos-
sible pathogens and their hosts need to be examined in detail. The study needs to be extended
for viruses as well. Given the number of fatal diseases, like COVID-19, Ebola and AIDS,
due to viral infection, the effect of the proteins liberated by these viruses on host pathways
need to be investigated.

Identification of perturbing agents and their effect on pathways forms a study in the
domain of host-pathogen interactions, which largely depends on the fields of feature extrac-
tion, classification and pathway prediction. Thus, it is evident that progress in these fields of
study would have a massive impact on this domain. Since the feature set plays a vital role
in identification of toxins, the improvement in feature extraction techniques will enhance
the identification. More sophisticated feature extraction methodology would lead to a more
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potent feature set, encompassing a wider variety of features. Apart from feature extraction,
classification is an important aspect of effector identification. As previously mentioned, with
development of advanced classification techniques, the prediction accuracy of effector iden-
tification systems would improve. Pathway prediction forms the basis of analyzing the effect
of toxins on host pathways. Prediction of pathways, considering metabolites and enzymes,
would appropriately reflect the actual biological scenario.

Despite widespread advances in medical science, infectious diseases continue to have
devastating consequences for human population in many parts of the world. Although the
incidence of many infectious diseases in the world has decreased due to the introduction
of various vaccinations, annual resurgences continue even though children have been vacci-
nated by the age of school entry. The fact that new pathogens are getting discovered every
day indicates emergence of new diseases being a regular phenomenon. The sudden occur-
rence of the recent pandemic COVID-19 proves the same. In this regard, we believe that the
domain of in silico prediction of toxins and their effect on host pathways based on feature
extraction, classification and pathway prediction, awaits substantial exploration.
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Appendix A

Supporting Information

A.1 Chapter 3

Table A.1: CPU time analysis of PyPredT6. The column “Sequence count” depicts the
number of nucleotide and amino acid sequences in each of the random set of sequences
whose classes are to be predicted. Here, a single sequence refers to a pair of nucleotide and
the corresponding amino acid sequences. The column “Feature extraction time” indicates the
time required by PyPredT6 to extract the features from the sequences. The column “Feature
extraction rate” depicts the time needed to extract features from a single sequence. The
column “Training time” denotes the time required for training PyPredT6. The column “Total
time” is the sum of TE and TT . Averages of total time (TS) and feature extraction time (TE)
over a varying number of sequences are not comparable. Hence these averages have been
marked as “NA” (not applicable).

Sequence count (n) Feature extrac-
tion time (TE in
sec)

Feature extraction rate
(TE
n

in sec/sequence)
Training time (TT in sec) Total time (TS =

TE + TT in sec)

Random set 1-10 0.4481 0.0448 313.7346 314.1827

Random set 2-20 0.8678 0.0433 316.6949 317.5627

Random set 3-30 4.118 0.1372 313.4174 317.5354

Average NA NA 0.0751 314.61 NA
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A.2 Chapter 4

A.2.1 Analysis of combination of cluster validity index and clustering
algorithm

It has been analyzed which combination of clustering algorithm-validity index works best
[154]. We have tabulated the results of the analysis in Table A.2, where each cell holds

Table A.2: Comparison of performance of different clustering techniques with different clus-
ter validity indices on several datasets

Cluster validity Index K-Mean Pam Fuzzy

Dunn index 5 3 2
Davis-Bouldin index 10 9 4
Silhouette index 4 1 2
C-index 5 5 1
Goodman-Kruskal index 4 2 1
Isolation index 5 7 1
Partition coefficient index 0 0 0
Classification entropy index 4 2 2
Partition index 1 0 1
Separation index 3 1 2
Xie and Beni’s index 1 1 4
Fukuyama and Sugeno index 2 0 2
Fuzzy hypervolume index 1 2 2
Alternative dunn index 0 1 0
Dave’s modification of the PC index 3 1 3
Partition coefficient and exponential separation index 0 1 3
Index based on Akaikes in formation criterion 1 2 4
Compose within and Between scattering index 5 1 5
PBMF-index 2 0 7

the number of times the respective validity index designated by the row and the clustering
algorithm designated by the column, has given a good performances. It is clearly seen that
the combination of K-means and Davis-Bouldin index has given the best performance for
most of the dataset compared to the other validity indices.

A.2.2 Results

In this section, we provide an elaborate comparison of the various oversampling algorithms
in a tabulated format. Tables A.3 to A.7 tabulate the performance comparison of CQNR
with other oversampling techniques based on Accuracy, Sensitivity, Specificity, F-score and
G-mean respectively. An elaborate tabulation of the performance of EPP3D over various
subsets of effector proteins has been provided in the Tables A.8 to A.10 based on Accuracy,
κ score and MCC respectively. Three independent datasets consisting of T3, T4 and T6
effector proteins have been created to analyze the performance of EPP3D. The results have
been tabulated in the Tables A.11 to A.13.
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Table A.3: Comparison of CQNR with other over-sampling algorithms on various datasets
with respect to Accuracy.

Dataset Method SVM MLP NB kNN DT

Pima Diabetes CQNR 0.8152 0.7666 0.7369 0.7901 0.7504
Unbalanced 0.7565 0.6994 0.6970 0.7261 0.6875
Random over-sampling 0.7685 0.6750 0.6687 0.7354 0.6956
SMOTE 0.7693 0.6698 0.6765 0.7437 0.7036
Borderline-SMOTE 0.7534 0.6876 0.6845 0.7352 0.6925
C-SMOTE 0.7532 0.6723 0.6934 0.7266 0.6995
Safe-level-SMOTE 0.8034 0.7798 0.7264 0.7842 0.7432

Haberman CQNR 0.7349 0.7181 0.6916 0.7474 0.7046
Unbalanced 0.7427 0.6089 0.7295 0.6464 0.6625
Random over-sampling 0.7314 0.5867 0.6945 0.6498 0.6712
SMOTE 0.7498 0.5945 0.7054 0.6545 0.6834
Borderline-SMOTE 0.7446 0.6724 0.7367 0.6934 0.6743
C-SMOTE 0.7245 0.6638 0.7323 0.6865 0.6834
Safe-level-SMOTE 0.7267 0.7034 0.7143 0.6932 0.6832

Spambase CQNR 0.9448 0.9321 0.9217 0.9254 0.9238
Unbalanced 0.9272 0.9387 0.8809 0.9031 0.8955
Random over-sampling 0.9297 0.9156 0.8954 0.9098 0.9045
SMOTE 0.9356 0.9084 0.8743 0.8954 0.9032
Borderline-SMOTE 0.9254 0.9196 0.8842 0.9145 0.9032
C-SMOTE 0.9165 0.9154 0.8902 0.9265 0.9174
Safe-level-SMOTE 0.9034 0.9254 0.9162 0.9147 0.9165

Hill-Valley CQNR 0.5596 0.6856 0.5270 0.5574 0.5955
Unbalanced 0.5127 0.6763 0.5382 0.5602 0.5730
Random over-sampling 0.5267 0.6687 0.5395 0.5865 0.5798
SMOTE 0.5156 0.6743 0.5476 0.5732 0.5953
Borderline-SMOTE 0.5386 0.6734 0.5498 0.5534 0.5834
C-SMOTE 0.5478 0.6832 0.5585 0.5397 0.5643
Safe-level-SMOTE 0.5387 0.6623 0.5390 0.5496 0.5853

Blood transfusion CQNR 0.7887 0.7824 0.6481 0.7767 0.7692
Unbalanced 0.7663 0.7044 0.7461 0.7308 0.7170
Random over-sampling 0.7645 0.7012 0.7576 0.7476 0.7246
SMOTE 0.7698 0.6943 0.7698 0.7534 0.7032
Borderline-SMOTE 0.7745 0.7137 0.7632 0.7477 0.7145
C-SMOTE 0.7634 0.7253 0.7742 0.7597 0.7254
Safe-level-SMOTE 0.7596 0.7723 0.6365 0.7432 0.7498

Synthetic dataset 1 CQNR 0.4893 0.4824 0.3481 0.4767 0.4692
Unbalanced 0.7663 0.7044 0.7461 0.7308 0.7170
Random over-sampling 0.4645 0.40.12 0.4576 0.4476 0.4246
SMOTE 0.46.98 0.4943 0.4698 0.4534 0.4032
Borderline-SMOTE 0.4745 0.4137 0.4632 0. 4477 0.4145
C-SMOTE 0.4634 0.4253 0.4742 0.4597 0.4254
Safe-level-SMOTE 0.4596 0.4723 0.3365 0.4432 0.4498

Synthetic dataset 2 CQNR 0.3683 0.3792 0.3565 0.3572 0.3609
Unbalanced 0.8436 0.8742 0.8593 0.8245 0.8364
Random over-sampling 0.3273 0.3062 0.3162 0.3363 0.3424
SMOTE 0.3523 0.3274 0.3127 0.3328 0.3532
Borderline-SMOTE 0.3423 0.3734 0.3612 0.3376 0.3447
C-SMOTE 0.3382 0.3474 0.3115 0.3181 0.3294
Safe-level-SMOTE 0.3571 0.3483 0.3173 0.3627 0.3407

Synthetic dataset 3 CQNR 0.3374 0.3565 0.3493 0.3655 0.3462
Unbalanced 0.8963 0.8844 0.8661 0.8908 0.8770
Random over-sampling 0.2905 0.3034 0.2859 0.3071 0.2704
SMOTE 0.2762 0.2949 0.3193 0.3275 0.3010
Borderline-SMOTE 0.3174 0.3496 0.3147 0.3265 0.3249
C-SMOTE 0.2854 0.2798 0.2864 0.2563 0.2642
Safe-level-SMOTE 0.2639 0.2858 0.2934 0.2546 0.2759

193



Table A.4: Comparison of CQNR with other over-sampling algorithms on various datasets
with respect to Sensitivity.

Dataset Method SVM MLP NB kNN DT

Pima Diabetes CQNR 0.7721 0.7215 0.7044 0.5625 0.7854
Unbalanced 0.7223 0.6861 0.7585 0.4877 0.7749
Random over-sampling 0.7460 0.6741 0.7984 0.5703 0.7001
SMOTE 0.7718 0.7151 0.6043 0.5932 0.7941
Borderline-SMOTE 0.7793 0.7306 0.6643 0.6038 0.7427
C-SMOTE 0.7529 0.7293 0.7323 0.6042 0.7277
Safe-level-SMOTE 0.7328 0.6387 0.7034 0.6237 0.7306

Haberman CQNR 0.7019 0.5060 0.5891 0.0274 0.6796
Unbalanced 0.4295 0.3599 0.5076 0.5304 0.6725
Random over-sampling 0.7497 0.5303 0.5733 0.3065 0.6233
SMOTE 0.6406 0.5056 0.6370 0.4831 0.5947
Borderline-SMOTE 0.6545 0.5614 0.6804 0.4624 0.7298
C-SMOTE 0.6188 0.6116 0.5867 0.3440 0.7022
Safe-level-SMOTE 0.6974 0.5333 0.5771 0.5131 0.6560

Spambase CQNR 0.9248 0.9295 0.8976 0.3298 0.8913
Unbalanced 0.9273 0.9000 0.9299 0.2429 0.8959
Random over-sampling 0.9559 0.9118 0.7882 0.3163 0.9051
SMOTE 0.9287 0.9400 0.9689 0.3111 0.8877
Borderline-SMOTE 0.9124 0.9968 0.9078 0.3012 0.9026
C-SMOTE 0.9349 0.9050 0.8467 0.2825 0.8536
Safe-level-SMOTE 0.9282 0.8938 0.9120 0.2745 0.8732

Hill-Valley CQNR 0.3416 0.5042 0.4235 0.2979 0.5188
Unbalanced 0.3252 0.3328 0.4498 0.2039 0.6108
Random over-sampling 0.3181 0.3576 0.3798 0.2633 0.5853
SMOTE 0.3717 0.4657 0.4133 0.2530 0.5416
Borderline-SMOTE 0.3400 0.5534 0.4467 0.3483 0.6662
C-SMOTE 0.4039 0.5363 0.4087 0.2976 0.5500
Safe-level-SMOTE 0.3992 0.5546 0.3890 0.3205 0.5844

Blood transfusion CQNR 0.7022 0.6811 0.7591 0.7145 0.6083
Unbalanced 0.4213 0.5793 0.7625 0.6258 0.6749
Random over-sampling 0.4043 0.6154 0.5906 0.6518 0.6918
SMOTE 0.4894 0.6273 0.6501 0.6144 0.5906
Borderline-SMOTE 0.6328 0.5963 0.6927 0.6397 0.6113
C-SMOTE 0.5991 0.6493 0.7397 0.6125 0.6036
Safe-level-SMOTE 0.5759 0.6342 0.7030 0.7553 0.6168

Synthetic dataset 1 CQNR 0.8919 0.8661 0.6054 0.7917 0.9569
Unbalanced 0.6964 0.8156 0.7460 0.8351 0.8564
Random over-sampling 0.7378 0.8163 0.7550 0.7816 0.8551
SMOTE 0.9674 0.8512 0.6966 0.8561 0.9369
Borderline-SMOTE 0.8678 0.8402 0.6215 0.8126 0.8964
C-SMOTE 0.9124 0.8357 0.7290 0.7903 0.9176
Safe-level-SMOTE 0.9667 0.7666 0.6398 0.7770 0.9271

Synthetic dataset 2 CQNR 0.9929 0.9063 0.7688 0.9693 0.9805
Unbalanced 0.9428 0.8990 0.9114 0.9296 0.8931
Random over-sampling 0.9654 0.9134 0.7318 0.8959 0.9713
SMOTE 0.9321 0.9177 0.8520 0.9368 0.9387
Borderline-SMOTE 0.9274 0.9277 0.7547 0.9071 0.9723
C-SMOTE 0.9935 0.9010 0.8939 0.9418 0.9427
Safe-level-SMOTE 0.9977 0.9160 0.7650 0.9686 0.9825

Synthetic dataset 3 CQNR 0.8610 0.7328 0.5844 0.8030 0.8907
Unbalanced 0.7513 0.7257 0.7587 0.7728 0.7939
Random over-sampling 0.7829 0.7345 0.6100 0.7365 0.8264
SMOTE 0.8616 0.7355 0.7750 0.8072 0.8439
Borderline-SMOTE 0.8748 0.7424 0.5574 0.8319 0.8970
C-SMOTE 0.8049 0.7562 0.5625 0.7985 0.8684
Safe-level-SMOTE 0.8910 0.7296 0.4456 0.7923 0.8836
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Table A.5: Comparison of CQNR with other over-sampling algorithms on various datasets
with respect to Specificity.

Dataset Method SVM MLP NB kNN DT

Pima Diabetes CQNR 0.7934 0.7492 0.7205 0.6513 0.7193
Unbalanced 0.6732 0.6135 0.6028 0.5723 0.6194
Random over-sampling 0.6284 0.6924 0.6024 0.5974 0.7146
SMOTE 0.7028 0.6724 0.6493 0.5523 0.7085
Borderline-SMOTE 0.7284 0.7185 0.6354 0.5834 0.7254
C-SMOTE 0.7187 0.7037 0.6398 0.5246 0.7311
Safe-level-SMOTE 0.7824 0.6183 0.7042 0.5734 0.7023

Haberman CQNR 0.7146 0.6954 0.6089 0.5194 0.6884
Unbalanced 0.3985 0.3837 0.5284 0.5492 0.5183
Random over-sampling 0.5385 0.5046 0.5735 0.4824 0.5937
SMOTE 0.6184 0.5735 0.5352 0.5732 0.6257
Borderline-SMOTE 0.6426 0.5853 0.5245 0.4632 0.6643
C-SMOTE 0.6524 0.5632 0.5643 0.3692 0.6653
Safe-level-SMOTE 0.6742 0.5257 0.5723 0.5631 0.6632

Spambase CQNR 0.9624 0.9593 0.9193 0.2725 0.9193
Unbalanced 0.9183 0.9532 0.8432 0.3843 0.8493
Random over-sampling 0.9193 0.9232 0.8392 0.3038 0.8624
SMOTE 0.9064 0.9150 0.8034 0.2862 0.8724
Borderline-SMOTE 0.9046 0.9194 0.8814 0.2725 0.8825
C-SMOTE 0.9028 0.8823 0.8792 0.2763 0.8256
Safe-level-SMOTE 0.9073 0.8735 0.8836 0.2936 0.8917

Hill-Valley CQNR 0.3716 0.4873 0.4364 0.3625 0.5763
Unbalanced 0.3192 0.3027 0.3437 0.2523 0.5025
Random over-sampling 0.3623 0.3018 0.4293 0.2193 0.5153
SMOTE 0.3273 0.3193 0.4254 0.2826 0.5173
Borderline-SMOTE 0.3193 0.4326 0.4103 0.2352 0.5018
C-SMOTE 0.3002 0.4163 0.4283 0.3192 0.5017
Safe-level-SMOTE 0.3062 0.4017 0.4263 0.2083 0.5012

Blood transfusion CQNR 0.6153 0.6004 0.6156 0.6725 0.6173
Unbalanced 0.3183 0.5028 0.5027 0.5192 0.5093
Random over-sampling 0.4103 0.5536 0.6193 0.5204 0.5174
SMOTE 0.5184 0.5274 0.6074 0.5834 0.6173
Borderline-SMOTE 0.4924 0.6132 0.5902 0.6173 0.5836
C-SMOTE 0.6187 0.6024 0.5080 0.6264 0.6132
Safe-level-SMOTE 0.5037 0.6028 0.6183 0.6254 0.6037

Synthetic dataset 1 CQNR 0.9153 0.7946 0.5342 0.8153 0.9013
Unbalanced 0.7163 0.7726 0.7621 0.8172 0.8073
Random over-sampling 0.7013 0.7935 0.7163 0.6934 0.8012
SMOTE 0.6212 0.8023 0.5139 0.8193 0.8734
Borderline-SMOTE 0.8137 0.7935 0.5934 0.7823 0.8783
C-SMOTE 0.8693 0.8013 0.6230 0.8192 0.8304
Safe-level-SMOTE 0.8183 0.8426 0.6794 0.7937 0.7894

Synthetic dataset 2 CQNR 0.9323 0.9264 0.7497 0.9429 0.9636
Unbalanced 0.9182 0.8845 0.9623 0.9012 0.9154
Random over-sampling 0.9293 0.8723 0.7453 0.9193 0.9047
SMOTE 0.8934 0.8734 0.8016 0.9002 0.9182
Borderline-SMOTE 0.9263 0.8683 0.7193 0.9173 0.9132
C-SMOTE 0.9013 0.9312 0.8016 0.9132 0.9034
Safe-level-SMOTE 0.9183 0.8735 0.7916 0.9265 0.9134

Synthetic dataset 3 CQNR 0.8753 0.7442 0.5788 0.7845 0.9023
Unbalanced 0.7012 0.7132 0.7386 0.7017 0.6948
Random over-sampling 0.6983 0.7025 0.5274 0.7623 0.7163
SMOTE 0.7192 0.7037 0.6023 0.7142 0.7274
Borderline-SMOTE 0.8012 0.7182 0.5028 0.6395 0.8726
C-SMOTE 0.7163 0.7037 0.6342 0.7715 0.8273
Safe-level-SMOTE 0.8183 0.7074 0.6524 0.7258 0.8183
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Table A.6: Comparison of CQNR with other over-sampling algorithms on various datasets
with respect to F-score.

Dataset Method SVM MLP NB kNN DT

Pima Diabetes CQNR 0.7844 0.8463 0.7003 0.6325 0.7756
Unbalanced 0.6025 0.8079 0.5862 0.4711 0.6035
Random over-sampling 0.6154 0.8356 0.6321 0.5683 0.6395
SMOTE 0.6996 0.8274 0.6142 0.5294 0.6932
Borderline-SMOTE 0.7347 0.8395 0.6043 0.6143 0.7563
C-SMOTE 0.7664 0.8153 0.6794 0.5936 0.7194
Safe-level-SMOTE 0.7536 0.8265 0.6964 0.6493 0.7377

Haberman CQNR 0.7295 0.5398 0.7032 0.6532 0.7195
Unbalanced 0.7474 0.2222 0.7375 0.7051 0.7777
Random over-sampling 0.7264 0.3284 0.7293 0.6592 0.6364
SMOTE 0.7142 0.4583 0.7143 0.6834 0.6945
Borderline-SMOTE 0.7385 0.3965 0.7134 0.6156 0.6394
C-SMOTE 0.7133 0.3825 0.7285 0.6262 0.6283
Safe-level-SMOTE 0.7342 0.3954 0.7325 0.6954 0.6834

Spambase CQNR 0.9427 0.9574 0.907 0.6828 0.8835
Unbalanced 0.9095 0.9434 0.8642 0.5832 0.8494
Random over-sampling 0.9134 0.9254 0.8342 0.5932 0.7936
SMOTE 0.9364 0.9173 0.8721 0.6731 0.7836
Borderline-SMOTE 0.9255 0.9472 0.8854 0.6384 0.8557
C-SMOTE 0.9174 0.9374 0.8932 0.6693 0.8644
Safe-level-SMOTE 0.9264 0.9352 0.8872 0.6573 0.8562

Hill-Valley CQNR 0.6595 0.6395 0.6283 0.6679 0.6282
Unbalanced 0.6398 0.1834 0.6509 0.6693 0.4984
Random over-sampling 0.6186 0.4587 0.6283 0.6492 0.5832
SMOTE 0.6645 0.5686 0.6743 0.6382 0.5734
Borderline-SMOTE 0.6248 0.5823 0.6194 0.6599 0.5986
C-SMOTE 0.6385 0.6169 0.6836 0.6749 0.6073
Safe-level-SMOTE 0.6277 0.5973 0.6294 0.6593 0.6129

Blood transfusion CQNR 0.6909 0.6723 0.6956 0.6846 0.6993
Unbalanced 0.2318 0.6772 0.4603 0.4000 0.4142
Random over-sampling 0.5673 0.6749 0.5493 0.5833 0.5837
SMOTE 0.5985 0.6382 0.6832 0.5867 0.5737
Borderline-SMOTE 0.6892 0.6947 0.5938 0.6365 0.6835
C-SMOTE 0.5574 0.6321 0.6294 0.6839 0.5982
Safe-level-SMOTE 0.5757 0.5963 0.6732 0.6245 0.6596

Synthetic dataset 1 CQNR 0.9103 0.8943 0.5978 0.7392 0.9266
Unbalanced 0.5517 0.8963 0.5396 0.6397 0.7428
Random over-sampling 0.8504 0.8274 0.5839 0.6491 0.8355
SMOTE 0.8375 0.8593 0.5583 0.6859 0.8296
Borderline-SMOTE 0.8466 0.9042 0.5501 0.7305 0.9175
C-SMOTE 0.9063 0.8395 0.5698 0.7195 0.8674
Safe-level-SMOTE 0.8739 0.9174 0.5497 0.6855 0.8947

Synthetic dataset 2 CQNR 0.9597 0.8714 0.7992 0.8360 0.9708
Unbalanced 0.9152 0.8698 0.7573 0.8145 0.8500
Random over-sampling 0.9274 0.8593 0.7854 0.8164 0.8963
SMOTE 0.9478 0.8947 0.7793 0.8148 0.9477
Borderline-SMOTE 0.9164 0.8863 0.7586 0.8264 0.8567
C-SMOTE 0.9116 0.8399 0.7605 0.8550 0.9588
Safe-level-SMOTE 0.9289 0.8457 0.7688 0.8465 0.9356

Synthetic dataset 3 CQNR 0.8893 0.7502 0.5816 0.7342 0.9021
Unbalanced 0.8402 0.9205 0.6923 0.7497 0.6101
Random over-sampling 0.8465 0.8473 0.5938 0.7194 0.8574
SMOTE 0.8946 0.9384 0.6284 0.7395 0.8475
Borderline-SMOTE 0.8765 0.7284 0.6948 0.7276 0.8375
C-SMOTE 0.8594 0.7956 0.5867 0.749 0.8974
Safe-level-SMOTE 0.8673 0.8475 0.5734 0.7150 0.8975

196



Table A.7: Comparison of CQNR with other over-sampling algorithms on various datasets
with respect to G-mean.

Dataset Method SVM MLP NB kNN DT

Pima Diabetes CQNR 0.7827 0.7352 0.7124 0.6053 0.7516
Unbalanced 0.6973 0.6488 0.6762 0.5283 0.6928
Random over-sampling 0.6847 0.6832 0.6935 0.5837 0.7073
SMOTE 0.7365 0.6934 0.6264 0.5724 0.7501
Borderline-SMOTE 0.7534 0.7245 0.6497 0.5935 0.7340
C-SMOTE 0.7356 0.7164 0.6845 0.5630 0.7294
Safe-level-SMOTE 0.7572 0.6284 0.7038 0.5980 0.7163

Haberman CQNR 0.7082 0.5932 0.5989 0.1194 0.6840
Unbalanced 0.4137 0.3716 0.5179 0.5397 0.5904
Random over-sampling 0.6354 0.5173 0.5734 0.3845 0.6083
SMOTE 0.6294 0.5385 0.5839 0.5262 0.6100
Borderline-SMOTE 0.6485 0.5732 0.5974 0.4628 0.6963
C-SMOTE 0.6354 0.5869 0.5754 0.3564 0.6835
Safe-level-SMOTE 0.6857 0.5295 0.5747 0.5375 0.6596

Spambase CQNR 0.9434 0.9443 0.9084 0.2998 0.9052
Unbalanced 0.9228 0.9262 0.8855 0.3055 0.8723
Random over-sampling 0.9374 0.9175 0.8133 0.3100 0.8835
SMOTE 0.9175 0.9274 0.8823 0.2984 0.8800
Borderline-SMOTE 0.9085 0.9573 0.8945 0.2865 0.8925
C-SMOTE 0.9187 0.8936 0.8628 0.2794 0.8395
Safe-level-SMOTE 0.9177 0.8836 0.8977 0.2839 0.8824

Hill-Valley CQNR 0.3563 0.4957 0.4299 0.3286 0.5468
Unbalanced 0.3222 0.3174 0.3932 0.2268 0.5540
Random over-sampling 0.3395 0.3285 0.4038 0.2403 0.5492
SMOTE 0.3488 0.3856 0.4193 0.2674 0.5293
Borderline-SMOTE 0.3295 0.4893 0.4281 0.2862 0.5782
C-SMOTE 0.3482 0.4725 0.4184 0.3082 0.5253
Safe-level-SMOTE 0.3496 0.4720 0.4072 0.2584 0.5412

Blood transfusion CQNR 0.6573 0.6395 0.6836 0.6932 0.6128
Unbalanced 0.3662 0.5397 0.6191 0.5700 0.5863
Random over-sampling 0.4073 0.5837 0.6048 0.5824 0.5983
SMOTE 0.5037 0.5752 0.6284 0.5987 0.6038
Borderline-SMOTE 0.5582 0.6047 0.6394 0.6284 0.5973
C-SMOTE 0.6088 0.6254 0.6130 0.6194 0.6084
Safe-level-SMOTE 0.5386 0.6183 0.6593 0.6873 0.6102

Synthetic dataset 1 CQNR 0.9035 0.8296 0.5687 0.8034 0.9287
Unbalanced 0.7063 0.7938 0.7540 0.8261 0.8315
Random over-sampling 0.7193 0.8048 0.7354 0.7362 0.8277
SMOTE 0.7985 0.8264 0.5983 0.8375 0.9046
Borderline-SMOTE 0.8403 0.8165 0.6073 0.7973 0.8873
C-SMOTE 0.8906 0.8183 0.6739 0.8046 0.8729
Safe-level-SMOTE 0.8894 0.8037 0.6593 0.7853 0.8937

Synthetic dataset 2 CQNR 0.9621 0.9163 0.7592 0.9560 0.9720
Unbalanced 0.9304 0.8917 0.9365 0.9153 0.9042
Random over-sampling 0.9472 0.8926 0.7385 0.9075 0.9374
SMOTE 0.9465 0.8953 0.8264 0.9183 0.9284
Borderline-SMOTE 0.9642 0.8975 0.7368 0.9122 0.9673
C-SMOTE 0.9463 0.9160 0.8465 0.9274 0.9538
Safe-level-SMOTE 0.9572 0.8945 0.7782 0.9473 0.9473

Synthetic dataset 3 CQNR 0.8681 0.7385 0.5816 0.7937 0.8965
Unbalanced 0.7258 0.7194 0.7486 0.7364 0.7427
Random over-sampling 0.7394 0.7183 0.5672 0.7493 0.7694
SMOTE 0.7872 0.7194 0.6832 0.7593 0.7835
Borderline-SMOTE 0.8372 0.7302 0.5294 0.7294 0.8847
C-SMOTE 0.7593 0.7295 0.5973 0.7849 0.8476
Safe-level-SMOTE 0.8539 0.7184 0.5392 0.7583 0.8503
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Table A.8: Summary of Accuracy of the classifiers on the experimentally verified pathogenic
effector proteins after 20 fold cross-validation before and after dataset balancing. ‘+’ indi-
cates the classes merged into a single class. ‘/’ indicates that the classes on either side of ‘/’
are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T3/T4/T6 (3 class) CQNR 0.5932 0.6085 0.5964 0.5896 0.5734 0.6432
Unbalanced 0.5534 0.5467 0.5301 0.5376 0.4814 0.5634
Random oversampling 0.5467 0.5583 0.5673 0.5284 0.5034 0.5539
SMOTE 0.5527 0.5639 0.5595 0.5467 0.5273 0.5686
Borderline-SMOTE 0.5473 0.5783 0.5247 0.5536 0.5139 0.5542
C-SMOTE 0.5636 0.5428 0.5385 0.5312 0.5467 0.5724
Safe-level-SMOTE 0.5542 0.5547 0.5467 0.5467 0.5305 0.5932

T3/(T4+T6) (2 class) CQNR 0.6708 0.6835 0.7258 0.673 0.7019 0.7643
Unbalanced 0.5851 0.4565 0.5071 0.6428 0.5091 0.5943
Random oversampling 0.5943 0.4626 0.5283 0.6183 0.5193 0.6081
SMOTE 0.6081 0.4793 0.5832 0.6264 0.5247 0.6372
Borderline-SMOTE 0.6372 0.6174 0.6273 0.6023 0.5485 0.6835
C-SMOTE 0.6153 0.5802 0.6193 0.6503 0.5924 0.6503
Safe-level-SMOTE 0.6005 0.5573 0.6593 0.6242 0.6284 0.6372

T4/(T3+T6) (2 class) CQNR 0.5866 0.5786 0.5650 0.5969 0.5317 0.6587
Unbalanced 0.5308 0.5217 0.5217 0.5016 0.4666 0.5582
Random oversampling 0.5293 0.5300 0.5284 0.5172 0.4738 0.5386
SMOTE 0.5458 0.5493 0.5382 0.5269 0.4823 0.5683
Borderline-SMOTE 0.5572 0.5577 0.5423 0.5307 0.4902 0.5969
C-SMOTE 0.5461 0.5247 0.5529 0.5537 0.5022 0.5786
Safe-level-SMOTE 0.5582 0.5683 0.5386 0.5264 0.5137 0.5866

T6/(T3+T4) (2 class) CQNR 0.7975 0.7632 0.7925 0.6717 0.7613 0.8425
Unbalanced 0.7432 0.7173 0.5214 0.6204 0.6183 0.7694
Random oversampling 0.7523 0.7329 0.5348 0.6395 0.6283 0.7394
SMOTE 0.7694 0.7284 0.5492 0.6439 0.6328 0.7845
Borderline-SMOTE 0.7721 0.7394 0.5571 0.6538 0.642 0.7845
C-SMOTE 0.7845 0.7536 0.5832 0.6692 0.6529 0.8135
Safe-level-SMOTE 0.7845 0.7496 0.6135 0.6799 0.6802 0.7975

T3/T4 (2 class) CQNR 0.6975 0.6766 0.6312 0.5841 0.6483 0.7286
Unbalanced 0.6150 0.5135 0.5550 0.5294 0.5025 0.6376
Random oversampling 0.6293 0.5239 0.5623 0.5328 0.5103 0.6432
SMOTE 0.6439 0.5356 0.5703 0.5495 0.5246 0.6263
Borderline-SMOTE 0.6304 0.5406 0.5821 0.5574 0.5397 0.6432
C-SMOTE 0.6534 0.5912 0.6134 0.5603 0.5426 0.6694
Safe-level-SMOTE 0.6604 0.6234 0.6823 0.5782 0.5583 0.7032

T3/T6 (2 class) CQNR 0.5791 0.5576 0.5433 0.6009 0.6918 0.6557
Unbalanced 0.5250 0.5165 0.5450 0.5564 0.5238 0.5424
Random oversampling 0.5129 0.5239 0.5120 0.5632 0.5329 0.5238
SMOTE 0.5353 0.5320 0.4932 0.5796 0.5495 0.5463
Borderline-SMOTE 0.5403 0.5473 0.5053 0.5932 0.5502 0.5328
C-SMOTE 0.5587 0.5320 0.5249 0.5823 0.5675 0.5638
Safe-level-SMOTE 0.5435 0.5534 0.5129 0.5238 0.5758 0.5638

T4/T6 (2 class) CQNR 0.6950 0.7070 0.7025 0.5752 0.6521 0.7494
Unbalanced 0.6663 0.6470 0.5550 0.5308 0.6266 0.6754
Random oversampling 0.6734 0.6534 0.5630 0.5403 0.6302 0.6832
SMOTE 0.6839 0.6604 0.5734 0.5583 0.6439 0.6932
Borderline-SMOTE 0.6539 0.6723 0.5934 0.5245 0.6530 0.6635
C-SMOTE 0.6634 0.6534 0.5834 0.5139 0.6639 0.6721
Safe-level-SMOTE 0.6534 0.6234 0.6329 0.5402 0.6724 0.6723

T3/T4/T6/Other/Non-effector (5
class)

CQNR 0.6394 0.7553 0.6556 0.6474 0.6635 0.8543

Unbalanced 0.6897 0.6757 0.6143 0.6634 0.6045 0.6943
Random oversampling 0.6923 0.6823 0.6193 0.6739 0.6138 0.7024
SMOTE 0.6002 0.6946 0.6234 0.6804 0.6482 0.7394
Borderline-SMOTE 0.6943 0.7023 0.6804 0.6923 0.6397 0.7556
C-SMOTE 0.6823 0.6736 0.6239 0.7045 0.7039 0.6823
Safe-level-SMOTE 0.6024 0.7020 0.6329 0.6624 0.6503 0.6946

T3/Non-effectors (2 class) CQNR 0.6527 0.7361 0.5861 0.6944 0.7083 0.7865
Unbalanced 0.5250 0.5165 0.5367 0.5564 0.5238 0.5424
Random oversampling 0.5424 0.5000 0.5250 0.5000 0.5165 0.5861
SMOTE 0.5000 0.5424 0.5424 0.5861 0.5424 0.5238
Borderline-SMOTE 0.5165 0.5861 0.5734 0.5734 0.5165 0.6527
C-SMOTE 0.5734 0.5238 0.5165 0.5238 0.5861 0.6944
Safe-level-SMOTE 0.6624 0.6823 0.5424 0.7427 0.6823 0.7361
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Table A.8 continues: Summary of Accuracy of the classifiers on the experimentally verified
pathogenic effector proteins after 20 fold cross-validation before and after dataset balancing.
‘+’ indicates the classes merged into a single class. ‘/’ indicates that the classes on either
side of ‘/’ are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T4/Non-effectors (2 class) CQNR 0.6027 0.6301 0.4794 0.5205 0.6438 0.6924
Unbalanced 0.5205 0.5157 0.4937 0.4825 0.4937 0.5428
Random oversampling 0.5395 0.5638 0.5638 0.5205 0.5157 0.5924
SMOTE 0.5428 0.5428 0.5205 0.5893 0.5205 0.6301
Borderline-SMOTE 0.5638 0.5205 0.5893 0.5205 0.5428 0.6193
C-SMOTE 0.6301 0.5638 0.5428 0.5638 0.5924 0.5638
Safe-level-SMOTE 0.5893 0.5924 0.5638 0.5428 0.6301 0.6527

T6/Non-effector (2 class) CQNR 0.7638 0.8750 0.5416 0.7777 0.8333 0.9123
Unbalanced 0.6950 0.6838 0.4157 0.695 0.6838 0.7361
Random oversampling 0.7193 0.7361 0.4923 0.6838 0.7193 0.7556
SMOTE 0.7494 0.7694 0.4625 0.7193 0.6950 0.7694
Borderline-SMOTE 0.7361 0.7556 0.4959 0.7494 0.7556 0.8294
C-SMOTE 0.7694 0.6950 0.5329 0.7556 0.7494 0.8750
Safe-level-SMOTE 0.7556 0.7494 0.5623 0.7694 0.7361 0.9023

Other/Non-effector (2 class) CQNR 0.8472 0.9200 0.5138 0.7916 0.9166 0.9423
Unbalanced 0.7827 0.7638 0.4957 0.6239 0.7827 0.8623
Random oversampling 0.8025 0.8237 0.5658 0.6927 0.8025 0.8623
SMOTE 0.8237 0.8025 0.5235 0.7638 0.8237 0.8853
Borderline-SMOTE 0.8134 0.8623 0.5862 0.8623 0.8472 0.9025
C-SMOTE 0.7827 0.8134 0.5483 0.7827 0.8134 0.932
Safe-level-SMOTE 0.8237 0.8623 0.5638 0.8025 0.8623 0.9254

Eff/Non-effector (2 class) CQNR 0.6800 0.5533 0.5145 0.6990 0.6116 0.7423
Unbalanced 0.5851 0.5308 0.5048 0.5428 0.4937 0.6838
Random oversampling 0.5943 0.5403 0.5120 0.5924 0.5638 0.7193
SMOTE 0.6081 0.5583 0.4932 0.6301 0.5205 0.6950
Borderline-SMOTE 0.6372 0.5245 0.5053 0.6193 0.5893 0.7556
C-SMOTE 0.6153 0.5139 0.5249 0.5638 0.5428 0.7494
Safe-level-SMOTE 0.6005 0.5402 0.5129 0.6527 0.5638 0.7361

(T3+T4+T6)/Non-effector (2 class) CQNR 0.5393 0.5730 0.5617 0.5842 0.6741 0.7323
Unbalanced 0.5308 0.5467 0.5139 0.5634 0.5428 0.6741
Random oversampling 0.5403 0.5583 0.5245 0.5539 0.5924 0.6527
SMOTE 0.5583 0.5639 0.5308 0.5686 0.6301 0.573
Borderline-SMOTE 0.5245 0.5783 0.5583 0.5542 0.6193 0.6301
C-SMOTE 0.5139 0.5428 0.5139 0.5724 0.5638 0.6193
Safe-level-SMOTE 0.5402 0.5547 0.5403 0.5932 0.6527 0.6301

(T3+T4+T6)/Other (2 class) CQNR 0.8181 0.9318 0.5568 0.7727 0.8636 0.9624
Unbalanced 0.63013 0.6741 0.5308 0.6527 0.6741 0.7323
Random oversampling 0.6741 0.6934 0.5403 0.6832 0.6943 0.7527
SMOTE 0.7397 0.7248 0.5583 0.6527 0.7974 0.7627
Borderline-SMOTE 0.7543 0.7942 0.5245 0.7241 0.8327 0.8234
C-SMOTE 0.7248 0.7543 0.5139 0.7428 0.8837 0.8368
Safe-level-SMOTE 0.7942 0.8364 0.5402 0.7397 0.8368 0.8837

T3/T4/T6/Other (4 class) CQNR 0.5473 0.8368 0.5421 0.6052 0.5684 0.8723
Unbalanced 0.5301 0.7527 0.5467 0.5539 0.5308 0.6741
Random oversampling 0.5673 0.7527 0.5583 0.5686 0.5403 0.7895
SMOTE 0.5595 0.7895 0.5639 0.5542 0.5683 0.8046
Borderline-SMOTE 0.5247 0.7627 0.5783 0.5724 0.5245 0.7527
C-SMOTE 0.5385 0.8046 0.5428 0.5932 0.5139 0.7627
Safe-level-SMOTE 0.5467 0.8234 0.5547 0.5842 0.5402 0.8046

T3/T4/T6/Non-effector (4 class) CQNR 0.4862 0.7827 0.5137 0.6137 0.5517 0.8234
Unbalanced 0.3965 0.6302 0.5308 0.5294 0.5301 0.7193
Random oversampling 0.4427 0.6729 0.5403 0.5328 0.5673 0.7527
SMOTE 0.4395 0.6528 0.5583 0.5495 0.5595 0.7527
Borderline-SMOTE 0.4436 0.7193 0.5245 0.5574 0.5247 0.7895
C-SMOTE 0.4539 0.7527 0.5139 0.5603 0.5385 0.7627
Safe-level-SMOTE 0.4293 0.7627 0.5402 0.5782 0.5467 0.8046

199



Table A.9: Summary of Cohen’s (κ) score of the classifiers on the experimentally verified
pathogenic effector proteins after 20 fold cross-validation before and after dataset balancing.
‘+’ indicates the classes merged into a single class. ‘/’ indicates that the classes on either
side of ‘/’ are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T3/T4/T6 (3 class) CQNR 0.5932 0.5085 0.5964 0.5896 0.5734 0.5932
Unbalanced 0.3965 0.5308 0.4937 0.5301 0.5217 0.5357
Random oversampling 0.4427 0.5403 0.5638 0.5673 0.5323 0.5620
SMOTE 0.4395 0.5583 0.5205 0.5595 0.5493 0.5432
Borderline-SMOTE 0.4436 0.5245 0.5893 0.5247 0.5577 0.5153
C-SMOTE 0.4539 0.5139 0.5428 0.5385 0.5247 0.5249
Safe-level-SMOTE 0.4293 0.5402 0.5638 0.5467 0.5683 0.5329

T3/(T4+T6) (2 class) CQNR 0.5708 0.5835 0.6258 0.5730 0.6019 0.6643
Unbalanced 0.5250 0.5163 0.5205 0.5250 0.5564 0.5605
Random oversampling 0.5129 0.5120 0.5395 0.5129 0.5632 0.5795
SMOTE 0.5353 0.4932 0.5428 0.5353 0.5796 0.5828
Borderline-SMOTE 0.5403 0.5053 0.5638 0.5403 0.5932 0.5938
C-SMOTE 0.5587 0.5249 0.6301 0.5587 0.5823 0.6301
Safe-level-SMOTE 0.5435 0.5129 0.5893 0.5435 0.5238 0.5893

T4/(T3+T6) (2 class) CQNR 0.5866 0.5786 0.5650 0.5969 0.5917 0.6154
Unbalanced 0.4937 0.5217 0.5016 0.4825 0.4345 0.5425
Random oversampling 0.5638 0.5284 0.5120 0.5205 0.5538 0.5550
SMOTE 0.5205 0.5382 0.4932 0.5893 0.5105 0.5924
Borderline-SMOTE 0.5893 0.5423 0.5053 0.5205 0.5893 0.5734
C-SMOTE 0.5428 0.5529 0.5249 0.5638 0.5123 0.5665
Safe-level-SMOTE 0.5638 0.5386 0.5129 0.5428 0.5356 0.5824

T6/(T3+T4) (2 class) CQNR 0.6975 0.6632 0.6925 0.6717 0.6613 0.7425
Unbalanced 0.5428 0.5157 0.5851 0.5428 0.5539 0.6741
Random oversampling 0.5924 0.5638 0.5943 0.5924 0.5686 0.6527
SMOTE 0.6302 0.5428 0.6081 0.6302 0.5542 0.5730
Borderline-SMOTE 0.6193 0.5205 0.6372 0.6193 0.5724 0.6301
C-SMOTE 0.5638 0.5638 0.6153 0.5638 0.5932 0.6193
Safe-level-SMOTE 0.6527 0.5924 0.6005 0.6527 0.5842 0.6301

T3/T4 (2 class) CQNR 0.5975 0.5766 0.5312 0.5841 0.5783 0.6286
Unbalanced 0.5467 0.5634 0.5308 0.5308 0.5301 0.5539
Random oversampling 0.5583 0.5539 0.5403 0.5403 0.5673 0.5686
SMOTE 0.5639 0.5686 0.5583 0.5583 0.5595 0.5542
Borderline-SMOTE 0.5783 0.5542 0.5245 0.5245 0.5247 0.5724
C-SMOTE 0.5428 0.5724 0.5139 0.5139 0.5385 0.5932
Safe-level-SMOTE 0.5547 0.5932 0.5402 0.5402 0.5467 0.5842

T3/T6 (2 class) CQNR 0.5791 0.5576 0.5433 0.6009 0.6518 0.6957
Unbalanced 0.5308 0.5301 0.5467 0.5467 0.5851 0.5294
Random oversampling 0.5403 0.5673 0.5583 0.5583 0.5943 0.5728
SMOTE 0.5583 0.5595 0.5639 0.5639 0.5081 0.5495
Borderline-SMOTE 0.5245 0.5247 0.5783 0.5783 0.5372 0.5874
C-SMOTE 0.5139 0.5385 0.5428 0.5428 0.5153 0.5603
Safe-level-SMOTE 0.5402 0.5467 0.5547 0.5547 0.5005 0.5782

T4/T6 (2 class) CQNR 0.5950 0.6070 0.6025 0.5752 0.6521 0.7494
Unbalanced 0.5016 0.5129 0.5205 0.5129 0.5632 0.5329
Random oversampling 0.5172 0.5353 0.5893 0.5353 0.5796 0.5495
SMOTE 0.5269 0.5403 0.5205 0.5403 0.5932 0.5502
Borderline-SMOTE 0.5307 0.5587 0.5638 0.5587 0.5823 0.5675
C-SMOTE 0.5537 0.5435 0.5428 0.5435 0.5238 0.5758
Safe-level-SMOTE 0.5264 0.5791 0.5205 0.5791 0.6009 0.6918

T3/T4/T6/Other/Non-effector (5
class)

CQNR 0.6268 0.5668 0.5868 0.5756 0.5887 0.6937

Unbalanced 0.5329 0.5139 0.5402 0.5172 0.5402 0.5329
Random oversampling 0.5402 0.5632 0.5307 0.5632 0.5139 0.5732
SMOTE 0.5307 0.5172 0.5587 0.5139 0.5307 0.5672
Borderline-SMOTE 0.5139 0.5402 0.5139 0.5329 0.5329 0.5802
C-SMOTE 0.5172 0.5329 0.5632 0.5307 0.5632 0.5939
Safe-level-SMOTE 0.5632 0.5307 0.5172 0.5587 0.5172 0.6225

T3/Non-effectors (2 class) CQNR 0.5527 0.6361 0.5861 0.5944 0.6083 0.7913
Unbalanced 0.4923 0.5638 0.5583 0.5403 0.5403 0.6838
Random oversampling 0.4625 0.5205 0.5639 0.5683 0.5583 0.7193
SMOTE 0.4959 0.5893 0.5783 0.5245 0.5245 0.695
Borderline-SMOTE 0.5329 0.5428 0.5428 0.5139 0.5139 0.7556
C-SMOTE 0.5623 0.5638 0.5547 0.5402 0.5402 0.7494
Safe-level-SMOTE 0.5416 0.6116 0.5421 0.5684 0.5568 0.7361
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Table A.9 continues: Summary of Cohen’s (κ) score of the classifiers on the experimentally
verified pathogenic effector proteins after 20 fold cross-validation before and after dataset
balancing. ‘+’ indicates the classes merged into a single class. ‘/’ indicates that the classes
on either side of ‘/’ are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T4/Non-effectors (2 class) CQNR 0.6027 0.6301 0.5794 0.5205 0.6438 0.6893
Unbalanced 0.5583 0.5539 0.5239 0.512 0.5428 0.5924
Random oversampling 0.5245 0.5686 0.532 0.4932 0.5924 0.6301
SMOTE 0.5139 0.5542 0.5473 0.5053 0.6301 0.6193
Borderline-SMOTE 0.5402 0.5724 0.532 0.5249 0.6193 0.5638
C-SMOTE 0.5568 0.5932 0.5534 0.5129 0.5638 0.6527
Safe-level-SMOTE 0.6083 0.5842 0.5576 0.5433 0.6527 0.6741

T6/Non-effector (2 class) CQNR 0.6638 0.7750 0.6416 0.7387 0.8033 0.8523
Unbalanced 0.5238 0.6757 0.5157 0.6838 0.6943 0.6943
Random oversampling 0.5329 0.6823 0.5923 0.7193 0.7024 0.7324
SMOTE 0.5495 0.6946 0.5625 0.7494 0.7394 0.7594
Borderline-SMOTE 0.5502 0.7023 0.5959 0.7556 0.7556 0.7556
C-SMOTE 0.5675 0.6736 0.6329 0.7694 0.7723 0.7753
Safe-level-SMOTE 0.5758 0.7020 0.6230 0.7777 0.7446 0.7846

Other/Non-effector (2 class) CQNR 0.7472 0.8245 0.5138 0.7916 0.7166 0.8623
Unbalanced 0.6757 0.6943 0.5238 0.7193 0.6239 0.7827
Random oversampling 0.6823 0.7024 0.5329 0.6950 0.6927 0.8025
SMOTE 0.6946 0.7394 0.5495 0.7556 0.6638 0.8237
Borderline-SMOTE 0.7023 0.7556 0.5502 0.7494 0.7623 0.8134
C-SMOTE 0.6736 0.7723 0.5675 0.7361 0.6827 0.7827
Safe-level-SMOTE 0.7020 0.7446 0.5758 0.7423 0.7025 0.8237

Eff/Non-effector (2 class) CQNR 0.58 0.5533 0.5145 0.6990 0.6116 0.6423
Unbalanced 0.5403 0.5308 0.5012 0.5239 0.5205 0.5638
Random oversampling 0.5583 0.5403 0.5120 0.5356 0.5395 0.5205
SMOTE 0.5245 0.5583 0.4932 0.5406 0.5428 0.5893
Borderline-SMOTE 0.5139 0.5245 0.5053 0.5912 0.5638 0.5428
C-SMOTE 0.5402 0.5139 0.5249 0.6234 0.6301 0.5638
Safe-level-SMOTE 0.5533 0.5402 0.5129 0.6766 0.5893 0.6116

(T3+T4+T6)/Non-effector (2 class) CQNR 0.5393 0.573 0.5617 0.5842 0.6741 0.7323
Unbalanced 0.4666 0.5294 0.5217 0.5034 0.5851 0.5071
Random oversampling 0.4738 0.5328 0.53 0.5273 0.5943 0.5283
SMOTE 0.4823 0.5495 0.5493 0.5139 0.6081 0.5832
Borderline-SMOTE 0.4902 0.5574 0.5577 0.5467 0.6372 0.6273
C-SMOTE 0.5022 0.5603 0.5247 0.5305 0.6153 0.6193
Safe-level-SMOTE 0.5137 0.5782 0.5683 0.5734 0.6005 0.6593

(T3+T4+T6)/Other (2 class) CQNR 0.7181 0.8318 0.5568 0.7727 0.7636 0.8624
Unbalanced 0.5943 0.6239 0.4923 0.7193 0.695 0.8025
Random oversampling 0.6081 0.6927 0.4625 0.7494 0.6838 0.8237
SMOTE 0.6372 0.7638 0.4959 0.7361 0.7193 0.8134
Borderline-SMOTE 0.6153 0.8623 0.5329 0.7694 0.7494 0.7827
C-SMOTE 0.6005 0.7827 0.5623 0.7556 0.7556 0.8237
Safe-level-SMOTE 0.6804 0.8025 0.5416 0.7638 0.7694 0.8772

T3/T4/T6/Other (4 class) CQNR 0.5473 0.6368 0.5421 0.6052 0.5684 0.7723
Unbalanced 0.5263 0.6634 0.5403 0.5403 0.5294 0.695
Random oversampling 0.5173 0.6724 0.5583 0.5583 0.5683 0.6838
SMOTE 0.5212 0.6264 0.5245 0.5245 0.5245 0.7193
Borderline-SMOTE 0.6556 0.7556 0.5139 0.5139 0.5139 0.7494
C-SMOTE 0.5018 0.6494 0.5402 0.5402 0.5402 0.7556
Safe-level-SMOTE 0.4634 0.6361 0.5533 0.5393 0.5684 0.7694

T3/T4/T6/Non-effector (4 class) CQNR 0.5862 0.6827 0.5537 0.6137 0.5917 0.8034
Unbalanced 0.5375 0.6274 0.5263 0.5375 0.5734 0.6724
Random oversampling 0.5753 0.6874 0.5437 0.5734 0.5264 0.6365
SMOTE 0.5385 0.6274 0.5328 0.5934 0.5635 0.6024
Borderline-SMOTE 0.5334 0.6658 0.5277 0.5024 0.5254 0.6536
C-SMOTE 0.5629 0.6384 0.5163 0.5947 0.5635 0.6845
Safe-level-SMOTE 0.5726 0.6294 0.4634 0.6074 0.5524 0.7745

201



Table A.10: Summary of MCC of the classifiers on the experimentally verified pathogenic
effector proteins after 20 fold cross-validation before and after dataset balancing. ‘+’ indi-
cates the classes merged into a single class. ‘/’ indicates that the classes on either side of ‘/’
are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T3/T4/T6 (3 class) CQNR 0.5932 0.5085 0.5964 0.5896 0.5734 0.5432
Unbalanced 0.3345 0.5152 0.4273 0.5243 0.5184 0.5172
Random oversampling 0.4134 0.5135 0.5173 0.5085 0.536 0.5273
SMOTE 0.4264 0.5042 0.5232 0.5146 0.5283 0.4345
Borderline-SMOTE 0.4376 0.5064 0.5186 0.5163 0.5593 0.5932
C-SMOTE 0.4684 0.5345 0.5306 0.5664 0.5418 0.5832
Safe-level-SMOTE 0.4934 0.5246 0.5479 0.5517 0.5593 0.5214

T3/(T4+T6) (2 class) CQNR 0.5708 0.5835 0.6258 0.573 0.6019 0.6643
Unbalanced 0.5182 0.5246 0.5384 0.5264 0.5642 0.5253
Random oversampling 0.5621 0.5424 0.5283 0.5274 0.5424 0.5255
SMOTE 0.5421 0.479 0.5736 0.5532 0.5545 0.5563
Borderline-SMOTE 0.524 0.523 0.5824 0.5232 0.5256 0.5345
C-SMOTE 0.5453 0.5435 0.6023 0.5532 0.5654 0.6253
Safe-level-SMOTE 0.5356 0.5345 0.5925 0.5232 0.5245 0.5633

T4/(T3+T6) (2 class) CQNR 0.4866 0.5786 0.5650 0.5969 0.5317 0.6387
Unbalanced 0.4634 0.5183 0.5412 0.4374 0.4234 0.5345
Random oversampling 0.5294 0.5194 0.5173 0.5824 0.5425 0.5214
SMOTE 0.5194 0.5144 0.4627 0.5764 0.5264 0.5634
Borderline-SMOTE 0.5644 0.5324 0.5523 0.5643 0.5234 0.5245
C-SMOTE 0.5834 0.5130 0.5334 0.5356 0.5624 0.5562
Safe-level-SMOTE 0.5183 0.5423 0.5234 0.5356 0.5210 0.5254

T6/(T3+T4) (2 class) CQNR 0.6975 0.6632 0.6925 0.6717 0.6613 0.7225
Unbalanced 0.5244 0.534 0.5345 0.5535 0.5566 0.6454
Random oversampling 0.5632 0.5525 0.5534 0.5645 0.5345 0.6345
SMOTE 0.6123 0.5325 0.6345 0.6245 0.5234 0.5563
Borderline-SMOTE 0.6214 0.5256 0.6530 0.6234 0.5542 0.6462
C-SMOTE 0.5524 0.5534 0.6646 0.5534 0.5355 0.6346
Safe-level-SMOTE 0.6145 0.5632 0.6765 0.6234 0.5645 0.6234

T3/T4 (2 class) CQNR 0.5975 0.5766 0.5312 0.5841 0.5483 0.6286
Unbalanced 0.5466 0.5483 0.5372 0.5265 0.5467 0.5472
Random oversampling 0.5365 0.5743 0.5473 0.556 0.5745 0.5527
SMOTE 0.5357 0.5453 0.5564 0.5628 0.5468 0.5742
Borderline-SMOTE 0.5653 0.5375 0.5746 0.5621 0.5295 0.5327
C-SMOTE 0.5735 0.5654 0.5475 0.5251 0.5372 0.5960
Safe-level-SMOTE 0.5375 0.5968 0.5364 0.5387 0.5062 0.5275

T3/T6 (2 class) CQNR 0.5791 0.5576 0.5433 0.6009 0.6918 0.6557
Unbalanced 0.5258 0.5107 0.5186 0.5538 0.5375 0.5638
Random oversampling 0.5338 0.5046 0.5306 0.5386 0.5673 0.5643
SMOTE 0.5037 0.5153 0.5185 0.5073 0.6361 0.5357
Borderline-SMOTE 0.5185 0.5185 0.5063 0.5164 0.6537 0.5683
C-SMOTE 0.5319 0.5385 0.5026 0.5742 0.6274 0.5724
Safe-level-SMOTE 0.5386 0.5267 0.5174 0.5386 0.6374 0.5942

T4/T6 (2 class) CQNR 0.595 0.607 0.6025 0.5752 0.6521 0.7494
Unbalanced 0.5364 0.5464 0.5543 0.5042 0.5065 0.5664
Random oversampling 0.5174 0.5318 0.5753 0.5275 0.5042 0.5597
SMOTE 0.5065 0.5042 0.5218 0.5218 0.5473 0.5065
Borderline-SMOTE 0.5275 0.5749 0.5543 0.5597 0.5187 0.5042
C-SMOTE 0.5463 0.5473 0.5364 0.5473 0.5364 0.5473
Safe-level-SMOTE 0.5597 0.5836 0.5275 0.5065 0.6172 0.6824

T3/T4/T6/Other/Non-effector (5
class)

CQNR 0.6268 0.5668 0.5368 0.5756 0.5587 0.6521

Unbalanced 0.5065 0.5543 0.5319 0.5174 0.5473 0.5174
Random oversampling 0.5244 0.5473 0.5065 0.5244 0.5643 0.5643
SMOTE 0.5473 0.5319 0.5174 0.5473 0.5174 0.5319
Borderline-SMOTE 0.5174 0.5065 0.5543 0.5319 0.5244 0.5273
C-SMOTE 0.5319 0.5643 0.5473 0.5643 0.5543 0.5175
Safe-level-SMOTE 0.5543 0.5174 0.5244 0.5065 0.5319 0.5386

T3/Non-effectors (2 class) CQNR 0.5527 0.6361 0.5861 0.5944 0.6083 0.8026
Unbalanced 0.4374 0.5065 0.5749 0.5473 0.5749 0.6245
Random oversampling 0.424 0.5042 0.5319 0.5065 0.5543 0.7374
SMOTE 0.4264 0.5473 0.5543 0.5174 0.5174 0.6953
Borderline-SMOTE 0.5543 0.5174 0.5065 0.5319 0.5319 0.7157
C-SMOTE 0.5473 0.5319 0.5042 0.5543 0.5042 0.7422
Safe-level-SMOTE 0.5319 0.6245 0.5473 0.5042 0.5473 0.7275
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Table A.10 continues: Summary of MCC of the classifiers on the experimentally verified
pathogenic effector proteins after 20 fold cross-validation before and after dataset balancing.
‘+’ indicates the classes merged into a single class. ‘/’ indicates that the classes on either
side of ‘/’ are treated as a separate class.

Effector Protein set Method SVM MLP NB kNN RF Consensus

T4/Non-effectors (2 class) CQNR 0.6027 0.6301 0.5794 0.5205 0.6438 0.7038
Unbalanced 0.5127 0.5319 0.5042 0.5543 0.5543 0.5319
Random oversampling 0.5163 0.5042 0.5473 0.4524 0.5473 0.6083
SMOTE 0.5335 0.5473 0.5319 0.5042 0.6361 0.5861
Borderline-SMOTE 0.534 0.5543 0.5543 0.5065 0.6083 0.5473
C-SMOTE 0.5135 0.5042 0.5065 0.5319 0.5319 0.6361
Safe-level-SMOTE 0.6083 0.5065 0.5042 0.5473 0.5861 0.6124

T6/Non-effector (2 class) CQNR 0.6638 0.775 0.6416 0.7777 0.8233 0.8123
Unbalanced 0.5135 0.6124 0.5263 0.6124 0.6124 0.6124
Random oversampling 0.5263 0.6083 0.5135 0.7275 0.7422 0.7157
SMOTE 0.5042 0.6361 0.5042 0.7422 0.7264 0.7275
Borderline-SMOTE 0.5543 0.7422 0.5543 0.7264 0.7157 0.7264
C-SMOTE 0.5319 0.6027 0.6124 0.7157 0.7275 0.7422
Safe-level-SMOTE 0.534 0.7157 0.6083 0.7422 0.7024 0.7246

Other/Non-effector (2 class) CQNR 0.7472 0.8203 0.5138 0.7916 0.8166 0.8523
Unbalanced 0.6638 0.6416 0.5543 0.7157 0.6638 0.7422
Random oversampling 0.6124 0.7157 0.5263 0.6638 0.6361 0.8385
SMOTE 0.6361 0.7264 0.5135 0.7422 0.7422 0.8183
Borderline-SMOTE 0.7264 0.7264 0.5042 0.7422 0.8385 0.8274
C-SMOTE 0.6027 0.7422 0.5263 0.7264 0.7264 0.7264
Safe-level-SMOTE 0.7422 0.7422 0.5135 0.7157 0.8183 0.8632

Eff/Non-effector (2 class) CQNR 0.58 0.5533 0.5145 0.6910 0.6116 0.6423
Unbalanced 0.5263 0.5319 0.5319 0.5263 0.5543 0.5135
Random oversampling 0.5135 0.5138 0.5543 0.5135 0.5065 0.5138
SMOTE 0.5319 0.5543 0.5263 0.5065 0.5138 0.5263
Borderline-SMOTE 0.5543 0.5065 0.5135 0.5543 0.5135 0.5065
C-SMOTE 0.5065 0.5263 0.5065 0.6374 0.6012 0.5543
Safe-level-SMOTE 0.5138 0.5135 0.5138 0.6927 0.5263 0.6273

(T3+T4+T6)/Non-effector (2 class) CQNR 0.5393 0.573 0.5617 0.5842 0.6741 0.7323
Unbalanced 0.4036 0.5263 0.5543 0.5135 0.5065 0.5543
Random oversampling 0.4624 0.5462 0.5135 0.5263 0.5543 0.5065
SMOTE 0.424 0.5065 0.5042 0.5543 0.6264 0.5263
Borderline-SMOTE 0.449 0.5543 0.5263 0.5065 0.6374 0.6927
C-SMOTE 0.4374 0.5135 0.5263 0.5042 0.6427 0.6273
Safe-level-SMOTE 0.5543 0.5042 0.5065 0.5462 0.6273 0.6374

(T3+T4+T6)/Other (2 class) CQNR 0.7181 0.8318 0.5568 0.7727 0.7636 0.8624
Unbalanced 0.5163 0.6264 0.4374 0.7323 0.6374 0.8013
Random oversampling 0.6264 0.6374 0.4240 0.7527 0.6264 0.8276
SMOTE 0.6374 0.7323 0.4352 0.7157 0.7422 0.8519
Borderline-SMOTE 0.6741 0.8013 0.5320 0.7163 0.7275 0.7323
C-SMOTE 0.6427 0.7157 0.5163 0.7422 0.7157 0.8713
Safe-level-SMOTE 0.6264 0.8276 0.5206 0.7275 0.7323 0.8442

T3/T4/T6/Other (4 class) CQNR 0.5473 0.7368 0.5421 0.6052 0.5684 0.7723
Unbalanced 0.5163 0.6432 0.5140 0.5532 0.5253 0.6532
Random oversampling 0.5200 0.7130 0.5742 0.5136 0.5134 0.6574
SMOTE 0.5320 0.6145 0.5315 0.5521 0.5134 0.7246
Borderline-SMOTE 0.5135 0.7216 0.5162 0.5148 0.5245 0.7421
C-SMOTE 0.5210 0.7174 0.5320 0.5258 0.5421 0.7245
Safe-level-SMOTE 0.4145 0.7216 0.5162 0.5326 0.5234 0.7346

T3/T4/T6/Non-effector (4 class) CQNR 0.5862 0.7827 0.5137 0.6137 0.5517 0.7934
Unbalanced 0.5364 0.7264 0.5147 0.5235 0.5231 0.6247
Random oversampling 0.5230 0.7213 0.5416 0.5636 0.5532 0.6853
SMOTE 0.5120 0.7424 0.5462 0.5525 0.5124 0.6632
Borderline-SMOTE 0.5235 0.7296 0.5467 0.5247 0.5406 0.6753
C-SMOTE 0.5164 0.7483 0.5124 0.5742 0.5101 0.6753
Safe-level-SMOTE 0.5432 0.7147 0.4257 0.6012 0.5320 0.7264
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Table A.11: Performance comparison of T3 effector protein predictors on an independent set
of proteins.

Effector protein ID (PDB) EPP3D DeepT3 Bastion3 Wang et al.

5T09 Effector Effector Effector Effector

2WUN Effector Effector Effector Effector

2QMZ Effector Non-effector Effector Non-effector

4QMK Effector Effector Effector Non-effector

1S21 Effector Effector Effector Effector

3I0U Non-effector Effector Effector Non-effector

6CJD Effector Non-effector Effector Effector

1NH1 Effector Effector Effector Non-effector

2NUD Non-effector Effector Effector Non-effector

4FC9 Effector Non-effector Effector Effector

4FCG Non-effector Non-effector Effector Non-effector

6AE1 Non-effector Effector Non-effector Effector

6AE2 Effector Effector Non-effector Effector

3CKD Effector Effector Effector Effector

6IQW Effector Effector Non-effector Effector

2KQ5 Non-effector Non-effector Effector Non-effector

3EE1 Effector Non-effector Effector Non-effector

4P5F Effector Non-effector Effector Effector

6HQZ Effector Effector Effector Non-effector

1R5E Effector Non-effector Effector Effector
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Table A.12: Performance comparison of T4 effector protein predictors on an independent set
of proteins.

Effector protein ID (PDB) EPP3D Zou et al. Xiong et al. Bastion4 Burstein et al.

2VY3 Effector Effector Effector Undefined Effector

2VZA Effector Non-effector Effector Undefined Non-effector

2JK8 Effector Non-effector Effector Undefined Effector

6H94 Effector Effector Effector Undefined Non-effector

6HPI Effector Non-effector Non-effector Undefined Effector

3L0I Effector Effector Effector Undefined Non-effector

5CZY Effector Non-effector Non-effector Undefined Effector

4YK3 Effector Effector Effector Undefined Effector

1S21 Effector Effector Non-effector Undefined Effector

2NUD Effector Non-effector Non-effector Undefined Non-effector

3L0M Non-effector Effector Non-effector Undefined Non-effector

4BED Effector Effector Effector Undefined Effector

4BER Effector Effector Effector Undefined Non-effector

4BES Effector Effector Effector Undefined Effector

5X1E Effector Non-effector Effector Undefined Non-effector

5X1H Effector Non-effector Effector Undefined Effector

5X1U Non-effector Non-effector Non-effector Undefined Non-effector

5X42 Effector Effector Effector Undefined Effector

5X90 Effector Effector Effector Undefined Effector

4FGI Effector Effector Non-effector Undefined Non-effector
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Table A.13: Performance comparison of T6 effector protein predictors on an independent set
of proteins.

Effector protein ID (PDB) EPP3D Bastion6 PyPredT6

3V4H Effector Undefined Effector

3VPI Effector Undefined Effector

4EOB Effector Undefined Effector

4HFL Effector Undefined Effector

4FOV Effector Undefined Effector

4FOW Effector Undefined Non-effector

6IJE Non-effector Undefined Effector

3VPJ Effector Undefined Effector

3WA5 Effector Undefined Non-effector

4BI8 Effector Undefined Non-effector

4F4M Effector Undefined Effector

4HFF Effector Undefined Effector

4HFK Effector Undefined Effector

4HZ9 Effector Undefined Effector

4HZB Non-effector Undefined Non-effector

4KT3 Non-effector Undefined Non-effector

6IJF Effector Undefined Effector

4NS0 Effector Undefined Effector

6H3L Effector Undefined Non-effector

6H3N Effector Undefined Non-effector
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A.3 Chapter 5

A.3.1 Amino acid values for physicochemical properties

With respect to the physicochemical properties numbered 18 to 38, which have contributed
to 55 features, described in Table 5.1 of Chapter 5, the feature values corresponding to amino
acids with respect to these features have been furnished in Tables A.14 and A.15.

A.3.2 Parameters of the classifiers considered

For SVM, we have considered the kernel function to be the radial basis function (RBF),
and two parameters have been considered, which are the regularization parameter C and
the kernel width parameter γ, optimized by using a grid search approach. For RF, the two
parameters, mtry (the number of variables randomly selected as candidates at each node)
and ntree (the number of trees to grow) have been considered; the value of ntree was from
500 to 3000 with a step length of 500, and the value of mtry was from 2 to 50 with a step
length of 2. For k-NN, we chose Euclidean distance as distance function and set the number
of neighbors (K) in the set 3, 5, 7, 9, 11, 13, 15, 17, 19, and 21. The k value of 11, having
the highest prediction performance, was considered. For decision tree classifier (DT), the
maximum depth of the tree max depth was set to 5, and the minimum number of samples
required to split an internal node min samples split was set to 2.
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Table A.14: Values of physicochemical properties for amino acids A, L, R, K, N, M, D, C,
F, and P.

Physicochemical properties A L R K N M D C F P

Hydrophobicity factor 0.75 2.4 0.75 1.5 0.69 1.3 0 1 2.65 2.6

Residue volume 52.6 102 109.1 105.1 75.7 97.7 68.4 68.3 113.9 73.6

Transfer free energy to surface -0.2 -2.46 -0.12 -0.35 0.08 -1.47 -0.2 -0.45 -2.33 -0.98

Apparent partial specific volume 0.691 0.842 0.728 0.767 0.596 0.709 0.558 0.624 0.756 0.73

Polarizability parameter 0.52 0.98 0.68 0.68 0.76 0.78 0.76 0.62 0.7 0.36

Average volume of buried residue 91.5 167.9 202 171.3 135.2 170.8 124.5 117.7 203.4 129.3

Residue accessible surface area in tripeptide 115 170 225 200 160 185 150 135 210 145

Solvation free energy 0.67 1.9 -2.1 -0.57 -0.6 2.4 -1.2 0.38 2.3 1.2

Molecular weight 89.09 131.17 174.2 146.19 132.12 149.21 133.1 121.15 165.19 115.13

Melting point 297 337 238 224 236 283 270 178 284 222

Percentage of buried residues 51 60 5 3 22 52 19 74 58 25

Percentage of exposed residues 15 16 67 85 49 20 50 5 10 45

Signal sequence helical potential 1.18 3.23 0.2 0.06 0.23 2.67 0.05 1.89 1.96 0.76

Membrane-buried preference parameters 1.56 2.93 0.45 0.15 0.27 2.96 0.14 1.23 2.03 0.76

Average flexibility indices 0.357 0.365 0.529 0.466 0.463 0.295 0.511 0.346 0.314 0.509

Polarizability parameter 0.046 0.186 0.291 0.219 0.134 0.221 0.105 0.128 0.29 0.131

Free energy of solution in water, kcal/mole -0.368 1.07 -1.03 0 0 0.656 2.06 4.53 1.06 -2.24

Relative mutability 100 40 65 56 134 94 106 20 41 56

Atom-based hydrophobic moment 0 1 10 5.7 1.3 1.9 1.9 0.17 1.1 0.18

Normalized van der Waals volume 1 4 6.13 4.77 2.95 4.43 2.78 2.43 5.89 2.72

Localized electrical effect -0.01 -0.01 0.04 0 0.06 0.04 0.15 0.12 0.03 0

Partition coefficient 0.28 1 0.1 0.09 0.25 0.74 0.21 0.28 2.18 0.39

Hydration number 1 0.8 2.3 5.3 2.2 0.7 6.5 0.1 1.4 0.9

Heat capacity 29.22 48.03 26.37 57.1 38.3 69.32 37.09 50.7 48.52 36.13

Absolute entropy 30.88 50.62 68.43 63.21 41.7 55.32 40.66 53.83 51.06 39.21

Entropy of formation 154.33 232.3 341.01 300.46 207.9 202.65 194.91 219.79 204.74 179.93

Refractivity 4.34 18.78 26.66 21.29 13.28 21.64 12 35.77 29.4 10.93

Retention coefficient in HPLC, pH7.4 0.5 8.8 0.8 0.1 0.8 4.8 -8.2 -6.8 13.2 6.1

Retention coefficient in HPLC, pH2.1 -0.1 10 -4.5 -3.2 -1.6 7.1 -2.8 -2.2 13.9 8

Principal component I 0.239 0.281 0.211 0.228 0.249 0.253 0.171 0.22 0.234 0.165

Principal component II 0.33 0.129 -0.176 -0.075 -0.233 -0.092 -0.371 0.074 -0.011 0.37

Principal component III -0.11 -0.008 0.079 0.049 -0.136 -0.041 -0.285 -0.184 0.438 -0.016

Principal component IV -0.062 -0.264 -0.167 -0.371 0.166 0.077 -0.079 0.38 0.074 -0.036

Molecular descriptor d1 2 5 8 6 5 5 5 3 8 4

Molecular descriptor d2 1 4 7 5 4 4 4 2 8 4

Molecular descriptor d3 2 8 12 10 8 8 8 4 14 8

Molecular descriptor d4 1 4 6 4 4 4 4 2 6 4

Molecular descriptor d5 1 5 8.12 7 5 5.4 5.17 2.33 7 4

Molecular descriptor d6 1 3 6 5 3 3 3 1 6 4

Molecular descriptor d7 1 6 12 9 6 7 6 3 11 4

Molecular descriptor d8 1 1.6 1.5 1.667 1.6 1.6 1.6 1.333 1.75 2

Molecular descriptor d9 2 11.029 12.499 10.363 11.539 9.49 11.539 6.243 14.851 12

Molecular descriptor d10 0 4.729 -4.307 -3.151 -4.178 -2.812 -4.178 -2.243 -4.801 -4

Molecular descriptor d11 1 3.2 3.5 3 3.2 2.8 3.2 2 4.25 4

Molecular descriptor d12 2 1.052 -2.59 -0.536 0.528 0.678 0.528 2 -1.672 4

Molecular descriptor d13 6 12 19 12 12 18 12 6 18 12

Molecular descriptor d14 6 15.6 31.444 24.5 16.5 27.2 16.4 16.67 23.25 12

Molecular descriptor d15 6 12 20 18 14 18 12 12 18 12

Molecular descriptor d16 6 18 38 31 20 34 20 22 24 12

Molecular descriptor d17 12 30 45 37 33.007 40 34 28 48 24

Molecular descriptor d18 6 6 5 6.17 6.6 8 6.8 9.33 6 6

Molecular descriptor d19 12 25.021 23.343 22.739 27.708 31.344 28.634 28 26.993 24

Molecular descriptor d20 0 0 0 -0.179 0 0 0 0 0 0

Molecular descriptor d21 6 9.6 10.667 10.167 10 13.6 10.4 11.333 12 12

Molecular descriptor d22 0 3.113 4.2 1.372 3 2.656 2.969 6 2.026 12
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Table A.15: Values of physicochemical properties for amino acids Q, S, E, T, G, W, H, Y, I
and V.

Physicochemical properties Q S E T G W H Y I V

Hydrophobicity factor 0.59 0 0 0.45 0 3 0 2.85 2.95 1.7

Residue volume 89.7 54.9 84.7 71.2 36.3 135.4 91.9 116.2 102 85.1

Transfer free energy to surface 0.16 -0.39 -0.3 -0.52 0 -2.01 -0.12 -2.24 -2.26 -1.56

Apparent partial specific volume 0.649 0.594 0.632 0.632 0.592 0.743 0.646 0.743 0.809 0.777

Steric parameter 0.68 0.53 0.68 0.5 0 0.7 0.7 0.7 1.02 0.76

Average volume of buried residue 161.1 99.1 155.1 122.1 66.4 237.6 167.3 203.6 203.6 141.7

Residue accessible surface area in tripeptide 180 115 190 140 75 255 195 230 175 155

Solvation free energy -0.22 0.01 -0.76 0.52 0 2.6 0.64 1.6 1.9 1.5

Molecular weight 146.15 105.09 147.13 119.12 75.07 204.24 155.16 181.19 131.17 117.15

Melting point 185 228 249 253 290 282 277 344 284 293

Percentage of buried residues 16 35 16 30 52 49 34 24 66 64

Percentage of exposed residues 56 32 55 32 10 17 34 41 13 14

Signal sequence helical potential 0.72 0.97 0.11 0.84 0.49 0.77 0.31 0.39 1.45 1.08

Membrane-buried preference parameters 0.51 0.81 0.23 0.91 0.62 1.08 0.29 0.68 1.67 1.14

Average flexibility indices 0.493 0.507 0.497 0.444 0.544 0.305 0.323 0.42 0.462 0.386

Polarizability parameter 0.18 0.062 0.151 0.108 0 0.409 0.23 0.298 0.186 0.14

Free energy of solution in water, kcal/mole 0.731 -0.524 1.77 0 -0.525 1.6 0 4.91 0.791 0.401

Relative mutability 93 120 102 97 49 18 66 41 96 74

Atom-based hydrophobic moment 1.9 0.73 3 1.5 0 1.6 0.99 1.8 1.2 0.48

Normalized van der Waals volume 3.95 1.6 3.78 2.6 0 8.08 4.66 6.47 4 3

Localized electrical effect 0.05 0.11 0.07 0.04 0 0 0.08 0.03 -0.01 0.01

Partition coefficient 0.35 0.12 0.33 0.21 0.17 5.7 0.21 1.26 0.82 0.6

Hydration number 2.1 1.7 6.2 1.5 1.1 1.9 2.8 2.1 0.8 0.9

Heat capacity 44.02 32.4 41.84 35.2 23.71 56.92 59.64 51.73 45 40.35

Absolute entropy 46.62 35.65 44.98 36.5 24.74 60 65.99 51.15 49.71 42.75

Entropy of formation 235.51 174.06 223.16 205.8 127.9 237.01 242.54 229.15 233.21 207.6

Refractivity 17.56 6.35 17.26 11.01 0 42.53 21.81 31.53 19.06 13.92

Retention coefficient in HPLC, pH7.4 -4.8 1.2 -16.9 2.7 0 14.9 -3.5 6.1 13.9 2.7

Retention coefficient in HPLC, pH2.1 -2.5 -3.7 -7.5 1.5 -0.5 18.1 0.8 8.2 11.8 3.3

Principal component I 0.26 0.236 0.187 0.213 0.16 0.183 0.205 0.193 0.273 0.255

Principal component II -0.254 0.022 -0.409 0.136 0.37 -0.011 -0.078 -0.138 0.149 0.245

Principal component III -0.067 -0.153 -0.246 -0.208 -0.073 0.493 0.32 0.381 0.001 -0.155

Principal component IV -0.025 0.47 -0.184 0.348 -0.017 0.05 0.056 0.22 -0.309 -0.212

Molecular descriptor d1 6 3 6 4 1 11 7 9 5 4

Molecular descriptor d2 5 2 5 3 0 12 6 9 4 3

Molecular descriptor d3 10 4 10 6 0 24 14 18 8 6

Molecular descriptor d4 4 2 5 3 1 8 6 7 4 3

Molecular descriptor d5 5.86 1.67 6 3.25 0 11.1 6.71 8.88 3.25 3.25

Molecular descriptor d6 4 2 4 1 0 9 6 6 3 1

Molecular descriptor d7 8 3 8 4 0 14 9 13 6 4

Molecular descriptor d8 1.667 1.333 1.667 1.5 0 2.182 2 2 1.6 1.5

Molecular descriptor d9 12.207 5 11.53 9.928 0 13.511 12.876 12.868 10.851 9.928

Molecular descriptor d10 -4.255 1 -3.425 -3.928 0 -6.324 -3.721 -4.793 -6.085 -3.928

Molecular descriptor d11 3.333 2 3.333 3 0 4 4.286 4.333 1.8 3

Molecular descriptor d12 -1.043 2 -0.538 3 0 -2.576 -1.185 -2.054 -1.517 3

Molecular descriptor d13 12 6 12 6 1 24 15 18 12 6

Molecular descriptor d14 21.167 13.33 21 12.4 3.5 27.5 23.1 27.78 15.6 10.5

Molecular descriptor d15 15 8 14 8 1 18 18 20 12 6

Molecular descriptor d16 24 20 26 14 6 36 31 38 18 12

Molecular descriptor d17 39 22 40 27 7 68 47 56 30 24.007

Molecular descriptor d18 6.5 7.33 6.67 5.4 3.5 5.667 4.7 6.22 6 6

Molecular descriptor d19 27.831 20 28.731 23.819 7 29.778 24.243 28.252 24.841 24

Molecular descriptor d20 0 0 0 -4.227 0 0.211 -1.734 -0.96 -1.641 0

Molecular descriptor d21 10.5 8.667 10.667 9 3.5 12.75 10.4 12.222 9.6 9

Molecular descriptor d22 1.849 6 1.822 6 0 2.044 1.605 1.599 3.373 6
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A.4 Chapter 6

A.4.1 Database Selection

We have considered KEGG as our primary database, instead of PubChem. Pubchem uses 4
digits to number compounds, which means they can support a maximum of 9999 compounds.
KEGG, on the other hand, uses 5 digits to uniquely identify compounds, which means the
maximum number of compounds KEGG can support is 99999, which is ten times more than
that in Pubchem.

A.4.2 Sample pathway prediction

The formation of six pathways, viz., alpha linoleic acid metabolism, linoleic acid metabolism,
glycolysis pathway, TCA cycle, alanine aspartite and glutamate metabolism, and valine,
leucine and isoleucine biosynthesis, have been depicted in Figures A.1 to A.6 below.
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Figure A.1: The full predicted pathway along with the transformation score of the alpha
linoleic acid pathway.
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Figure A.2: The full predicted pathway along with the transformation score of the alpha
linoleic acid metabolism pathway.
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Figure A.3: The full predicted pathway along with the transformation score of the glycolysis
pathway.
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Figure A.4: The full predicted pathway along with the transformation score of the TCA
cycle.
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Figure A.5: The full predicted pathway along with the transformation score of the alanine,
aspartite and glumate metabolism.
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Figure A.6: The full predicted pathway along with the transformation score of the valine,
leucine and isoleucine biosynthesis.
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A.5 Chapter 7

A.5.1 Technical details of BNRA

BNRA takes the pathways from KEGG in the form of KGML files as input. The KEGG
pathway map is a molecular interaction/reaction network diagram represented in terms of
the KEGG Orthology (KO) groups, so that experimental evidence in specific organisms can
be generalized to other organisms through genomic information. Each pathway map is iden-
tified by the combination of 2-4 letter code and 5 digit number (KEGG ID). KGML is an
exchange format of KEGG pathway maps1.

A.5.2 Analysis of 221 pathways from KEGG

We have executed BNRA on 221 pathways which include signal transduction pathways,
signaling molecules, and interactions, transportation and metabolism, cell growth and death,
cellular community (eukaryotes and prokaryotes) and human diseases. A summary of the
results has been given in Table A.16. A summary of drop in stability for each of the 26
groups of the pathways has been given in Table A.17.

1https://www.genome.jp/kegg/kegg3a.html
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Table A.16: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

ko03015 mRNA surveillance pathway 25 21 8 5 1 0.9690 0.8440

ko04141 Protein processing in endoplasmic retic-
ulum

30 29 5 5 1 0.4763 0.2681

ko04130 SNARE interactions in vesicular trans-
port

14 7 7 1 14 0.7500 0.4464

ko04122 Sulfur relay system 26 20 6 3 1 0.5351 0.2005

ko03440 Homologous recombination 16 16 1 6 1 0.3750 0.0625

ko03460 Fanconi anemia pathway 24 22 2 5 1 0.3796 0.0626

ko02020 Two-component system 478 388 100 16 1 0.4322 0.2350

hsa04014 Ras signaling pathway 93 110 3 18 1 0.0002 6.36E-06

hsa04015 Rap1 signaling pathway 81 90 4 20 1 0.3749 0.1563

hsa04010 MAPK signaling pathway 121 162 5 15 2 0.7140 0.2756

dme04013 MAPK signaling pathway - fly 89 113 5 7 2 0.2953 0.0377

ath04016 MAPK signaling pathway - plant 67 60 11 5 1 0.3200 0.1243

sce04011 MAPK signaling pathway - yeast 107 124 4 9 2 0.0007 9.72E-07

hsa04012 ErbB signaling pathway 56 83 3 13 2 0.4583 0.0645

hsa04310 Wnt signaling pathway 62 71 5 13 1 0.6372 0.3250

hsa04330 Notch signaling pathway 17 16 1 9 1 0.0024 7.63E-06

hsa04340 Hedgehog signaling pathway 46 44 8 7 1 0.6372 0.3212

dme04341 Hedgehog signaling pathway - fly 39 43 7 9 1 0.5513 0.3678

hsa04390 Hippo signaling pathway 76 61 18 7 2 0.6547 0.4128

dme04391 Hippo signaling pathway - fly 52 59 5 13 1 0.5750 0.2000

hsa04392 Hippo signaling pathway - multiple
species

37 26 11 4 1 0.6257 0.4112

hsa04370 VEGF signaling pathway 27 25 4 9 1 0.2522 0.0508

hsa04371 Apelin signaling pathway 69 75 2 6 2 0.3416 0.0313

hsa04630 Jak-STAT signaling pathway 33 33 2 17 1 0.2189 0.0156

hsa04064 NF-kappa B signaling pathway 94 84 13 18 1 0.5285 0.3172

hsa04668 TNF signaling pathway 56 53 6 4 5 0.4380 0.2292

hsa04066 HIF-1 signaling pathway 69 67 4 29 1 0.3615 0.0938

hsa04068 FoxO signaling pathway 75 78 3 30 1 0.0832 0.0104

hsa04020 Calcium signaling pathway 22 16 6 7 1 0.5312 0.2083

hsa04072 Phospholipase D signaling pathway 61 71 2 11 1 8.67E-17 2.17E-19

hsa04071 Sphingolipid signaling pathway 63 72 4 8 1 0.2754 0.0314

hsa04024 cAMP signaling pathway 103 114 2 24 1 0.0164 0.0000

hsa04022 cGMP-PKG signaling pathway 72 73 4 18 1 0.4276 0.1094

hsa04151 PI3K-Akt signaling pathway 83 84 4 21 1 0.5097 0.2813

hsa04152 AMPK signaling pathway 67 61 7 22 1 0.6185 0.4212

hsa04150 mTOR signaling pathway 70 82 6 9 2 0.6937 0.2501

hsa04080 Neuroactive ligand-receptor interaction 170 88 82 3 3 0.7362 0.4817

hsa04060 Cytokine-cytokine receptor interaction 260 251 70 9 5 0.7396 0.3541

hsa04512 ECM-receptor interaction 91 94 27 7 1 0.5384 0.2746

hsa04514 Cell adhesion molecules 213 138 85 4 1 0.8560 0.5932
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Table A.16 continues: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

hsa04144 Endocytosis 36 24 12 4 1 0.8958 0.7710

hsa04140 Autophagy - animal 87 110 3 11 2 0.7636 0.2500

sce04138 Autophagy - yeast 55 60 5 8 1 0.5832 0.2641

ath04136 Autophagy - other 24 21 6 4 1 0.6464 0.3971

hsa04137 Mitophagy - animal 44 51 2 11 1 2.91E-09 7.28E-10

hsa04110 Cell cycle 72 79 7 9 1 0.7318 0.3571

sce04111 Cell cycle - yeast 83 88 8 6 1 0.4257 0.2070

ccr04112 Cell cycle - Caulobacter 25 32 1 16 1 0.0002 0.0000

sce04113 Meiosis - yeast 72 84 2 10 2 0.2375 0.0313

xla04114 Oocyte meiosis 57 53 6 9 1 0.1849 0.0781

hsa04210 Apoptosis 99 134 2 11 1 0.0244 6.10E-05

dme04214 Apoptosis - fly 62 56 9 6 3 0.3438 0.1147

hsa04216 Ferroptosis 36 28 12 6 1 0.8164 0.6231

hsa04217 Necroptosis 72 76 6 15 1 0.6428 0.1797

hsa04115 p53 signaling pathway 59 63 2 45 1 0.0307 0.0078

hsa04218 Cellular senescence 101 104 16 8 1 0.8725 0.7520

hsa04510 Focal adhesion 61 92 1 11 1 0.0163 0.0000

hsa04520 Adherens junction 60 72 5 10 2 0.5317 0.3675

hsa04540 Gap junction 37 36 5 6 1 0.4568 0.1813

hsa04550 Signaling pathways regulating pluripo-
tency of stem cells

64 58 9 4 3 0.3052 0.1044

ko02024 Quorum sensing 238 230 35 13 1 0.3805 1154

ko05111 Biofilm formation - Vibrio cholerae 52 64 3 13 1 0.4765 0.0833

ko02025 Biofilm formation - Pseudomonas
aeruginosa

47 47 3 9 1 0.1875 0.0104

ko02026 Biofilm formation - Escherichia coli 66 74 6 11 1 0.3125 0.1045

ko02030 Bacterial chemotaxis 28 31 1 7 1 0.0003 1.86E-07

hsa04810 Regulation of actin cytoskeleton 70 81 2 10 1 0.5643 0.0625

hsa04610 Complement and coagulation cascades 47 58 3 10 1 0.1875 0.0313

hsa04611 Platelet activation 77 84 4 5 4 0.5743 0.2188

hsa04620 Toll-like receptor signaling pathway 75 96 3 11 1 0.4732 0.1250

dme04624 Toll and Imd signaling pathway 59 60 7 7 1 0.4312 0.1140

hsa04621 NOD-like receptor signaling pathway 154 160 17 12 2 0.6843 0.3840

hsa04622 RIG-I-like receptor signaling pathway 49 59 5 12 1 0.7632 0.3000

hsa04623 Cytosolic DNA-sensing pathway 29 34 2 6 1 0.2862 0.0156

hsa04625 C-type lectin receptor signaling path-
way

183 156 37 6 3 0.6396 0.3180

hsa04650 Natural killer cell mediated cytotoxicity 76 98 9 8 2 0.6525 0.3056

hsa04612 Antigen processing and presentation 27 22 5 3 5 0.4437 0.1600

hsa04658 Th1 and Th2 cell differentiation 61 113 2 12 1 0.4623 0.0625
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Table A.16 continues: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

hsa04659 Th17 cell differentiation 81 82 15 11 1 0.6417 0.286

hsa04657 IL-17 signaling pathway 9 8 1 3 1 0.1718 0.0039

hsa04662 B cell receptor signaling pathway 44 43 7 7 1 0.4643 0.2679

hsa04664 Fc epsilon RI signaling pathway 34 38 3 8 1 0.5962 0.2083

hsa04666 Fc gamma R-mediated phagocytosis 54 70 2 8 1 0.6712 0.1250

hsa04670 Leukocyte transendothelial migration 55 48 7 4 3 0.8736 0.6790

hsa04672 Intestinal immune network for IgA pro-
duction

29 19 12 4 1 0.8164 0.6276

hsa04911 Insulin secretion 38 38 3 6 1 0.4127 0.1250

hsa04910 Insulin signaling pathway 64 66 4 8 1 0.5624 0.1328

hsa04922 Glucagon signaling pathway 46 49 3 10 1 0.3671 0.1250

hsa04923 Regulation of lipolysis in adipocytes 44 38 7 4 2 0.5562 0.3943

hsa04920 Adipocytokine signaling pathway 31 38 1 6 1 0.0016 0.0000

hsa03320 PPAR signaling pathway 60 65 6 27 1 0.5872 0.2292

hsa04912 GnRH signaling pathway 31 26 6 3 5 0.4624 0.1719

hsa04913 Ovarian steroidogenesis 30 25 6 5 2 0.5503 0.2712

hsa04915 Estrogen signaling pathway 69 67 4 6 1 0.0005 1.39E-04

xla04914 Progesterone-mediated oocyte matura-
tion

32 22 10 3 2 0.6483 0.3377

hsa04917 Prolactin signaling pathway 52 55 3 16 1 0.2836 0.0625

hsa04921 Oxytocin signaling pathway 65 73 2 8 1 0.2643 0.0313

hsa04926 Relaxin signaling pathway 89 102 4 8 1 0.0488 0.0020

hsa04918 Thyroid hormone synthesis 36 36 7 5 2 0.8240 0.6786

hsa04919 Thyroid hormone signaling pathway 73 71 8 10 2 0.7453 0.5938

hsa04928 Parathyroid hormone synthesis, secre-
tion and action

69 66 5 10 1 0.3284 0.0789

hsa04916 Melanogenesis 33 27 6 4 1 0.3911 0.1361

hsa04924 Renin secretion 38 35 3 5 1 0.0856 0.0039

hsa04614 Renin-angiotensin system 13 10 5 3 2 0.6500 0.3375

hsa04927 Cortisol synthesis and secretion 28 42 2 7 1 0.5000 0.1250

hsa04260 Cardiac muscle contraction 14 16 2 3 8 0.3750 0.1880

hsa04261 Adrenergic signaling in cardiomyocytes 58 68 2 13 1 0.0061 1.53E-05

hsa04270 Vascular smooth muscle contraction 62 61 6 6 1 0.5936 0.2917

hsa04970 Salivary secretion 27 24 3 3 2 0.2206 0.0231

hsa04971 Gastric acid secretion 28 25 3 4 1 0.1715 0.0109

hsa04972 Pancreatic secretion 26 23 3 3 5 0.3022 0.0261

hsa04976 Bile secretion 21 18 3 5 1 0.3072 6.77E-02

hsa04973 Carbohydrate digestion and absorption 11 9 2 2 7 0.3125 0.0234

hsa04979 Cholesterol metabolism 41 26 15 3 1 0.7958 0.5794
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Table A.16 continues: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

hsa04978 Mineral absorption 22 14 8 6 1 0.8769 0.7227

hsa04962 Vasopressin-regulated water re-
absorption

11 10 2 4 1 0.5712 9.1270

hsa04960 Aldosterone-regulated sodium re-
absorption

19 20 1 7 1 0.3237 0.0000

hsa04961 Endocrine and other factor-regulated
calcium re-absorption

40 32 10 5 1 0.7712 0.6758

hsa04966 Collecting duct acid secretion 10 6 4 2 2 0.5000 0.3178

hsa04724 Glutamatergic synapse 44 51 1 11 1 0.1327 0.0000

hsa04727 GABAergic synapse 23 19 4 4 2 0.7518 0.5625

hsa04725 Cholinergic synapse 39 45 1 10 1 0.1683 0.0000

hsa04728 Dopaminergic synapse 42 54 1 8 1 0.1952 0.0000

hsa04726 Serotonergic synapse 44 40 8 6 1 0.4617 0.2070

hsa04720 Long-term potentiation 23 28 1 5 1 0.0016 0.0000

hsa04730 Long-term depression 26 23 4 4 1 0.3366 0.0938

hsa04721 Synaptic vesicle cycle 13 8 5 3 1 1.0000 0.8500

hsa04722 Neurotrophin signaling pathway 77 111 4 17 1 0.1243 0.0488

hsa04744 Phototransduction 29 20 9 3 2 0.5902 0.4201

dme04745 Phototransduction - fly 36 35 4 5 2 0.5043 0.2501

hsa04740 Olfactory transduction 31 28 5 4 4 0.3347 0.563

hsa04742 Taste transduction 45 48 10 5 5 0.4140 0.1078

hsa04750 Inflammatory mediator regulation of
TRP channels

81 80 7 9 1 0.3752 0.1540

dme04320 Dorso-ventral axis formation 18 16 2 4 1 0.3762 0.0624

hsa04360 Axon guidance 128 153 12 7 2 0.2838 0.1660

hsa04380 Osteoclast differentiation 67 79 2 12 1 0.4312 0.0625

hsa04211 Longevity regulating pathway 48 54 1 8 3 7.11E-12 1.78E-13

cel04212 Longevity regulating pathway - worm 57 59 9 9 1 0.3181 0.1329

hsa04213 Longevity regulating pathway - multiple
species

49 52 5 6 1 0.3040 0.1251

hsa04713 Circadian entrainment 41 42 4 5 1 0.3701 0.1406

ath04712 Circadian rhythm - plant 31 38 3 8 1 0.4166 0.2210

hsa04714 Thermogenesis 54 65 2 6 2 0.4876 0.0625

ath04626 Plant-pathogen interaction 31 29 6 5 2 0.5890 0.2500

hsa05200 Pathways in cancer 159 169 19 10 2 0.6721 0.2795

hsa05230 Central carbon metabolism in cancer 31 31 4 9 1 0.4731 0.2188

hsa05231 Choline metabolism in cancer 37 41 3 5 1 0.5000 0.2083

hsa05202 Transcriptional misregulation in cancer 16 9 7 3 1 0.9107 0.6964

hsa05206 MicroRNAs in cancer 342 230 115 7 1 0.5288 0.3493

hsa05210 Colorectal cancer 49 45 6 6 1 0.3516 0.1354

hsa05212 Pancreatic cancer 51 44 9 4 1 0.5003 0.2847

hsa05225 Hepatocellular carcinoma 77 66 13 8 1 0.5144 0.3032

hsa05226 Gastric cancer 80 66 15 6 1 0.5033 0.2385
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Table A.16 continues: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

hsa05214 Glioma 58 67 5 5 7 0.4527 0.0813

hsa05216 Thyroid cancer 16 12 4 3 2 0.5312 0.1250

hsa05221 Acute myeloid leukemia 35 42 2 7 2 0.0625 0.0039

hsa05220 Chronic myeloid leukemia 36 33 4 5 1 0.2355 0.0696

hsa05217 Basal cell carcinoma 16 13 3 5 1 0.5190 0.2087

hsa05218 Melanoma 19 18 2 3 5 0.3110 0.0524

hsa05211 Renal cell carcinoma 39 33 7 8 1 0.5103 0.1409

hsa05219 Bladder cancer 14 10 4 3 1 0.5000 0.1641

hsa05215 Prostate cancer 38 37 3 11 1 0.2285 0.0244

hsa05213 Endometrial cancer 21 20 2 5 1 0.1767 0.0212

hsa05224 Breast cancer 103 98 16 6 3 0.5834 0.4619

hsa05222 Small cell lung cancer 26 25 3 7 1 0.3457 0.0635

hsa05223 Non-small cell lung cancer 34 35 4 5 2 0.1433 0.0469

hsa05322 Systemic lupus erythematosus 12 7 5 2 2 0.7000 0.3500

hsa05323 Rheumatoid arthritis 13 7 6 2 1 0.8125 0.5000

hsa05320 Autoimmune thyroid disease 14 7 7 1 14 0.7500 0.4464

hsa05321 Inflammatory bowel disease (IBD) 53 54 6 5 2 0.3181 0.1147

hsa05330 Allograft rejection 14 7 7 1 14 0.7857 0.4643

hsa05010 Alzheimer disease 34 25 9 3 4 0.4444 0.2118

hsa05012 Parkinson disease 22 16 6 3 2 0.7604 0.5521

hsa05014 Amyotrophic lateral sclerosis (ALS) 38 35 8 5 1 0.4567 0.2207

hsa05016 Huntington disease 15 11 4 3 1 0.5253 0.1914

hsa05020 Prion diseases 26 19 7 6 1 0.4877 0.2176

hsa05030 Cocaine addiction 43 41 4 4 3 0.2060 0.0314

hsa05031 Amphetamine addiction 60 51 12 5 1 0.4577 0.2510

hsa05032 Morphine addiction 41 36 8 5 1 0.3779 0.0825

hsa05033 Nicotine addiction 30 17 13 2 4 0.7500 0.4808

hsa05034 Alcoholism 49 45 7 4 3 0.5452 0.3259

hsa05410 Hypertrophic cardiomyopathy (HCM) 17 19 3 4 3 1.0000 0.7500

hsa05412 Arrhythmogenic right ventricular car-
diomyopathy (ARVC)

14 8 6 2 2 0.8750 0.6667

hsa05414 Dilated cardiomyopathy (DCM) 27 28 4 4 4 0.7624 0.5630

hsa05416 Viral myocarditis 21 15 6 2 9 0.6510 0.3125

hsa04930 Type II diabetes mellitus 14 14 2 8 1 0.2507 0.0317

hsa04950 Maturity onset diabetes of the young 27 29 3 6 1 0.2403 0.0234

hsa04932 Non-alcoholic fatty liver disease
(NAFLD)

62 62 6 7 1 0.6582 0.2501

hsa04931 Insulin resistance 99 114 8 11 1 0.2954 0.1450

hsa04933 AGE-RAGE signaling pathway in dia-
betic complications

64 93 3 19 2 0.1873 0.0260

hsa04934 Cushing syndrome 61 74 7 7 1 0.3088 0.1164

hsa05110 Vibrio cholerae infection 17 10 7 3 1 0.7053 0.3571
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Table A.16 continues: Summary of the results of pathway analysis

KEGG
ID

Name Number
of
nodes

Number
of
edges

Components Max
Con-
nectiv-
ity

Number of
nodes with
maximum
connectiv-
ity

Rscore PRscore

hsa05120 Epithelial cell signaling in Helicobacter
pylori infection

26 21 7 4 1 0.5993 0.3037

hsa05130 Pathogenic Escherichia coli infection 14 10 4 3 1 0.5000 0.2031

hsa05131 Shigellosis 24 24 3 5 2 0.4270 0.0902

hsa05133 Pertussis 31 28 7 4 3 0.4980 0.2411

hsa05134 Legionellosis 30 25 7 9 1 0.5358 0.3082

hsa05150 Staphylococcus aureus infection 24 18 6 5 1 0.6691 0.4584

hsa05152 Tuberculosis 114 136 13 12 1 0.4872 0.2093

hsa05100 Bacterial invasion of epithelial cells 37 34 4 3 7 0.3134 0.0430

hsa05166 Human T-cell leukemia virus 1 infection 107 101 23 11 1 0.7429 0.3778

hsa05170 Human immunodeficiency virus 1 infec-
tion

107 102 12 7 1 0.4183 0.2124

hsa05162 Measles 64 59 11 5 4 0.5599 0.3092

hsa05164 Influenza A 79 85 10 10 2 0.6705 0.4125

hsa05161 Hepatitis B 100 85 15 6 1 0.3773 0.1460

hsa05160 Hepatitis C 51 45 6 4 4 0.3014 0.0938

hsa05168 Herpes simplex infection 70 68 9 7 2 0.5773 0.2370

hsa05163 Human cytomegalovirus infection 140 131 17 5 1 0.3039 0.0998

hsa05167 Kaposi sarcoma-associated herpesvirus
infection

100 102 11 6 1 0.2873 0.0814

hsa05169 Epstein-Barr virus infection 69 80 9 12 2 0.5878 0.3687

hsa05165 Human papillomavirus 115 99 20 9 1 0.4966 0.2629

hsa05146 Amoebiasis 19 12 7 2 5 0.6428 0.3571

hsa05144 Malaria 10 6 4 2 2 0.8125 0.5000

hsa05145 Toxoplasmosis 53 47 7 6 1 0.3778 0.1563

hsa05140 Leishmaniasis 42 43 2 5 3 0.0045 4.29E-04

hsa05142 Chagas disease (American trypanoso-
miasis)

63 60 10 11 1 0.5587 0.2257

hsa05143 African trypanosomiasis 17 11 6 3 1 0.6850 0.3385

ko01501 beta-Lactam resistance 56 64 4 24 1 0.0878 0.0630

ko01503 Cationic antimicrobial peptide (CAMP)
resistance

92 78 27 11 1 0.7823 0.6019

hsa01521 EGFR tyrosine kinase inhibitor resis-
tance

62 121 1 14 5 4.34E-15 1.08E-18

hsa01524 Platinum drug resistance 34 41 2 8 1 0.5000 0.1250

hsa01523 Antifolate resistance 11 8 3 4 1 0.3541 0.1250

hsa01522 Endocrine resistance 64 85 6 8 1 0.4388 0.1462
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Table A.17: Summary of drop in stability for each of the 26 groups of the pathways

Group name Rscore PRscore Drop in stability
(%)

Genetic information processing 0.5807 0.3026 47.89

Signal transduction 0.3858 0.1660 56.96

Signaling molecules and interaction 0.7175 0.4259 40.64

Transport and catabolism 0.6034 0.3364 44.25

Cell growth and death 0.4175 0.2137 48.81

Cellular community - eukaryotes 0.3275 0.1633 50.13

Cellular community - prokaryotes 0.3392 0.0784 76.89

Cell motility 0.5198 0.2147 58.69

Endocrine system 0.4134 0.1918 53.60

Circulatory system 0.3249 0.1597 50.83

Digestive system 0.4266 0.2076 51.34

Excretory system 0.5415 0.2801 48.27

Nervous system 0.3524 0.1957 44.45

Sensory system 0.4436 0.1976 55.44

Development 0.3637 0.0804 77.89

Aging 0.3550 0.1331 62.49

Cancers: Overview 0.6333 0.3504 44.66

Cancers: Specific types 0.4470 0.1955 56.27

Neurodegenerative diseases 0.5349 0.2787 47.89

Substance dependence 0.6250 0.3848 38.42

Endocrine and metabolic diseases 0.3234 0.0987 69.46

Infectious diseases: Bacterial 0.5478 0.2460 55.09

Infectious diseases: Viral 0.4870 0.2365 51.43

Infectious diseases: Parasitic 0.5135 0.2629 48.80

Drug resistance: Antimicrobial 0.4350 0.3324 23.58

Drug resistance: Antineoplastic 0.3463 0.0990 71.40
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Appendix B

File formats

B.1 The FASTA file format

FASTA format, used in Chapters 3 and 5, is a text-based format for representing either nu-
cleotide sequences or peptide sequences, in which base pairs or amino acids are represented
using single-letter codes. A sequence in FASTA format begins with a single-line description,
followed by lines of sequence data. The description line is distinguished from the sequence
data by a greater-than (“>”) symbol. The description line contains the name of genes (nu-
cleotide sequence) and proteins (amino acid sequence). The next line holds the sequence
formed by the single letter codes. A FASTA file is a series of such FASTA sequences and
are usually stored in the form of filename.fasta.

Example of a nucleotide sequence in FASTA format:
>E2F transcription factor 4 (N)
ATGGCGGAGGCCGGGCCACAGGCGCCGCCGCCCCCGGGTACTCCAAGCC

. . .

Example of an amino acid sequence in FASTA format:
>MCHU - Calmodulin - Human, rabbit, bovine, rat, and chicken
ADQLTEEQIAEFKEAFSLFDKDGDGTITTKELGTVMRSLGQGTEAFSLTTKQI

AT. . .
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B.2 The PDB file format

The Protein Data Bank (PDB) [37] format, used in Chapter 4, provides a standard represen-
tation for macromolecular structure data derived from X-ray diffraction and NMR studies.
It is a textual file format describing the three-dimensional structures of molecules stored in
the Protein Data Bank. The pdb format accordingly provides the description and annotation
of protein and nucleic acid structures including atomic coordinates, secondary structure as-
signments, as well as atomic connectivity. Additionally, experimental metadata are stored.
A pdb file for a certain protein contains such structural information in them and are usually
stored in the form of filename.pdb. A snapshot of the file format (the part of the file that was
mainly used in the thesis) has been given in Figure B.1.

ATOM      7  C   SER A   5      14.204  21.221  63.765  1.00 72.66           

C   

ATOM      8  O   SER A   5      14.088  20.197  63.097  1.00 69.43           

O   

ATOM      9  CB  SER A   5      15.603  22.646  62.257  1.00 73.83           

C   

ATOM     10  OG  SER A   5      15.634  21.604  61.289  1.00 80.08           

O   

                                                                         

 

Coordinates 

   x            y           z 

Figure B.1: A snapshot of a PDB file. The coordinates of every atom in a molecule is given
by the columns annotated by x (7th column), y (8th column), z (9th column).

B.3 The KCF file format

The KEGG Chemical Format (KCF) [209] files, used in Chapter 6, gives the description of
the chemical structure of metabolites in a two-dimensional (2D) format, where each metabo-
lite can be represented as a graph consisting of vertices (atoms) and edges (bonds). KCF files
are stored as filename.txt. Example of a KCF file given in Figure B.2.

B.4 The KGML file format

The KEGG Markup Language (KGML) [209], the input format of the algorithm developed
in Chapter 7, is an exchange format of the KEGG pathway maps. KGML enables auto-
matic drawing of KEGG pathways, and facilitates computational analysis and modeling of
gene/protein and chemical networks. The KGML files for metabolic pathway maps contain
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ENTRY       C00009                      Compound 

ATOM        5 

            1   P1b P    27.1282  -21.2572 

            2   O1c O    25.9971  -21.9011 

            3   O1c O    28.4489  -21.8360 

            4   O1c O    27.4637  -22.7728 

            5   O1c O    27.1282  -19.9529 

BOND        4 

            1     1   2 1 

            2     1   3 1 

            3     1   4 1 

            4     1   5 2 

/// 

 

Figure B.2: A snapshot of a KCF file. The “Entry” section contains the unique compound ID
which helps in uniquely identifying each compound in KEGG. The “Atom” section contains
the list of atoms (3rd column) present in the metabolite. The “Bond” section contains the
list of bonds (4th column and 5th column being the two atoms between which a bond exists)
among these atoms.

Protein descriptors: 
     

<entry id="335" name="hsa:353500 hsa:656" type="gene" 

        link="https://www.kegg.jp/dbget-

bin/www_bget?hsa:353500+hsa:656"> 

        <graphics name="BMP8A..." fgcolor="#000000" bgcolor="#BFFFBF" 

             type="rectangle" x="1661" y="669" width="46" 

height="17"/> 

    </entry> 

     

 

Interaction between two proteins: 
 

    <relation entry1="335" entry2="437" type="PPrel"> 

        <subtype name="activation" value="--&gt;"/> 

    </relation> 

     

 Figure B.3: A snapshot of a KGML file. The “Protein descriptors” section lists all the
proteins involved in a particular pathway and assigns a unique ID to the protein involved in
the pathway. Each protein description is given under the XML tag “entry”. The “Interaction
between two proteins” section lists interactions between various proteins. These interactions
are defined under the tag “relation”.

two types of graph object patterns - how boxes (enzymes) are linked by “relations” and how
circles (chemical compounds) are linked by “reactions”. The KGML files for non-metabolic
pathway maps contain only the aspect of how boxes (proteins) are linked by “relations”. A
KGML file for a certain pathway is stored in the form of filename.xml. Example of a KGML
file is given in Figure B.3.
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K. Penberthy, Y. Kubota, A. Dricot, D. Rogan, M. Vidal, D. Hill, A. Bean, and
J. Philips, “Mycobacterium tuberculosis type VII secreted effector EsxH targets host
ESCRT to impair trafficking,” PLoS Pathogens, vol. 9, no. 10, p. e1003734, 2013.

254



[279] D. Michie, D. J. Spiegelhalter, C. Taylor et al., “Machine learning,” Neural and Sta-

tistical Classification, vol. 13, no. 1994, pp. 1–298, 1994.

[280] L. C. Miller, D. Fleming, A. Arbogast, D. O. Bayles, B. Guo, K. M. Lager, J. N. Hen-
ningson, S. N. Schlink, H.-C. Yang, K. S. Faaberg et al., “Analysis of the swine tra-
cheobronchial lymph node transcriptomic response to infection with a chinese highly
pathogenic strain of porcine reproductive and respiratory syndrome virus,” BMC Vet-

erinary Research, vol. 8, no. 1, pp. 1–8, 2012.

[281] A. K. Mishra, N. N. Driessen, B. J. Appelmelk, and G. S. Besra, “Lipoarabinoman-
nan and related glycoconjugates: structure, biogenesis and role in Mycobacterium tu-
berculosis physiology and host–pathogen interaction,” FEMS Microbiology Reviews,
vol. 35, no. 6, pp. 1126–1157, 2011.

[282] A. Mithani, G. M. Preston, and J. Hein, “Rahnuma: hypergraph-based tool for
metabolic pathway prediction and network comparison,” Bioinformatics, vol. 25,
no. 14, pp. 1831–1832, 2009.

[283] V. Molle and L. Kremer, “Division and cell envelope regulation by Ser/Thr phospho-
rylation: Mycobacterium shows the way,” Molecular Microbiology, vol. 75, no. 5, pp.
1064–1077, 2010.

[284] J. C. Moreno and T. J. Visser, “New phenotypes in thyroid dyshormonogenesis: hy-
pothyroidism due to DUOX2 mutations,” in Thyroid Gland Development and Func-

tion. Karger Publishers, 2007, vol. 10, pp. 99–117.

[285] Y. Moriya, D. Shigemizu, M. Hattori, T. Tokimatsu, M. Kotera, S. Goto, and M. Kane-
hisa, “PathPred: an enzyme-catalyzed metabolic pathway prediction server,” Nucleic

Acids Research, vol. 38, no. 2, pp. W138–W143, 2010.

[286] J. D. Mougous, M. E. Cuff, S. Raunser, A. Shen, M. Zhou, C. A. Gifford, A. L.
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[297] E. Nourani, F. Khunjush, and S. Durmuş, “Computational approaches for prediction of
pathogen-host protein-protein interactions,” Frontiers in Microbiology, vol. 6, no. 94,
pp. 1–10, 2015.

[298] J. S. Nowick and S. Insaf, “The propensities of amino acids to form parallel β-sheets,”
Journal of the American Chemical Society, vol. 119, no. 45, pp. 10 903–10 908, 1997.

256



[299] M. Oh, T. Yamada, M. Hattori, S. Goto, and M. Kanehisa, “Systematic analysis of
enzyme-catalyzed reaction patterns and prediction of microbial biodegradation path-
ways,” Journal of Chemical Information and Modeling, vol. 47, no. 4, pp. 1702–1712,
2007.

[300] A. Ohara, F. Yamada, T. Fukuda, N. Suzuki, and K. Sumida, “Specific alteration of
gene expression profile in rats by treatment with thyroid toxicants that inhibit thyroid
hormone synthesis,” Journal of Applied Toxicology, vol. 38, no. 12, pp. 1529–1537,
2018.

[301] J. E. Olsen, K. H. Hoegh-Andersen, J. Casadesús, J. Rosenkranzt, M. S. Chadfield,
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