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PREFACE

Let X be a rank one Riemannian symmetric space of noncompact type and ∆

be the Laplace–Beltrami operator of X. The space X can be identified with the

quotient space G/K where G is a connected noncompact semisimple Lie group of

real rank one with finite centre and K is a maximal compact subgroup of G. Thus

G acts naturally on X by left translations. Through this identification, a function

or measure on X is radial (i.e. depends only on the distance from eK), when it is

invariant under the left-action of K. We consider right-convolution operators Θ on

functions f on X defined by, Θ : f 7→ f ∗ µ where µ is a radial (possibly complex)

measure on X. These operators will be called multipliers. In particular Θ is a radial

average when µ is a radial probability measure. Notable examples of radial averages

are ball, sphere and annular averages. Another well known example is f 7→ f ∗ ht,
where ht is the heat kernel on X. This will be called heat propagator and will be

denoted by et∆. In this thesis we shall study the questions of the following genre.

Below by eigenfunction we mean eigenfunction of ∆.

(i) Characterization of eigenfunctions from the equation f ∗ µ = f , which gener-

alizes the classical question: Is a µ-harmonic function harmonic?

(ii) Fix a multiplier, in particular an averaging operator Θ. Suppose that {fk}k∈Z
is a bi-infinite sequence of functions on X such that for all k ∈ Z, Θfk = Afk+1

and ‖fk‖ < M for some constants A ∈ C, M > 0 and a suitable norm ‖ · ‖.
We try to infer that then f0, hence every fk, is an eigenfunction.

(iii) Let Btf be the ball (of radius t) average of f . Plancherel–Pólya (1931) and

Benyamini–Weit (1989) proved that for continuous functions f, g on Rn, if

Btf → g uniformly on compact sets as t → ∞, then g is harmonic. We

endeavour to generalize this result for eigenfunctions on X.

(iv) We explore the behaviour of heat propagator in X in large and small time to

illustrate the differences with the corresponding results in Rn. In particular

we study the relation between the limiting behaviour of the ball-averages as

radius tends to ∞ and that of the the heat propagator as time goes to ∞ and

use this relation for the characterization of eigenfunctions.
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Chapter 0

Introduction

Let X be a rank one Riemannian symmetric space of noncompact type, which

is equipped with a distance d and the Laplace–Beltrami operator ∆ induced by

its Riemannian structure. We fix a base point o of X, which we call origin. The

prototypical example of such X is the hyperbolic spaces, in particular the upper half

space. In this thesis we study some aspects of sphere, ball and other radial (with

respect to the origin) averages of functions on X, leading to the characterization of

eigenfunctions of ∆. The details of the problems we study are given in Section 0.2

below, after setting up the language in the next section.

0.1

The space X with the origin o can be realized as a quotient space X = G/K where

G is a noncompact connected semisimple Lie group with finite centre and of real

rank one and K a maximal compact subgroup of G, so that o corresponds to the

coset eK, where e is the identity element of G. Through this realization, functions

on X, and radial functions on X are identified respectively with right K-invariant

functions and K-biinvariant functions on G. Measures and distributions on X are

also similarly identified with the corresponding objects on G. The group G acts

on X = G/K (and on the functions on X) naturally by left translation which we

denote by `g, g ∈ G. The Haar measure on G projects to a G-invariant Riemannian

measure on X. Thus a radial average of a function f on X at a point x ∈ X, can

be written as f ∗ µ(x) where µ is a radial probability measure on X (identified as

a K-biinvariant measure on G) and ∗ is the convolution of G. In particular the

average of f on a sphere of radius t, centered at x ∈ X, denoted by Mtf(x) is given

by Mtf(x) = f ∗ σt(x) where σt is the normalized surface measure of the sphere of

1



radius t. Similarly the average of f on a ball B(x, r) of radius r, centered at x ∈ X
is

Brf(x) = f ∗mr(x)

where mr = χB(o,r)/Vr, Vr and χB(o,r) are the volume of B(o, r) and its indicator

function respectively. A function f on X is called harmonic if ∆f = 0. The mean

value theorem asserts that f is harmonic if and only if Mtf(x) = f(x) (respectively

Btf(x) = f(x)) for all t > 0. To continue this discussion, we shall introduce some

notation, without much elaboration. For λ ∈ C, the elementary spherical function

ϕλ is the unique radial eigenfunction of ∆ with eigenvalue −(λ2 + ρ2) satisfying

ϕλ(o) = 1. Here ρ is the half-sum of positive roots (counted with their multiplicities),

a positive number associated to the space X. We also have ϕλ = ϕ−λ and ϕiρ ≡ 1.

The generalized mean value property (MVP) states (see [41, 42]) that a continuous

function f on X is an eigenfunction of ∆ with eigenvalue −(λ2 +ρ2) for some λ ∈ C,

if and only if

f ∗ σr = ϕλ(r)f for all r > 0. (0.1.1)

Above, ϕλ(x) for x ∈ X is interpreted as a function on distance of x from the origin

o. Therefore such a function f also satisfies the ball mean value property:

f ∗ χB(o,r) =

(∫
B(o,r)

ϕλ(x) dx

)
f, for all r > 0. (0.1.2)

Taking λ = iρ, we get back the standard MVP, characterizing harmonic functions.

To put our study in perspective, let us recall some well known and relevant facts.

These results illustrate the dichotomies between the space X and in particular the

Euclidean spaces, which we shall experience as we shall go through the thesis. For

simplicity we restrict first to harmonic functions. It follows from the Liouville the-

orem that bounded harmonic functions on Rn are constants. More generally if

a harmonic function on Rn is of sublinear growth or nonnegative then it is con-

stant and harmonic functions on Rn of polynomial growth of a fixed degree forms

a finite dimensional vector space. These assertions are valid for any complete non-

compact Riemannian manifold with nonnegative Ricci curvature and beyond. (See

e.g. [19,21,45,84].) On the other hand the space X is of nonpositive Ricci curvatures

and these results are not true for X. For instance, there exist nonconstant harmonic

functions which are bounded or nonnegative. Indeed, the space of bounded (respec-

tively nonnegative) harmonic functions in X is infinite dimensional. In general, for

every p > 2, there is a wealth of Lp-eigenfunctions with complex eigenvalues in X,
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they are the Poisson transforms of suitable functions on the Poisson boundary of

X. Two other distinguishing features of X in the context of the problems we shall

deal with, are the exponential rate of volume growth of ball with radius and the

dependence of Lp-spectrum of ∆ on p.

0.2

Below we shall describe the problems we are concerned about, along with their

motivations. The discussion on a particular chapter may be read as the preamble of

that chapter. We hope this will help the readers to navigate through the thesis easily.

Unless stated otherwise, from now on by eigenfunction we shall mean eigenfunction

of ∆ and by spectrum we mean the spectrum of ∆. Here and throughout this thesis,

p′ denotes the conjugate exponent of p, i.e. p′ = p/(p − 1) and γp = 2/p − 1. In

Chapter 1 we shall establish notation, terminologies and gather preliminary results

which will be used in the thesis. We shall however assume the basics of analysis

of ∆, as a detailed account on this is available in the literature (see e.g. [73–75]).

Chapter 2 to Chapter 5 contain the results of this thesis, some representatives of

which will be stated in these preambles.

Chapter 2

We take a radial (possibly complex) measure µ on X. For a function f on X, f ∗ µ
is a generalization of radial averages of f , whenever f ∗µ exists. If f ∗µ = f , then f

is called µ-harmonic, because it reduces to the standard mean value property when

µ = σr, the normalized surface measure of sphere of radius r. More generally, it

follows from (0.1.1) that when f is an eigenfunction with eigenvalue −(λ2 +ρ2), then

for a radial function (or measure) h on X, f ∗ h = ĥ(λ)f , whenever the convolution

and the spherical Fourier transform ĥ(λ) =
∫
X
h(x)ϕλ(x) dx makes sense. Ball mean

value property (0.1.2) is a particular case where h = χB(o,r). We may assume that

ĥ(λ) = 1, so that the equation simplifies to f ∗ h = f . We consider the question

if the converse is true, i.e., if f ∗ h = f for a radial function h for which ĥ(λ) = 1

for a point λ ∈ C, then is it true that f is an eigenfunction of ∆ with eigenvalue

−(λ2 +ρ2)? There are a few obvious necessary conditions, which we need to consider

for formulating such a result.

(1) The equation f ∗ h = f requires the existence of f ∗ h, which is equivalent

to the fact `gf ∈ L1(X, h) for all most every g ∈ G where L1(X, h) is the weighted

L1-space on X with weight h.

3



(2) The function f should be assumed to be in a suitable function space which

accommodates eigenfunctions with the prescribed eigenvalue −(λ2 + ρ2).

(3) To determine the eigenvalue −(λ2 +ρ2) uniquely from the equation f ∗h = f ,

we need to assume that ĥ(λ) = 1 and ĥ(ν) 6= 1 whenever ν 6= ±λ in the domain of

definition of ĥ.

A rather subtle point to note is that by the condition (3) above we are preventing

eigenfunctions with eigenvalues other than −(λ2 +ρ2) to satisfy the equation f ∗h =

f . We are expecting this to be sufficient to preclude all other functions which are

not eigenfunctions to enter as a solution of f ∗ h = f .

We now repeat the (abstract) formulation of the question. Take suitable f, h

and fix an eigenvalue, so that the necessary conditions are satisfied. We ask what

extra condition on h can ensure that f ∗ h = f implies that f is an eigenfunction

with that specified eigenvalue? Instead of one h we can use several functions say

h1, h2, . . . in this formulation and adjust the necessary conditions accordingly, e.g.

in the condition (3) above we can now assume that ĥi(ν) 6= 1 for at least one i.

Two prominent precursors to this study are Furstenberg’s characterization of

harmonic functions and Delsarte’s two-radius theorem. Furstenberg proved in ( [37,

38]) that if a bounded function f on X satisfies f∗µ = f for an absolutely continuous

probability measure µ then f is harmonic. (Furstenberg’s proof is probabilistic. For

another proof and a generalization see [81].) Suppose that µ above is given by the

density h, i.e. h ≥ 0 and
∫
X
h = 1. Then the domain of definition of ĥ is the

Helgason–Johnson strip S1, where

S1 = {λ ∈ C | |=λ| ≤ ρ},

because, ϕλ are bounded if and only if λ ∈ S1. Since ϕiρ ≡ 1, we have ĥ(iρ) = 1.

It also follows that ĥ(ν) 6= 1 whenever ν 6= ±iρ in S1, because |ϕν | < 1 for those ν.

Thus a function f ∈ L∞(X) and h as above satisfy the necessary conditions given

above. Noting that (iρ)2 + ρ2 = 0, we arrive at the question answered affirmative

by Furstenberg: does f ∗ µ = f implies f is harmonic? But the question, which is

paraphrased as: is a µ harmonic function harmonic, can be asked for other measures

µ. Delsarte ( [29, 30]) considered a characterization of harmonic functions through

the (spherical) mean-value property. It was shown that if a continuous function on

Rn satisfies the mean value property on spheres of two radii, then f is harmonic,

unless the ratio of the radii belong to some finite set in R+. But there are nonhar-

monic functions which satisfy the mean value property with one radius. Once we

notice that average of a function f over a sphere of radius r is f ∗σr where σr is the

4



normalized surface measure on the sphere of radius r around the origin, this falls in

the genre of the questions we discussed above. It also indicates that sometimes we

may have to use more than one measure to characterize harmonicity. Motivated by

these results many authors considered various measures µ on X (and related spaces

e.g. trees) and endeavored to find when a µ-harmonic function is harmonic. The pa-

per by Ahern, Flores and Rudin [2] is of particular interest for us. They considered

the Hermitian hyperbolic space and took the Lebesgue measure on Bn, the unit ball

in Cn (as the standard ball model of the space) as µ. Subsequently this result was

explained and generalized by Koranyi [49] and Ben Natan, Weit [10], who intrigued

our study. (See also [17,58].) However, it appears that not much attention was paid

in the literature for eigenfunctions other than the harmonic functions. Aim of this

chapter is to consolidate and extend the ideas and methods from the results dealing

with harmonic functions, after finding the proper set up to formulate the question

for eigenfunctions. Our basic tool here can be described largely as spectral analysis

and synthesis. But we recall that the Fourier transforms of Lp-functions extend an-

alytically in a complex domain for p ∈ [1, 2), which prevents us to use the standard

method of determining the support of the Fourier transform of a dual object.

Chapter 3

In [67], Roe proved the following characterization of the sine function.

Theorem 0.2.1 (Roe). Let {fk}k∈Z be a bi-infinite sequence of functions on R such

that fk+1 = dfk
dx

and |fk(x)| ≤ C for all k = 0,±1,±2, · · · and x ∈ R for some

C > 0. Then f0(x) = a sin(x+ b) where a and b are real constants.

This theorem was generalized by Strichartz in [76] and Howard–Reese [44], where

d/dx was replaced by the standard Laplacian ∆Rn of Rn and a characterization of

bounded eigenfunctions of ∆Rn with eigenvalue −1 was obtained, although the proof

works for other eigenvalues, for which there are bounded eigenfunctions.

Theorem 0.2.2 (Strichartz). Let {fk}k∈Z be a bi-infinite sequence of functions on

Rn with ∆Rnfk = αfk+1 for some α > 0, for all k ∈ Z. If ‖fk‖L∞(Rn) ≤ C for all

k ∈ Z, for some C > 0, then ∆Rnf0 = −αf0.

Among other things, it was demonstrated by a counter example in [76] that

the result is not true for the hyperbolic 3-space. As observed in [52], such counter

examples can be constructed in any Riemannian symmetric space of noncompact

type. Indeed, the shape of the Lp-spectrum of ∆ and the growth/decay of the
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elementary spherical functions are responsible for the failure of this result. Taking

this into account, the story was further extended in [52], where they proved a version

of Theorem 0.2.2 for eigenfunctions of ∆ corresponding to nonzero real eigenvalues

belonging to the interior of the L1-spectrum, replacing L∞-norm by suitable weak

Lp-norm (denoted below by ‖ · ‖p,∞) in the formulation. A representative result

in [52] is the following.

Theorem 0.2.3. Let {fk}k∈Z+ be an infinite sequence of functions on X such that

for some p ∈ (1, 2), ∆fk = −4ρ2/pp′fk+1 for all k ∈ Z+. If ‖fk‖p′,∞ ≤ C for some

C > 0, for all k ∈ Z+, then ∆f0 = −4ρ2/pp′f0.

If we take fk = f for all k ∈ Z+, where f is a weak Lp
′
-eigenfunction with eigen-

value −4ρ2/pp′, then it is trivially true that ‖fk‖p′,∞ ≤M where M = ‖f‖p′,∞. The-

orem 0.2.3 asserts that the apparent weak assumption of uniform-norm-boundedness

of such a sequence leads to the strong conclusion that f0 and hence all fk are eigen-

functions. Perhaps, due to intrinsic difficulties, eigenfunctions with other (in par-

ticular complex) eigenvalues were not considered in [52].

We consider translation invariant continuous linear operators Θ on function

spaces of X, which will be called multipliers. Indeed, they are radial (right) con-

volution operators f 7→ f ∗ µ with µ radial, which include suitable functions of the

Laplacian. In the previous chapter we have considered them as generalization of

radial averages. It appears to be natural to formulate the result above replacing

∆ by such Θ, as we recall (and endeavour to extend) the heuristic principle: “an

equation involving the Laplacian implies an analogous equation involving functions

of the Laplacian” (see [74]). However, we realize that we cannot cast our net too

wide to consider all such Θ and therefore content ourselves with some examples of Θ,

e.g. ball and sphere averages, heat operators etc, which conforms with the concern

of this thesis. Nevertheless, for the case p = 2, we strive to address the question

in this generality and succeed partially, taking advantage of the one-dimensional

L2-spectrum. We may conjecture at this point that such an assertion for all multi-

pliers should be true for other admissible p (i.e. for which there are eigenfunctions

in Lp(X)). The typical results we prove here are the following:

Theorem 0.2.4. Fix t > 0. For 1 ≤ p < 2, let {fk}k∈Z be a bi-infinite sequence of

measurable functions on X such that for all k ∈ Z, Mtfk = Afk+1 for some constant

A ∈ C and ‖fk‖p′,∞ ≤ C for a constant C > 0.

(a) If |A| = ϕiγpρ(at), then f0 is the Poisson transform at −iγpρ of a function

F ∈ Lp′(K/M), in particular, ∆f0 = −4ρ2

pp′
f0.

6



(b) If |A| < ϕiγpρ(at), then f0 may not be an eigenfunction.

(c) If |A| > ϕiγpρ(at), then f0 = 0.

Below by Cp(X) we denote the Harish-Chandra Lp-Schwartz space on X for

0 < p ≤ 2. Elements of the dual space of Cp(X) are called Lp-tempered distributions.

Theorem 0.2.5. Let Θ : C2(X) → C2(X) be a multiplier with real valued symbol

m(λ) ∈ C∞(R). Let {fk}k∈Z be a bi-infinite sequence of measurable functions such

that Θfk = Afk+1 for all k ∈ Z, for a nonzero constant A ∈ C and ‖fk‖2,∞ ≤ C for

a constant C > 0. Let m(R) = {m(λ) | λ ∈ R}. We have the following conclusions.

(a) If |A| ∈ m(R) but −|A| /∈ m(R), then Θf0 = |A|f0.

(b) If −|A| ∈ m(R) but |A| /∈ m(R), then Θf0 = −|A|f0.

(c) If both |A|,−|A| ∈ m(R), then f0 can be uniquely written as f0 = f+ + f−

where f+, f− ∈ L2,∞(X) satisfying Θf+ = |A|f+ and Θf− = −|A|f−.

(d) If neither |A| nor −|A| is in m(R), then f0 = 0.

We note that apart from the spherical, ball mean value operators and heat prop-

agator or simply a polynomial in ∆, Riesz and Bessel potentials, resolvent operator,

heat operator in complex time z with <z ≥ 0, right convolution by a radial Cp-
function for 0 < p ≤ 2 or by a radial Lq-functions with 1 ≤ q < 2 are some easily

found examples of such multipliers acting on C2(X).

These results cover eigenfunctions with eigenvalues in (−∞,−ρ2], which are in

some weak Lp-spaces. To enlarge the scope to all real eigenvalues, and to accommo-

date eigenfunctions without such growth condition (e.g. the powers of the Poisson

kernel itself), we also formulate these results, using Hardy-type norms (see [13]) and

Lp-tempered distributions instead of Lp or weak Lp as size estimates.

Finally, we shall also try to complement Theorem 0.2.3 by extending it for all

complex eigenvalues, where ∆ is replaced by a perturbation of it (see Theorem 3.2.8

and Corollaries 3.2.9, 3.2.10).

Chapter 4

Let Vr = |B(o, r)|, the volume of the ball of radius r and mr = V −1
r χB(o,r). We

shall use these notation both for Euclidean spaces and symmetric spaces. Char-

acterization of harmonic functions through asymptotic behaviour of ball or sphere

7



averages of a function as the radius goes to zero is classical. For instance, we recall

that [14, 15], f is harmonic on an open set D of Rn if and only if

n

r2
|f ∗ σr(x)− f(x)| → 0 as r → 0 + for all x ∈ D.

See e.g. Gray and Willmore [40] for more general results on Riemannian manifolds.

However, the asymptotic behaviour of these averages as the radius tends to infinity

seems to be less well known. We understand that the earliest result which considered

this to characterize harmonic functions on R and R2 is by Plancherel and Pólya [59].

Theorem 0.2.6 (Plancherel and Pólya 1931). Suppose that for a function f ∈
L1
loc(R2),

lim
r→∞

f ∗mr(x) = φ(x) for all x ∈ R2.

If there are ψ ∈ L1
loc(R2)+ and r0 ∈ L∞loc(R2)+, such that for all x ∈ R2,

|f ∗mr(x)| ≤ ψ(x), for all r ≥ r0(x),

then φ(x) is a harmonic function on R2.

In more recent years, Benyamini and Weit [12] obtained a version for Rn.

Theorem 0.2.7 (Beniyamini and Weit 1989). If for a continuous function f on Rn,

lim
r→∞

f ∗mr = f

uniformly on compact sets, then f is a harmonic function.

In fact, apart from Lebesgue measure, more general radial measures were con-

sidered on Rn and on the unit disc in [12]. It is plausible to formulate these for any

metric-measure space, (where harmonic functions can be defined by spherical MVP,

if there is no Laplacian), in particular for complete Riemannian manifolds. We set

our goal to have such asymptotic version of the (generalized) mean value theorem

as radius tends to infinity. As an analogue of Theorem 0.2.7 we offer,

Theorem 0.2.8. Let f and g be two continuous functions on X. If for some λ ∈ C,[∫
B(o,r)

ϕλ(y) dy

]−1

f ∗ χB(o,r)(x)→ g(x) as r →∞

uniformly on compact sets, then ∆g = −(λ2 + ρ2)g.
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We shall also prove an exact analogue of Theorem 0.2.6 characterizing eigenfunc-

tions on X. A takeaway from these results is that any condition on the growth of

f is unnecessary. However, assumption on growth of f , may allow different (pos-

sibly easier) proof, and the conclusion can be sharpened, by getting more concrete

realization of the limit function g as a Poisson transform of some Lp-function on

the boundary. We pause briefly, to review the situation in the Euclidean spaces,

for functions with growth conditions. To keep the discussion simple we restrict to

the case of harmonic functions. We recall that if f ∈ L∞(Rn) is harmonic, then by

MVP, f(x) = f ∗mr(x) for any point x ∈ Rn. Let A(r, R) be the annulus with outer

radius R and inner radius r. We have, if f is harmonic, then as r →∞,

|f(0)− f(x)| = |f ∗mr(0)− f ∗mr(x)| ≤ C‖f‖∞
|A(r − |x|, r + |x|)|

|B(o, r)|
→ 0.

This shows that f ∈ L∞(Rn) is harmonic implies that f is constant. This proof

works for functions with sublinear growth. The proof in fact shows that for an

arbitrary (i.e. not necessarily harmonic) f ∈ L∞(Rn),

|f ∗mr(0)− f ∗mr(x)| ≤ C‖f‖∞
|A(r − |x|, r + |x|)|

|B(o, r)|
→ 0 as r →∞.

We conclude that if f ∗mr(x0) oscillates at a point x0 ∈ Rn, then it oscillates ‘the

same way’ at other points and if f∗mr(x0)→ C, for a constant C then f∗mr(x)→ C

for any other point x as r →∞. So, f ∗mr(x)→ g(x), implies g is constant, hence

harmonic. The crucial fact used in the proof is the polynomial growth of the ball.

Indeed, growth of the ball is an important ingredient for similar results in other

manifolds (e.g. see [21]). As mentioned above, in the symmetric spaces X, which

we deal with here, geodesic balls grow exponentially which vindicates the failure of

these results and prevents us to foresee the asymptotic behaviour of the ball averages

of a function, even with appropriate growth assumption on it.

Let us come back to the space X. For convenience we shall use these notation:

V λ
r =

∫
B(o,r)

ϕλ(x) dx, mλ
r =

1

V λ
r

χB(o,r), for any λ ∈ C.

A concern about the statement of Theorem 0.2.8 is that V λ
r =

∫
B(o,r)

ϕλ(y) dy in the

denominator can possibly be zero for some r > 0. Fortunately, for λ /∈ R×, it can

be shown that there exists Cλ > 0, such that for all r > Cλ, V
λ
r 6= 0. This resolves

the issue for λ /∈ R× as r →∞. If λ ∈ R×, then V λ
r can be zero for some r. Let D0
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be the set of discrete zeros of the analytic function r 7→
∫
B(o,r)

ϕλ(y) dy = V λ
r . We

interpret r → ∞ as r → ∞ through R+ \ D0. But the situation is more involved

in this case. We need to find a sequence {rn} of radii with rn ↑ ∞ and a δ > 0

independent of n, such that for r ∈ [rn− δ, rn + δ], V λ
r 6= 0. We may stay away from

these interpretational worries in this introduction, as they will be explained in detail

in the chapter. But it may be worth pointing out that this adds difficulties to the

proof and finding this sequence of intervals of a fixed minimum length where V λ
r is

nonzero is a crucial point of the proof. Another key-feature of X, we use, is the fact

that distance function is geodesically convex in X. The proof is rather geometric

than Fourier analytic and is influenced by [12].

From the result above for continuous or locally integrable functions, we can

derive result for functions with growth conditions. A representative theorem is the

following.

Theorem 0.2.9. For f, g ∈ Lp(X), 2 < p ≤ ∞ and λ ∈ C with |=λ| < |γpρ|. if

‖f ∗mλ
r − g‖p → 0 as r →∞,

then ∆g = −(λ2 + ρ2)g.

For such a result for functions in Lebesgue or weak Lebesgue spaces, but with

pointwise convergence replacing norm convergence, we shall wait till the next chap-

ter.

We shall also consider theorems of this genre under spherical and annular aver-

ages, for functions with and without growth conditions. While the ball, spherical or

annular averages are mean-value operators (i.e. eigenfunctions satisfy the MVP for

them), we shall note that there are “averages” which are not mean-value operators,

but still lead to the desired conclusion asymptotically. See e.g. Propositions 4.2.3

and 4.4.6.

Chapter 5

We shall explore some properties of the heat propagation on X, in large as well

as in small time, again in the context of characterizing eigenfunctions and exhibit

the differences with their Euclidean counter parts. We believe that the results here

vindicate the well known fact that geometry of the space affects its heat kernel and

the heat kernel illustrates many distinguishing features of the space.

Our first aim is to relate the large time behaviour of the heat operator acting on a

function with the asymptotic property of its ball average. Using Wiener’s Tauberain
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theorem on R, Repnikov and È̆ıdel’man ( [65,66]) proved that for f ∈ L∞(Rn) and

a fixed point x0 ∈ Rn, f ∗ mr(x0) → L for a constant L as r → ∞ if and only if

et∆Rnf(x0) → L as t → ∞, where ∆Rn is the Laplacian on Rn. This result was

generalized by Li in [53] to complete n-dimensional Riemannian manifolds M with

nonnegative Ricci curvature with the property that |B(x0, r)| ≥ θrn for all large r for

some constant θ, which by Bishop–Gromov comparison theorem (see [56]) implies

that ball around x0 has polynomial volume growth. The proof uses the Euclidean

result of Repnikov and È̆ıdel’man mentioned above. We shall see that one side of

the theorem fails for X, which, as mentioned above, is of nonpositive Ricci curvature

and in which balls grow exponentially. Precisely there are functions f ∈ L∞(X),

such that et∆f(x) converges for any x ∈ X as t → ∞, but f ∗ mr(x) does not

converge as r →∞. But the direct side of the assertion will be shown to be true for

X, although Tauberain argument cannot be used here. We shall prove the following

general statement. Here ht is the heat kernel, the kernel of the operator et∆. We

define hλt = et(λ
2+ρ2)ht which is the kernel of the operator e(∆+λ2+ρ2), in other words

hλt is the fundamental solution of the perturbed heat equation:

[∆ + (λ2 + ρ2)]f =
∂

∂t
f.

The notation mλ
r is as defined above in the discussion of Chapter 4.

Theorem 0.2.10. Fix a p > 2. Let λ = i(2/p−1)ρ. Then for any weak Lp-function

f and a point x0 ∈ X,

lim
r→∞

f ∗mλ
r (x0) = L implies lim

t→∞
f ∗ hλt (x0) = L,

where L is a constant. The converse is not true, i.e., there exists weak Lp-function

f on X and point x0 ∈ X, such that f ∗ hλt (x0) converges to a limit as t → ∞ but

f ∗mλ
r (x0) does not as r →∞.

Through this relation and using that hλt is a semigroup, we shall get a version

of Theorem 0.2.9 under pointwise convergence. The upshot of this new argument is

that it is free from the use of the geometric property of convexity of distance, albeit

at the cost of the assumption on growth of the function f (so that f ∗ hλt makes

sense).

Our next aim is to illustrate that results involving heat propagation in small

time also differs from the corresponding Euclidean results. Although these results are

closely related to those in Chapter 2, we have included them here for the convenience
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of the presentation and to vindicate this point.

We start with the simple observation that if ∆f = 0 for a suitable function

f then et∆f = f for any t > 0, whenever it makes sense. For the converse, we

can appeal to the result of Furstenberg [37] (mentioned above in our discussion on

Chapter 2) which states that if f ∗ µ = f for any function f ∈ L∞(X) and an

absolutely continuous radial probability measure µ on X, then f is harmonic. The

operator et∆ is given by convolution with the heat kernel ht, i.e. for a suitable

function f , et∆f = f ∗ ht. Since, for every t > 0, ht is a nonnegative radial function

and
∫
X
ht(x) dx = 1, we can apply the result of Furstenberg, taking dµ = ht(x) dx.

Thus if for a function f ∈ L∞(X), et∆f = f for some t > 0, then f is harmonic, i.e.

∆f = 0.

As in other chapters, instead of only harmonic functions we consider eigenfunc-

tions of ∆ with nonzero eigenvalues. It is evident that if ∆f = cf , for a function

f ∈ Lp(X) and a complex number c in the Lp-point spectrum of ∆, then et∆f = etcf

for any t > 0. Here we endeavour to explore the converse of this. The precise ques-

tion is: if for f and c as above, et∆f = etcf for some t > 0, is it necessarily true that

∆f = cf? Indeed, while this converse holds true for Euclidean spaces, the situation

is different for X as above. We shall show that the answer to such a question is af-

firmative only when t lies within a sharp range 0 < t < T , where the critical time T

depends on the proposed eigenvalue c and the integrability of the eigenfunction (or

temperedness of the eigendistribution). In fact f ∈ Lp(X) in the above discussion

can be replaced by appropriately tempered distributions. As mentioned above, the

tempered distributions being less restrictive, perhaps the ideal objects to consider in

this setup. However as noted in the discussion on Chapter 2, the complex analytic

extension of the Lp-Schwartz class functions on X, precludes the Euclidean tech-

nique of locating the support of the Fourier transform of a tempered distribution

and adds to the difficulties.

0.3

We conclude with the following remarks. We recall that the Damek–Ricci (DR)

spaces S are solvable Lie group NoA, where N is a nilpotent Lie group of Heisenberg

type and A is isomorphic with R. They are also known as harmonic NA groups.

Through the Iwasawa decomposition G = NAK of G, a rank one Riemannian

symmetric space X = G/K of noncompact type, can be realized as a DR space.

Indeed, they are the most distinguished prototypes of the DR spaces, though they
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account for a very thin subcollection in the set of all DR spaces (see [5]). In general

a DR space is not a symmetric space. The absence of semisimple group-action in

a general DR space S offers many fresh challenges, as one tries to carry forward

the results on X to them. One instance of the difficulties is that unlike on X, the

decomposition of a function in K-types is unavailable in S, in particular the radial

functions (and radialization) on S cannot be defined by group action. Keeping these

in mind we have completely avoided such well-known techniques in our proofs. Most

of the basic ingredients we used in the proofs are available for DR spaces. Thus the

results in this thesis should be readily extendable to these spaces.

It is also plausible to ask questions similar to those considered in this thesis for

higher rank symmetric spaces. We, however, note that some of the key results used

in this thesis, e.g. Proposition 1.5.2 and Theorem 2.1.1 are specific to rank one

symmetric spaces. They are used in Chapter 2 and Chapter 3. A starting point in

Chapter 4 is the sphere or ball mean value property. We recall here that the mean

value property in higher rank symmetric spaces is about averaging on the K-orbit of

a point, which is not a geodesic sphere. In general, we feel that while some versions

of the results in this thesis should be true in higher rank, in most of them, it may

not be a straightforward extension.
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Chapter 1

Preliminaries

The aim of this chapter is to establish the notation and to introduce some of the

terminologies (especially those which are not so standard), that we assume in this

thesis. List of symbols given in pages ix–xi covers most of the notation and we shall

try to remind the readers at the places where it will be used. Therefore we omit

repeating the basic notation, except a few important ones.

We shall follow the practice of using the letters C,C1, C2, C
′, c etc. for positive

constants, whose value may change from one line to another. The constants may

be suffixed to show their dependencies on important parameters. Everywhere in

this thesis the symbol f1 � f2 for two positive expressions f1 and f2 means that

there are positive constants C1, C2 such that C1f1 ≤ f2 ≤ C2f1. For any set E,

we will denote its indicator function by χE. For a set S in a topological space S

is its closure and S◦ is its interior and for a set S in a measure space |S| is its

measure. For p ∈ [1,∞], by Lp we denote the Lebesgue spaces. The space of locally

integrable functions and locally bounded functions are denoted respectively by L1
loc

and L∞loc. The space of compactly supported C∞ functions is denoted by C∞c . We

shall not distinguish between two locally integrable functions which differ on a set

of measure zero. For two functions f1, f2, the notation 〈f1, f2〉 means
∫
f1f2 if the

integral makes sense. The expression 〈f1, f2〉 may also mean that the distribution

f1 is acting on the function f2. For p ∈ (0, 1) ∪ (1,∞), let p′ = p/(p − 1), p′ = ∞
if p = 1 and p′ = 1 if p = ∞. Note that p′ is negative for 0 < p < 1. Support

of a function f and the (distributional) support of a tempered distribution T are

denoted by Supp f and SuppT respectively.

15



1.1 Lorentz spaces

Let (M,m) be a σ-finite measure space, f : M −→ C be a measurable function and

p ∈ [1,∞), q ∈ [1,∞]. We define

‖f‖p,q =


(
q
∫∞

0
[tdf (t)

1/p]q dt
t

)1/q
if q <∞,

sup
t>0

tdf (t)
1/p if q =∞,

where for α > 0, df (α) = m({x | |f(x)| > α}) is the distribution function of

f . Note that instead of the usual definition using the decreasing rearrangement

f ∗(t) = inf{s | df (s) ≤ t} of f , we have used an alternative definition. For the

equivalence see [63]. Let Lp,q(M) be the set of all measurable functions f : M −→ C
such that ‖f‖p,q <∞. We note the following.

(i) The space Lp,∞(M) is known as the weak Lp-space.

(ii) Lp,p(M) = Lp(M) and ‖ · ‖p,p = ‖ · ‖p for 1 ≤ p ≤ ∞.

(iii) For 1 < p, q < ∞, the dual space of Lp,q(M) is Lp
′,q′(M) and the dual of

Lp,1(M) is Lp
′,∞(M).

(iv) If q1 ≤ q2 ≤ ∞ then Lp,q1(M) ⊂ Lp,q2(M) and ‖f‖p,q2 ≤ ‖f‖p,q1 .

The Lorentz “norm” ‖ · ‖p,q is actually a quasi-norm and Lp,q(M) is a quasi Banach

space. For 1 < p <∞, there is an equivalent norm which makes it a Banach space

(see [72, Chapter V, Theorem 3.21, Theorem 3.22]). We shall slur over this difference

and use the notation ‖ · ‖p,q. For more details on Lorentz spaces we refer to [72].

1.2 Symmetric space

Notation and preliminaries required for symmetric spaces are standard and can be

found for example in [41,42]. We recall that a rank one Riemannian symmetric space

of noncompact type (which we denote by X throughout this thesis) can be realized

as a quotient space G/K, where G is a connected noncompact semisimple Lie group

with finite centre and of real rank one and K a maximal compact subgroup of G.

Thus o = {eK} is the origin of X. We shall frequently identify a function on X

with a function on G which is invariant under the right K-action. The group G acts

naturally on X = G/K by left translations `g : xK → gxK for g ∈ G. The Killing
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form on the Lie algebra g of G induces a G-invariant Riemannian structure and a G-

invariant measure on X. Let d(·, ·) be the distance and ∆ be the Laplace–Beltrami

operator on X, associated to this Riemannian structure on X. For x ∈ X, by |x| we

denote d(o, x), the distance of x from the origin o = eK. Let k be the Lie algebra

of K, g = k ⊕ p be the corresponding Cartan decomposition and a be a maximal

abelian subspace of p. Then dim a = 1 as G is of real rank one. We denote the real

dual of a by a∗. Let Σ ⊂ a∗ be the subset of nonzero roots of the pair (g, a). We

recall that either Σ = {−γ, γ} or {−2γ,−γ, γ, 2γ} where γ is a positive root and the

Weyl group W associated to Σ is {Id,−Id} where Id is the identity operator. Let

mγ = dim gγ and m2γ = dim g2γ where gγ and g2γ are the root spaces corresponding

to γ and 2γ. Then ρ = 1
2
(mγ + 2m2γ)γ denotes the half sum of positive roots. Let

H0 be the unique element in a such that γ(H0) = 1/2 and through this we identify

a with R as t 7→ tH0. Then a+ = {H ∈ a | γ(H) > 0} is identified with the set of

positive real numbers. We identify a∗ and its complexification a∗C respectively with

R and C by t 7→ tγ, t ∈ R and z 7→ zγ, z ∈ C. By abuse of notation we will denote

ρ(H0) = 1
4
(mγ + 2m2γ) by ρ. Let n = gγ + g2γ, N = exp n, A = exp a, A+ = exp a+

and A+ = exp a+. Then N is a nilpotent Lie group and A is a one dimensional

vector subgroup identified with R. Precisely A is parametrized by as = exp(sH0).

The Lebesgue measure on R induces a Haar measure on A by das = ds. Let M be

the centralizer of A in K. The groups M and A normalizes N . We note that K/M

is the Furstenberg boundary of X.

The group G has the Iwasawa decomposition G = KAN and the polar decom-

position G = KA+K. Through polar decomposition X is realized as A+×K. Using

the Iwasawa decomposition G = KAN , we write an element x ∈ G uniquely as

k(x) expH(x)n(x) where k(x) ∈ K,n(x) ∈ N and H(x) ∈ a. Let dk and dm respec-

tively be the normalized Haar measures on K and M . let dg be the Haar measure

on G uniquely given by the Reimannian measure on X and the measure dk on K

so that ∫
G

f(g) dg =

∫
G/K

∫
K

f(gk) dk d(gK),

holds for all integrable functions f on G. Corresponding to Iwasawa and polar de-

compositions of G we have the following integral formulae for any integrable function

f on G, ∫
G

f(g) dg =

∫
K

∫
A

∫
N

f(katn)e2ρt dn dt dk, (1.2.1)

and ∫
G

f(g) dg =

∫
K

∫
R+

∫
K

f(k1atk2)J(t) dk1 dt dk2, (1.2.2)
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where J(t) is the Jacobian of polar decomposition given by

J(t) =
2nπ

n
2

Γ(n
2
)

(
sinh

t

2

)mγ+m2γ
(

cosh
t

2

)m2γ

and n = mγ + m2γ + 1 is the dimension of the symmetric space. Since sinh t �
tet/(1 + t) for t ≥ 0, it follows from (1.2.2) that∫

G

|f(g)|dg � C1

∫
K

∫ 1

0

∫
K

|f(k1atk2)|tn−1 dk1 dt dk2

+ C2

∫
K

∫ ∞
1

∫
K

|f(k1atk2)|e2ρt dk1 dt dk2 (1.2.3)

For an integrable function f on X,
∫
G
f(g) dg =

∫
X
f(x) dx where in the left hand

side f is considered as a right K-invariant function on G and dg is the Haar measure

on G, while on the right hand side dx is the G-invariant measure on X. We shall

slur over the difference between integrating over G and that on X = G/K as we

shall deal with functions on X.

A function f on X is called left K-invariant if f(kx) = f(x) for all k ∈ K and

x ∈ X. Thus a left K-invariant function on X can be identified with a K-biinvariant

function on G. Note that for a K-biinvariant function f , f(x) = f(y) if |x| = |y|,
i.e. they are radial. We shall use both the terms radial and K-biinvariant for such

functions. For any function space L(X), by L(G//K) we denote the set of radial

functions in L(X). A measure µ on X is radial or K-biinvariant if µ is invariant

under left translation by elements on K, i.e.
∫
X
f(x) dµ(x) =

∫
X
f(kx) dµ(x) for

every k ∈ K. We note that for a radial function f , f(x) = f(x−1), as |x| = |x−1|.
For a function f ∈ L1

loc(X) we define its radialization Rf by

Rf(x) :=

∫
K

f(kx) dk.

Then Rf is a radial function and if f is radial then Rf = f . We also note that for

φ, ψ ∈ C∞c (X), we have (i) 〈Rφ, ψ〉 = 〈φ,Rψ〉 and (ii) R(∆φ) = ∆(Rφ). From (i)

it follows that
∫
X
f(x) dx =

∫
X
Rf(x) dx and hence ‖Rf‖1 ≤ ‖f‖1. We have also

the trivial L∞-boundedness of the operator R; ‖Rf‖∞ ≤ ‖f‖∞. Then a standard

interpolation argument (see e.g. [72, p. 197]) yields that

‖Rf‖p,q ≤ ‖f‖p,q for 1 < p <∞, 1 ≤ q ≤ ∞.
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For any λ ∈ C, we define the elementary spherical function ϕλ by

ϕλ(x) =

∫
K

e−(iλ+ρ)H(x−1k) dk. (1.2.4)

Then ϕλ is K-biinvariant, ϕλ = ϕ−λ, ϕλ(x) = ϕλ(x
−1) and ∆ϕλ = −(λ2 + ρ2)ϕλ. It

can be verified that |ϕλ| ≤ ϕi=λ, ϕλ(e) = 1 for λ ∈ C and ϕiρ ≡ 1. For λ ∈ C we

denote

Eλ = {u ∈ C∞(X) : ∆u = −(λ2 + ρ2)u}.

It is well known that u ∈ Eλ if and only if u satisfies the following functional equation

(see [41, Proposition 2.4, p. 402]):∫
K

u(xky) dk = u(x)ϕλ(y), for all x, y ∈ X. (1.2.5)

Thus in particular ∫
K

ϕλ(xky) dk = ϕλ(x)ϕλ(y), x, y ∈ X.

If u ∈ Eλ is radial, then putting x = e in (1.2.5) we get u(y) = u(e)ϕλ(y). For

=λ < 0 and t > 0, we have the following asymptotic estimate of ϕλ,

lim
t→∞

e−(iλ−ρ)tϕλ(at) = c(λ) (1.2.6)

where c(λ) is the Harish-Chandra c-function (see [41], Theorem 6.14, Ch IV). Since

the c-function has neither zero nor pole in the region =λ < 0, from this we obtain

the following. For any λ ∈ C with =λ 6= 0, there is a tλ > 0 such that

|ϕλ(at)| � ϕi=λ(at) � e(|=λ|−ρ)|t| for |t| > tλ. (1.2.7)

In particular for 0 < p < 2 and for large t > 0,

|ϕiγpρ(at)| � e
− 2ρt
p′ , (1.2.8)

where γp = 2/p− 1. For λ = 0 we also have (see [3])

ϕ0(at) � (1 + |t|)e−ρ|t|. (1.2.9)
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For µ ∈ C and k ∈ N, let

ϕµ,k(x) :=
∂k

∂λk
ϕλ(x)|λ=µ.

It satisfies the following estimate ( [42, Ch 3, §1 Lemma 1.18 (iv)]):∣∣∣∣P ( ∂

∂λ

)
ϕλ(x)

∣∣∣∣ ≤ C(1 + |x|)rϕi=λ(x), x ∈ X (1.2.10)

for some constant C > 0, where P is a polynomial of degree r and |x| = d(o, x).

We also observe that ϕ0,k ≡ 0 for odd k ∈ N as ϕλ(x) is an even function in λ for

any fixed x ∈ X and hence ϕλ,k(x) is an odd function in λ. For a measurable radial

function f on X and λ ∈ C, we define the spherical Fourier transform of f at λ by

f̂(λ) :=

∫
X

f(x)ϕλ(x) dx, (1.2.11)

whenever the integral makes sense. When the function f is radial we may simply

refer f̂ as the Fourier transform of f . For a suitable function f on X, λ ∈ C and

k ∈ K/M , we define the Helgason Fourier transform of f by

f̃(λ, k) :=

∫
X

f(x)e−(iλ+ρ)H(x−1k) dx. (1.2.12)

If f is K-biinvariant then f̃(λ, k) is independent of k ∈ K/M and reduces to its

spherical Fourier transform f̂(λ).

Let B(x, t) be the geodesic ball of radius t > 0 centered at x in X and |B(x, t)|
be its volume. For f ∈ L1

loc(X), let Mtf(x) denote the average of f over the geodesic

sphere of radius t with center at xK in X. Precisely,

Mtf(x) = f ∗ σt(x) =

∫
K

f(xkat) dk,

where σt is the normalized surface measure of the geodesic sphere of radius t with

center at the origin o = eK. The volume average of such a function f is denoted by

Btf and is defined by,

Btf(x) =
1

|B(o, t)|
f ∗ χB(o,t)(x) =

1

|B(o, t)|

∫
B(x,t)

f(z) dz,

where χB(o,t)(x) is the indicator function of B(o, t).
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For a fixed λ ∈ C we define

V λ
r =

∫
B(o,r)

ϕλ(x) dx =

∫ r

0

ϕλ(at)J(t) dt,

where J(t) is the Jacobian of the polar decomposition defined in (1.2.2). Thus V λ
r

is the spherical Fourier transform at λ, of χB(o,r). Let

mλ
r = (V λ

r )−1χB(o,r).

Note that, V iρ
r = |B(o, r)| and miρ

r = (1/|B(o, r)|)χB(o,r).

1.3 Jacobi functions

For α, β > −1/2 and t ≥ 0, let φ
(α,β)
λ (t) denotes the Jacobi functions defined by

φ
(α,β)
λ (t) := 2F1

(
1

2
(α + β + 1− iλ),

1

2
(α + β + 1 + iλ);α + 1;− sinh2(t)

)
where 2F1(a, b; c; z) is the Gaussian hypergeometric function. For a detailed account

on Jacobi functions we refer to [48]. We recall that for rank one symmetric spaces,

elementary spherical functions are Jacobi functions. They are related in the following

way. Let m = mγ, k = m2γ and n = m+ k + 1. Then

ϕλ(at) = φ
(α,β)
2λ (t/2) (1.3.1)

for α = (m+ k − 1)/2 and β = (k − 1)/2 (see [5], p. 650).

For =λ < 0 we have the following asymptotic estimate for Jacobi functions

(see [48, 2.19, p. 8], cf. (1.2.6) – (1.2.8)).

φ
(α,β)
λ (t) = cα,β(λ)e(iλ−%)t(1 + o(1)) as t→∞ (1.3.2)

where

cα,β(λ) =
2%−iλ Γ(α + 1)Γ(iλ)

Γ( iλ+%
2

)Γ( iλ+α−β+1
2

)
and % = α + β + 1.

It follows that φ
(α,β)
λ = φ

(α,β)
−λ for all λ ∈ C and cα,β(λ) has neither zero nor pole

in the region =λ < 0. Hence from (1.3.2) and the fact that φ
(α,β)
λ = φ

(α,β)
−λ , we get

for λ 6∈ R,

|φ(α,β)
λ (t)| � e(|=λ|−%)t as t→∞. (1.3.3)
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Following theorem (proved in [57, lemma 5.2(a)]) shows that V λ
r , that is, the

Fourier transform of χB(o,r) can be expressed in terms of the Jacobi functions.

Theorem 1.3.1. Let α′ = m+k+1
2

, β′ = k+1
2

and n = m + k + 1, for m, k as above.

Then for λ ∈ C and r > 0,

V λ
r =

2nπ
n
2

Γ(n
2

+ 1)
sinhn

(r
2

)
coshk+1

(r
2

)
φ

(α′,β′)
2λ

(r
2

)
. (1.3.4)

This theorem is proved in [57, lemma 5.2(a)]. However, we are including the proof

here to remove a minor error involving the power of cosh(r/2) in the statement there.

Proof.

V λ
r =

∫ r

0

ϕλ(at)J(t) dt

=
2nπ

n
2

Γ(n
2
)

∫ r

0

sinhm+k
( t

2

)
coshk

( t
2

)
ϕλ(at) dt

=
2nπ

n
2

Γ(n
2
)

∫ r

0

Am+k,k
t 2F1

(
m

4
+
k

2
− iλ, m

4
+
k

2
+ iλ;

m+ k + 1

2
;− sinh2

( t
2

))
dt

where

Am,kt := sinhm
( t

2

)
coshk

( t
2

)
.

For convenience we temporarily put

a =
m

4
+
k

2
− iλ, b =

m

4
+
k

2
+ iλ, c =

m+ k + 1

2

and substitute z = − sinh2(t/2) in the integral above to get,∫
Am+k,k
t 2F1

(
m

4
+
k

2
− iλ, m

4
+
k

2
+ iλ;

m+ k + 1

2
;− sinh2

( t
2

))
dt

= (−1)c
∫
zc−1(1− z)a+b−c

2F1

(
a, b; c; z

)
dz

=
(−1)c

c

∫
d

dz

(
zc(1− z)a+b+1−c

2F1

(
a+ 1, b+ 1; c+ 1; z

))
dz

=
(−1)c

c
zc(1− z)a+b+1−c

2F1

(
a+ 1, b+ 1; c+ 1; z

)
+ C

=
1

c
Am+k+1,k+1
t 2F1

(
m

4
+
k

2
+ 1− iλ, m

4
+
k

2
+ 1 + iλ;

m+ k + 3

2
;− sinh2

( t
2

))
+ C.

22



Above we have used the following fact (see [1, 15.2.9]):

d

dz

(
zc(1− z)a+b+1−c

2F1

(
a+ 1, b+ 1; c+ 1; z

))
= czc−1(1− z)a+b−c

2F1

(
a, b; c; z

)
.

Thus

V λ
r = cnA

m+k+1,k+1
r 2F1

(
m

4
+
k

2
+ 1− iλ, m

4
+
k

2
+ 1 + iλ;

m+ k + 3

2
;− sinh2

(r
2

))
= cnA

m+k+1,k+1
r φ

(α′,β′)
2λ

(r
2

)
where α′ = m+k+1

2
, β′ = k+1

2
and cn = 2nπ

n
2

Γ(n
2

+1)
.

Let ψλ(r) denotes the spherical Fourier transform of
χ
B(o,r)

|B(o,r)| at λ. Then from

Theorem 1.3.4 we have

ψλ(r) =
V λ
r

V iρ
r

=
φ

(α′,β′)
2λ ( r

2
)

φ
(α′,β′)
2iρ ( r

2
)

(1.3.5)

where α′ = m+k+1
2

, β′ = k+1
2

. Using (1.3.3) and (1.3.5) for λ /∈ R we obtain a rλ > 0

depending on λ such that

ψλ(r) � e(|=λ|−ρ)r for r ≥ rλ. (1.3.6)

For µ ∈ C and k ∈ N, let

ψµ,k(r) :=
∂k

∂λk
ψλ(r)|λ=µ.

1.4 Properties of elementary spherical function

In this section we shall gather some properties of ϕλ and ψλ which will be used

throughout this thesis. We shall include proofs only when a suitable reference could

not be found.

For 0 < p <∞, we define γp := 2
p
− 1 and γ∞ := −1. Let

Sp := {λ ∈ C | |=λ| ≤ |γp|ρ }, ∂Sp := {λ ∈ C | |=λ| = |γp|ρ }.

Proposition 1.4.1. The elementary spherical function ϕλ satisfies the following

properties.

(i) For 1 ≤ p < 2, ϕλ ∈ Lp
′,∞(G//K) if and only if λ ∈ Sp.
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(ii) For 1 < p < 2 and 1 ≤ r ≤ ∞, ϕλ ∈ Lp
′,r(G//K) if and only if λ ∈ S◦p .

(iii) ϕ0 6∈ L2,∞(G//K), (1 + |x|)−1ϕ0 ∈ L2,∞(G//K) and ϕλ ∈ L2,∞(G//K) for

0 6= λ ∈ R.

See [60, Proposition 2.1] and [50] for the proof of above proposition which uses

the estimates (1.2.7) and (1.2.9).

Proposition 1.4.2. Fix t > 0. Let 0 < p ≤ 2 and λ ∈ Sp with λ 6= ±iγpρ. Then

(a) |ϕλ(at)| < ϕiγpρ(at),

(b) |ψλ(t)| < ψiγpρ(t).

Proof. (a) Since ϕλ = ϕ−λ, without loss of generality we assume that =λ ≥ 0.

Clearly |ϕλ(at)| ≤ ϕi=λ(at) for any λ ∈ C. As λ 7→ ϕλ(at) is analytic, by maximum

modulus principle, |ϕλ(at)| < ϕiγpρ(at) for λ ∈ S◦p . Therefore it remains to prove the

result for λ = r + iγpρ, r ∈ R. Seeking a contradiction, we assume that |ϕλ(at)| =

ϕiγpρ(at). Then for some b ∈ R,

ϕiγpρ(at) = e−irbϕλ(at) =

∫
K

e−irbe−(ir−γpρ+ρ)H(a−1
t k) dk.

This implies that, ∫
K

e(γpρ−ρ)H(a−1
t k)[1− e−ir(b+H(a−1

t k))]dk = 0

and taking the real part,∫
K

[1− cos r(H(a−1
t k) + b)]e(γpρ−ρ)H(a−1

t k) dk = 0.

Since 1 − cos r(H(a−1
t k) + b) is a nonnegative continuous function, we have [1 −

cos r(H(a−1
t k) + b)] = 0 for all k ∈ K. But then H(a−1

t k) + b has to take values in

a discrete set. As k 7→ H(a−1
t k) + b is continuous and K is connected, it must be

constant, which implies that k 7→ H(a−1
t k) is constant which contradicts Kostant’s

convexity theorem ( [41, Theorem 10.5, p. 476]). This completes the proof of (a)

and (b) is an immediate consequence of (a).

Proposition 1.4.3. Fix t > 0 and 0 < p ≤ 2. Then as |λ| → ∞,

(a) |ϕλ(at)| → 0 uniformly on Sp and
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(b) |ψλ(t)| → 0 uniformly on Sp.

Proof. For (a) see [34, Corollary 3] and (b) is an immediate consequence of (a).

Proposition 1.4.4. Fix t > 0. Then we have the following conclusions:

(a) ϕ0,2(at) 6= 0 and ϕλ,1(at) 6= 0 for nonzero λ ∈ iR,

(b) ψ0,2(t) 6= 0 and ψλ,1(t) 6= 0 for nonzero λ ∈ iR.

Proof. We shall prove only (a). Proof of (b) will be similar. It follows from (1.2.4)

that for λ ∈ iR, ϕλ(at) > 0 and ϕλ,2(at) < 0, so in particular ϕ0,2(at) 6= 0. Since for a

fixed t, λ 7→ ϕλ(at) is a non-constant entire function, by maximum modulus principle

we have ϕiy1(at) < ϕiy2(at), for 0 ≤ y1 < y2. That is, the function f : y 7→ ϕiy(at) is

strictly increasing. As observed above, the second derivative in y of the function f

is strictly positive. This implies that f has nonzero derivative at any y > 0, because

otherwise it will have a local minimum. Therefore ϕλ,1(at) 6= 0 for any nonzero

λ ∈ iR.

1.5 Schwartz spaces and tempered distributions

For 0 < p ≤ 2, we define Cp(X) to be the space of all u ∈ C∞(X) such that for any

D ∈ U(g) and integer r ≥ 0, we have

γr,D(u) = sup
x∈G

(1 + |x|)rϕ0(x)−
2
p |Du(x)| <∞

where U(g) is the universal enveloping algebra of g. The seminorms γr,D induce a

Fréchet topology on Cp(X). Let Cp(G//K) be the set of radial functions in Cp(X).

For 0 < p < 2, let Cp(Ĝ//K) be the set of even continuous functions on Sp which

are holomorphic on the interior of Sp and satisfy

νl,m(f) = sup
λ∈Sp

∣∣∣∣ dldλl f(λ)

∣∣∣∣ (1 + |λ|)m <∞

for all nonnegative integers l,m. For p = 2, C2(Ĝ//K) is the set of even Schwartz

class functions on R. We topologize Cp(Ĝ//K) by the seminorms νl,m. Then (see

[4, 32, 39]) f 7→ f̂ is a topological isomorphism from Cp(G//K) to Cp(Ĝ//K). Let

Cp(X)′ denote the set of Lp-tempered distributions on X, i.e. the continuous linear

functionals on Cp(X). When f ∈ Cp(X)′ is a function, then the distribution is given
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by ψ 7→ 〈ψ, f〉 =
∫
X
ψ(x)f(x) dx, for ψ ∈ Cp(X). An Lp-tempered distribution T is

called radial if

〈T, ψ〉 = 〈T,R(ψ)〉, for all ψ ∈ Cp(X).

In general the radial part R(T ) of an Lp-tempered distribution T is an Lp-tempered

distribution defined by

〈R(T ), ψ〉 = 〈T,R(ψ)〉, for all ψ ∈ Cp(X).

For future use we note that Cp(X) ⊂ Lp,1(X) for 1 ≤ p ≤ 2 ( [52, Lemma 6.1.1]).

Therefore any f ∈ Lp
′,∞(X) defines an Lp-tempered distribution for 1 ≤ p ≤ 2.

Following proposition collects some other examples of Lp-tempered distributions.

Proposition 1.5.1.

(a) Let 1 ≤ p ≤ 2 and f be a measurable function on X such that (1 + |x|)rf ∈
Lp
′,∞(X) for some r ∈ Z. Then there exists a fixed seminorm ν of Cp(X) and

a constant C independent of f satisfying

|〈f, φ〉| ≤ C‖(1 + |x|)rf‖p′,∞ν(φ)

for all φ ∈ Cp(X). In particular f is an Lp-tempered distribution.

(b) Let 0 < p ≤ 2 and λ ∈ Sp. Then for each fixed k ∈ K, the map x 7→
e−(iλ+ρ)H(x−1k) is an Lp-tempered distribution.

(c) Let p ∈ (0, 2] and λ ∈ Sp. Then the map x 7→ ϕλ,r(x) is an Lp-tempered

distribution for any r ∈ Z+.

Proof. (a) The case r = 0 is proved in [52, Lemma 6.1.1]. Similar arguments can be

used to prove other cases. For (b) see [52, Lemma 6.1.1].

(c) If r = 0, using (1.2.8) and (1.2.9) it is easy to see that the map ψ 7→∫
X
ψ(x)ϕλ(x) dx is a continuous linear functional on Cp(X). For other cases use

(1.2.10).

Following theorem, which is immediate from [10, Theorem 3.2] and isomorphism

of Cp(G//K) with Cp(Ĝ//K), will be used in the thesis.

Proposition 1.5.2. Fix 0 < p < 2 and 0 < q < p. Let {g0, g1, g2, · · · , gr} be a finite

collection of functions in Cq(G//K) with g0 satisfying

lim sup
|t|→∞

e
− π|t|

2γqρ log |ĝ0(t)| = 0.
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Let A be the set of common zeros of ĝ0, ĝ1, ĝ2, · · · , ĝr in Sq and nλ denote the minimal

order of zero of the functions ĝi at the point λ. Assume that A is finite and A ⊂ Sp.

Then the ideal generated by {g0, g1, g2, · · · , gr} is dense in the closed subspace V of

Cp(G//K) of functions whose spherical Fourier transform vanish at all λ ∈ A with

order greater than or equal to nλ.

1.6 Hardy-type spaces

We shall follow [13] for defining the Hardy-type norms for functions on X. Let

p ∈ (0, 2] be fixed. For a measurable function f on X let,

[f ]p,r = sup
t>0

ϕiγpρ(at)
−1

(∫
K

|f(kat)|r dk
)1/r

, 1 ≤ r <∞

and

[f ]p,∞ = sup
x∈X

ϕiγpρ(x)−1|f(x)|.

Let Hr
p(X) and H∞p (X) be the set of functions on X such that [f ]p,r < ∞, re-

spectively, [f ]p,∞ < ∞. We shall refer these spaces as Hardy-type spaces. Let

L1(G//K,ϕiγpρ) be the space of radial functions on X satisfying∫
X

|f(x)|ϕiγpρ(x) dx <∞.

These can be verified in a straightforward way using (1.2.8) and (1.2.9):

(i) L1(G//K,ϕiγpρ) is contained in the dual space of Hr
p(X),

(ii) ϕλ ∈ Hr
p(X) if and only if λ ∈ Sp,

(iii) for h ∈ L1(G//K,ϕiγpρ), ĥ(λ) extends analytically to Sop and is continuous on

Sp.

Following are some other observations which we state in the form of a proposition.

Proposition 1.6.1. Let 0 < p ≤ 2 and r ∈ [1,∞] be fixed. Then we have the

following conclusions.

(a) For 1 ≤ r < s ≤ ∞, Hs
p(X) ⊂ Hr

p(X).

(b) For 0 < q < p ≤ 2, Hr
p(X) ⊂ Hr

q(X).

(c) If f ∈ Hr
p(X) then R(f) ∈ Hr

p(X).
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(d) For h ∈ L1(G//K,ϕiγpρ) and f ∈ Hr
p(X), f ∗ h ∈ Hr

p(X) and

[f ∗ h]p,r ≤ [f ]p,r

∫
X

|h(x)|ϕiγpρ(x) dx.

(e) For 0 < q ≤ p ≤ 2, let f ∈ Hr
p(X). Then there exists a fixed seminorm γ of

Cq(X) and a constant C independent of f satisfying

|〈f, φ〉| ≤ C[f ]p,rγ(φ)

for all φ ∈ Cq(X). Hence Hr
p(X) ⊂ (Cq(X))′ for 0 < q ≤ p ≤ 2.

(f) For f ∈ Hr
p(X) and φ ∈ Cq(G//K) with 0 < q ≤ p ≤ 2, f ∗ φ ∈ C∞(X).

Proof. Assertions (a) and (b) are clear from the definition of Hr
p(X), (1.2.8) and

(1.2.9). Assertion (c) is a consequence of Minkowski’s integral inequality.

(d) Using Minkowski’s integral inequality we have for a ∈ A+,(∫
K

|f ∗ h(ka)|r dk
)1/r

≤
∫
X

|h(x)|
(∫

K

|f(kax)|r dk
)1/r

dx

≤
∫
X

|h(x)|ϕiγpρ(ax)

[
ϕiγpρ(ax)−1

(∫
K

|f(kax)|r dk
)1/r

]
dx

≤ [f ]p,r

∫
X

|h(x)|ϕiγpρ(ax) dx.

Since
∫
K
ϕλ(xky) dk = ϕλ(x)ϕλ(y), we get from above,

(∫
K

|f ∗ h(ka)|r dk
)1/r

≤ [f ]p,r

∫
X

|h(x)|ϕiγpρ(ax) dx

≤ ϕiγpρ(a) [f ]p,r

∫
X

|h(x)|ϕiγpρ(x) dx.

This proves (d).

For (e) let

γ(φ) = sup
x∈X
|φ(x)|ϕ−2/q

0 (x)(1 + |x|)M
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for some suitably large M > 0 be a seminorm of Cq(X). Then∣∣∣∣∫
X

f(x)φ(x) dx

∣∣∣∣ ≤ γ(φ)

∫
X

|f(x)|ϕ2/q
0 (x)(1 + |x|)−M dx

≤ γ(φ)

∫
A+

ϕ
2/q
0 (a)(1 + |a|)−M

(∫
K

|f(ka)|r dk
)1/r

J(a) da

≤ γ(φ)[f ]p,r

∫
A+

ϕ
2/q
0 (a)(1 + |a|)−Mϕiγpρ(a)J(a) da.

From (1.2.8) and (1.2.9), it follows that the integral in the last step converges for

the given p, q. This proves the assertion.

(f) This is a consequence of the fact that translation commutes with convolution

(see e.g. [68, Theorem 7.19]).

1.7 Characterization of eigenfunctions and the

Poisson transform

The following proposition is quoted from [52, Proposition 3.1.1].

Proposition 1.7.1. Let u be a measurable function on X. Suppose that u satisfies

one of these conditions:

(i) u ∈ L2,∞(X) and ∆u = −ρ2u,

(ii) u ∈ L2,q(X) for some 1 ≤ q <∞ and ∆u = −(λ2 + ρ2)u for a nonzero λ ∈ R,

(iii) u ∈ Lq′,r(X) and ∆u = −(λ2 + ρ2)u for some 1 ≤ p < q ≤ 2, 1 ≤ r ≤ ∞ and

λ ∈ ∂Sp,

(iv) u ∈ Lp
′,r(X) and ∆u = −(λ2 + ρ2)u for some 1 ≤ p < 2, 1 ≤ r < ∞ and

λ ∈ ∂Sp.

Then u = 0.

For any λ ∈ C and F ∈ L1(K/M), we define the Poisson transform Pλ of F

(see [41, p. 279]) by

PλF (x) =

∫
K/M

F (k)e−(iλ+ρ)H(x−1k) dk for x ∈ X.
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Since for each fixed λ ∈ C and k ∈ K/M , the kernel: x 7→ e−(iλ+ρ)H(x−1k) is an

eigenfunction of ∆ with eigenvalue −(λ2 + ρ2), it follows that,

∆PλF = −(λ2 + ρ2)PλF.

There are many results in the literature characterizing eigenfunctions of ∆ which

satisfy various size estimates as the Poisson transform of an appropriate object (e.g.

a function in a Lebesgue class or a measure) on the boundary K/M of X. We shall

mainly use two of them, which we state here.

Theorem 1.7.2 (Ben Säıd et. al.). Let =λ = −γpρ for some 0 < p < 2 (respectively

λ = 0). Suppose that for a function u ∈ C∞(X), ∆u = −(λ2 + ρ2)u. Then u = Pλf
for some f ∈ Lr(K/M) if and only if u ∈ Hr

p(X) (respectively u ∈ Hr
2(X)) for

1 < r ≤ ∞. If r = 1 then u = Pλµ for some signed measure µ on K/M .

The next one is an immediate corollary of the following theorem of Sjögren

( [70, Theorem 6.1]).

Theorem 1.7.3 (Sjögren). Let u ∈ C∞(X) and ∆u = −(λ2 + ρ2)u for some

λ ∈ C with =λ < 0 or λ = 0. For 1 < p ≤ ∞ and β > 0, the function

kat 7→ φ=λ(at)
−1e−βt/pu(kat) belongs to Lp,∞(X,mβ) if and only if u = Pλf for some

f ∈ Lp(K/M). Here dmβ(x) = dmβ(kat) = e(β−2ρ)tJ(t) dk dt, t > 0, k ∈ K/M .

Corollary 1.7.4. Let u ∈ C∞(X).

(i) Then (1 + |x|)−1u ∈ L2,∞(X) and ∆u = −ρ2u if and only if u = P0f for some

f ∈ L2(K/M).

(ii) Let 1 ≤ q ≤ 2 and λ = α− iγqρ 6= 0 for some α ∈ R. Then u ∈ Lq′,∞(X) and

∆u = −(λ2 + ρ2)u if and only if u = Pλf for some f ∈ Lq′(K/M).

Proof. For (i) take β = 2ρ and p = 2 in Theorem 1.7.3 and use (1.2.9). For (ii)

when 1 ≤ q < 2, take β = 2ρ and p = q′ in Theorem 1.7.3 and use (1.2.7). For the

case q = 2 (consequently λ ∈ R, λ 6= 0) see [52, Theorem 4.3.5] and [50, Theorem

1.1].

Remark 1.7.5. The growth estimates on u in the hypothesis of Corollary 1.7.4 are

justified by Proposition 1.7.1 and Proposition 1.4.1. We also note that to interpret

the equation ∆u = −(λ2 + ρ2)u, it is enough to assume that u (in Theorem 1.7.2,

Theorem 1.7.3 and Corollary 1.7.4) is locally integrable because a locally integrable

function is a distribution and hence u is infinitely differentiable by elliptic regularity

theorem ( [35, Corollary 6.34, p. 215]).
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1.8 Kunze–Stein phenomenon and Herz’s ma-

jorizing principle

We have the following result due to Herz [43] on convolution operators. (See also

[23].)

Proposition 1.8.1 (Herz’s majorizing principle). Let h be a radial function on

X, and let Th : f 7→ f ∗ h be the corresponding right convolution operator on

Lp(X), p ∈ [1,∞]. Then the operator norm of Th : Lp(X) → Lp(X) obeys the

following bound:

‖Th‖Lp→Lp ≤ |̂h|(iγpρ)

where the equality holds if h is nonegative.

From Herz’s majorizing principle we get the following results which we shall use

in this thesis. See [51, Section 5] for more results.

Proposition 1.8.2 (Kunze–Stein phenomenon). (a) Let f ∈ Lp′,∞(X) and h be

a radial function on X such that |̂h|(iγqρ) <∞ for some 0 < q < p ≤ 2. Then

f ∗ h ∈ Lp′,∞(X) and

‖f ∗ h‖p′,∞ ≤ C‖f‖p′,∞|̂h|(iγqρ).

(b) Let f ∈ Lp′,∞(X) and h ∈ Lq(G//K) for 1 ≤ q < p ≤ 2. Then f∗h ∈ Lp′,∞(X)

and

‖f ∗ h‖p′,∞ ≤ C‖f‖p′,∞‖h‖q.

(c) Let f ∈ Lp′,∞(X) and h ∈ Lp,1(G//K) for 1 ≤ p < 2. Then f ∗ h ∈ Lp′,∞(X)

and

‖f ∗ h‖p′,∞ ≤ C‖f‖p′,∞‖h‖p,1.

Proof. We observe first that for functions f, g and h on X with h radial,

〈f ∗ h, g〉 = 〈f, g ∗ h〉 (1.8.1)

whenever both sides of the expression make sense.

(a) Choose p1, p2 with q < p1 < p < p2 < 2 if p < 2 and q < p1 < 2 < p2 < q′

if p = 2. Then ϕiγp1ρ(x) ≤ ϕiγqρ(x) and ϕiγp2ρ(x) ≤ ϕiγqρ(x) for all x ∈ G and
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consequently,

|̂h|(iγp1ρ) ≤ |̂h|(iγqρ) <∞ and |̂h|(iγp2ρ) ≤ |̂h|(iγqρ) <∞. (1.8.2)

From Proposition 1.8.1 and a standard duality argument it follows that

‖f ∗ h‖p′i ≤ |̂h|(iγpiρ)‖f‖p′i for i = 1, 2.

Using interpolation for restricted weak type operators ( [72, Theorem 3.15, p. 197]),

we get the assertion.

(b) We take a q1 satisfying q < q1 < p. From (a) it follows that

‖f ∗ h‖p′,∞ ≤ C‖f‖p′,∞ |̂h|(iγq1ρ).

The assertion follows from above as

|̂h|(iγq1ρ) =

∫
X

|h(x)|ϕiγq1ρ(x) dx ≤ ‖h‖q‖ϕiγq1ρ‖q′ ,

and by Proposition 1.4.1(ii), ϕiγq1ρ ∈ L
q′(X).

(c) Note that for 1 ≤ p < 2, Lp,1(G) is a Banach algebra (see [23]). From this,

(1.8.1) and duality, the assertion follows.
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Chapter 2

Characterization of eigenfunctions

from the equation f ∗ µ = f

In this chapter we shall explore the following question. Suppose that a function f

on X satisfies the equation f ∗µ = f where µ is a radial measure (or function) on X.

When can we infer that f is an eigenfunction of ∆ with a given eigenvalue z ∈ C?

We of course have to take f and µ from appropriate spaces of functions/measures, to

make it meaningful. Here is a (non-exhaustive) list of some pairs of suitable spaces

for f and h which conform to the necessary conditions (1) and (2), we mentioned

in the introduction:

(a) f ∈ C(X) and h is a compactly supported radial measure,

(b) f ∈ C∞(X) and h is a compactly supported radial distribution,

(c) f is an Lp-tempered distribution and h ∈ Cq(G//K), 0 < q ≤ p ≤ 2,

(d) f ∈ Lp′,∞(X) and h ∈ Lq(G//K) where 1 ≤ q < p ≤ 2,

(e) f ∈ Lp′,∞(X) and h ∈ Lp,1(G//K), 1 ≤ p < 2,

(f) f ∈ Lp
′,∞(X) and h is a radial function on X such that |̂h|(iγqρ) < ∞ for

some 0 < q < p ≤ 2,

(g) f ∈ Hr
p(X), h ∈ L1(G//K,ϕiγqρ) where 0 < q ≤ p ≤ 2, 1 ≤ r ≤ ∞,

(h) f ∈ L1
2/p(X) and h ∈ L∞2/q(G//K), 0 < q ≤ p < 2, where L1

2/p(X) is the set of

measurable functions g on X such that∫
X

|g(x)|ϕ0(x)2/p dx <∞
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and L∞2/q(G//K) is the set of radial functions g on X such that

sup
x∈X
|g(x)|ϕ0(x)−2/q <∞.

The last pair of spaces above was considered in [10]. We shall recall this list a

few times in this chapter. We note that for each item in this, except perhaps

(h), right convolution by h takes the space containing f to itself. For some cases,

e.g. Lebesgue, Lorentz and Hardy-type spaces, the Kunze–Stein phenomenon (and

Herz’s principle) on X (see Proposition 1.6.1 and Proposition 1.8.2) can determine

this condition. Although this is not a necessary criterion, the equation f ∗ h = f

may appear as a suggestion for it.

We can distinguish the spaces above containing f in the following way. While in

(a) and (b) f can be an eigenfunction with any eigenvalue in C, the conditions in

(c) to (h) restrict f to be an eigenfunction with eigenvalue in Lp-spectrum. We also

note that apart from (c), (d), (e) and (f), other cases do not preclude unbounded

functions, e.g. the oscillatory wave x 7→ e−(iλ+ρ)H(x−1k) for k ∈ K. However for

our proofs, we divide these spaces in two classes, namely (i) the functions having

some regularity, but no restriction on growth and (ii) measurable functions which

satisfy certain growth conditions. Our working examples are (a) (and (b)) for (i)

and (g) for (ii). A consequence of the first is a version of the two radius theorem for

eigenfunctions.

We need some results from spectral synthesis, which we shall take up next.

2.1 Results from Spectral synthesis

In this section we collect some facts about mean periodic functions which is required

for this chapter. See [57], [58] for more details. Let C∞(G//K) and C∞(G//K)′

denote respectively the spaces of C∞-radial functions and compactly supported ra-

dial distributions on X. Let C(X) denote the space of continuous functions on X,

C(G//K) be its subspace of radial functions and C(G//K)′ be the space of com-

pactly supported radial regular complex Borel measures. For f ∈ C∞(G//K), we

define

V (f) = {f ∗ T |T ∈ C∞(G//K)′}.

If a closed subspace V of C∞(G//K) is invariant under convolution with elements

of C∞(G//K)′, then we shall call V an invariant subspace. It is clear from the

definition that V (f) is a closed invariant subspace of C∞(G//K). We call a function
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f ∈ C∞(G//K) mean periodic when V (f) is a nonzero proper invariant subspace of

C∞(G//K). Henceforth we shall write ∂λ, ∂
i
λ to denote ∂/∂λ, ∂i/∂λi respectively.

For µ ∈ C and k ∈ N, we recall that ϕµ,k(x) = ∂kλϕλ(x)|λ=µ. We shall need the

following results.

Theorem 2.1.1. Let V be a nonzero proper closed invariant subspace of C∞(G//K).

Then

V = span {ϕλ,k |ϕλ,k ∈ V, k ∈ N and λ ∈ C}.

Hence any mean periodic function f is the limit of finite linear combinations of

ϕλ,k ∈ V (f) with k ∈ N, λ ∈ C.

Proof. See [57, Theorem 4.3].

Lemma 2.1.2. Let V ⊂ C∞(G//K) be as in Theorem 2.1.1. If ϕλ,k ∈ V \ {0},
then ϕλ,l ∈ V for all 0 ≤ l ≤ k.

Proof. See [57, Lemma 4.2].

Lemma 2.1.3. Both the sets {ϕλ,k | k = 0, 1, 2, . . .} for λ 6= 0 and {ϕ0,k | k =

0, 2, 4 . . .} are linearly independent.

Proof. We assume that λ 6= 0. Then λ ∈ Sp for some p ∈ (0, 2]. Suppose that for

some N ≥ 0 there exists a nontrivial linear combination satisfying

N∑
i=0

aiϕλ,i = 0 with aN 6= 0.

Choose f ∈ Cp(G//K) with ∂iλf̂(λ) = 0 for 0 ≤ i < N and ∂Nλ f̂(λ) 6= 0. Then

0 =

(
N∑
i=0

aiϕλ,i

)
∗ f = aN∂

N
λ f̂(λ),

which is a contradiction. Similar arguments can be used for the case λ = 0.

2.2 Set up, statements and proofs of the results

The pair of function spaces collected in (a) to (h) can be divided in two different

groups: functions without growth conditions and functions satisfying some integra-

bility conditions. We shall prove one representative result from each group. Two

radius theorem is a consequence of the result for the first group, i.e. for functions

without growth conditions.
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2.2.1 Result leading to the two radius theorem

We need the following result of complex analysis.

Lemma 2.2.1. Let f be a nonconstant entire function such that |f(z)| ≤ Cec|z| for

some constants c, C > 0 and

lim
z∈R,|z|→∞

f(z) = L (2.2.1)

for some constant L ∈ C. Then f has infinitely many zeros in the complex plane.

Proof. Let σ be the order of growth of f . Then it follows from the hypothesis that

σ ≤ 1. Assume that f has finitely many zeros and let z1, z2, · · · , zn be the nonzero

zeros of f . If 0 ≤ σ < 1, then by Hadamard’s Factorization theorem ( [71, Theorem

5.1, Chapter 5]),

f(z) = Azm
n∏
k=1

(1− z

zk
) = Q(z)

for some polynomial Q, m ∈ Z+ and constant A. If σ = 1, then again by Hadamard’s

Factorization theorem,

f(z) = ea1z+a0zm
n∏
k=1

(1− z

zk
)e

z
zk = eαzP (z)

for some polynomial P , m ∈ Z+ and constant α. Thus for both the cases, f(z) =

eαzP (z). This contradicts (2.2.1) as f is nonconstant.

We note that spherical Fourier transform of a radial compactly supported distri-

bution T is entire and of exponential type, i.e.

|T̂ (λ)| = |〈T, ϕλ〉| ≤ Cec|λ| for all λ ∈ C (2.2.2)

for some positive constants C, c (see [31]). Thus it is clear from Lemma 2.2.1 that for

any compactly supported distribution T , whose Fourier transform satisfies (2.2.1),

there are infinitely many λ ∈ C, such that T̂ (λ) = 1. This rules out the possibility

of characterization of eigenfunctions from an equation of the form f ∗ T = f for T

as above. However if more than one such T satisfy the equation f ∗ T = f , then

they may serve the purpose. Spherical and ball averages are particular examples of

such convolution by radial compactly supported distributions. Thus it follows that

the (spherical or ball) mean value property for one single radius cannot characterize

eigenfunctions of ∆. To illustrate, let us fix a t > 0. Let f(z) = ϕz(at)− 1. Owing
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to (2.2.2) and Proposition 1.4.3, it follows that f satisfies the hypothesis of Lemma

2.2.1. Hence we can find z1, z2 ∈ C with z1 6= ±z2 and ϕz1(at) = 1 = ϕz2(at). Clearly

both f = ϕz1 and f = ϕz2 satisfy the equation Mtf = ϕz1(at)f . This precludes the

characterization of eigenfunctions with a particular eigenvalue from this equation.

Argument is similar for the ball mean value property.

We shall take up the convolution equation f ∗ µ = f for continuous functions f

and compactly supported complex measures µ, which is the case (a) (and (b)) of the

list. The two-radius theorem for eigenfunctions can be obtained as a consequence

of this theorem.

Theorem 2.2.2. Let f be a continuous function on X andM be a family of nonzero

compactly supported radial regular Borel complex measures such that f ∗ µ = 0 for

each µ ∈M. Assume that λ0 ∈ C is the only common zero of {µ̂ | µ ∈M}. Further

assume that:

1. if λ0 6= 0, then there exists µ ∈M with ∂λµ̂(λ0) 6= 0 and

2. if λ0 = 0 then there exists µ ∈M with ∂2
λµ̂(λ0) 6= 0.

Then ∆f = −(λ0
2 + ρ2)f .

Proof. Without loss of generality we assume f to be smooth as f can be approxi-

mated uniformly on compact sets by functions of the form f ∗ h, where h is a radial

function in C∞c (X).

We shall first prove the assertion when f is a radial function.

Let V = {f | f ∗ µ = 0 for all µ ∈M}.

Then V is a proper invariant subspace of C∞(G//K). Hence by Theorem 2.1.1,

V = span{ϕλ,k | ϕλ,k ∈ V}.

We take a ϕλ,k 6= 0 from V . Then for any µ ∈M, ϕλ,k ∗ µ = 0 and

ϕλ,k ∗ µ = ∂kz (ϕz ∗ µ)|z=λ = ∂kz (µ̂(z)ϕz)z=λ =
k∑
i=0

(
k

i

)
∂iλµ̂(λ)ϕλ,k−i.

From Lemma 2.1.3 we have the following conclusions.

(a) If λ 6= 0, then ∂iλµ̂(λ) = 0 for 0 ≤ i ≤ k.

(b) If λ = 0, then ∂iλµ̂(λ) = 0 for all even i in 0 ≤ i ≤ k. On the other hand as µ̂

is an even function, ∂iλµ̂(λ) = 0 for all odd i in 0 ≤ i ≤ k as λ = 0.
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Thus a nonzero ϕλ,k satisfies ϕλ,k∗µ = 0 if and only if ∂iλµ̂(λ) = 0 for 0 ≤ i ≤ k. But

λ0 is the only common zero of {µ̂ | µ ∈M}. Therefore, V = span{ϕλ0,k | ϕλ0,k ∈ V}.
Additional conditions in the hypothesis along with Lemma 2.1.2 further assert that

if λ0 6= 0, then ϕλ0,k /∈ V for k ≥ 1 and if λ0 = 0, then ϕ0,k /∈ V for k ≥ 2.

As odd derivatives of an even function are odd functions we also have ϕ0,1 ≡ 0.

Thus in both the cases, V = span{ϕλ0}. This implies f = cϕλ0 and in particular

∆f = −(λ0
2 + ρ2)f .

We recall that `x denotes the left translation by x and R(`xf) is the radial part

of `xf . To extend the result to the case when f is not radial, we first note that if

for a continuous function g on X, R(`xg) = 0 for all x ∈ G, then g is identically

zero. Indeed R(`xg) = 0 implies that g ∗ h(x) =
∫
X
R(`xg)(y)h(y) dy = 0, for any

radial function h supported on a compact neighbourhood of o. Thus g ∗ h = 0. As

we can approximate g by functions g ∗ h, for such h, uniformly on compact sets, we

conclude that g = 0.

If f ∗ µ = 0, then clearly for all x ∈ G, R(`xf) ∗ µ = 0 for µ ∈M. Hence by the

assertion proved above for radial functions, ∆R(`xf) = −(λ2
0 + ρ2)R(`xf). That is,

for all x ∈ G,

R(`x∆f) = R(`x(−(λ2
0 + ρ2)f)).

Hence by the argument given above ∆f = −(λ0
2 + ρ2)f .

It is clear from the proof of the theorem above that if we take f ∈ C∞(X), then

M can be replaced by a set of compactly supported distributions. Theorem 2.2.2

along with Proposition 1.4.4 will establish the following two-radius theorem.

Theorem 2.2.3. Let f be a continuous function on X and α ∈ C be fixed. Suppose

that for t1, t2 > 0,

(i) Mtjf = ϕα(atj)f (respectively, Btjf = ψα(tj)f) for j = 1 and 2,

(ii) the equations ϕλ(at1) = ϕα(at1) and ϕλ(at2) = ϕα(at2) (respectively, ψλ(t1) =

ψα(t1) and ψλ(t2) = ψα(t2)) have no common solution for λ ∈ C \ {±α},

(iii) if α /∈ iR, then either ϕα,1(at1) 6= 0 or ϕα,1(at2) 6= 0 (respectively, either

ψα,1(t1) 6= 0 or ψα,1(t2) 6= 0).

Then ∆f = −(α2 + ρ2)f .

Proof. Let δo denotes the Dirac mass at the origin. Then the hypothesis Mtjf =

ϕα(atj)f can be written as f ∗ µj = 0, where µj = σtj − ϕα(atj)δe for j = 1, 2. It
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follows from Proposition 1.4.4 and the conditions of the theorem, that µ1 and µ2

satisfy the hypothesis of Theorem 2.2.2, from which we assert that ∆f = −(α2+ρ2)f .

The version for ball average follows in a similar way, where we replace Mtj ,

ϕα(atj) and σtj by Btj , ψα(tj) and χB(o,tj)/|B(o, tj)| respectively.

Remark 2.2.4. For a fixed t1 > 0, almost every t2 > 0 satisfy the hypothesis of

Theorem 2.2.3. To see this we fix a t1 > 0. As λ 7→ ϕλ(at1) − ϕα(at1) is analytic,

the set Z = {λ | ϕλ(at1) = ϕα(at1), λ 6= ±α} is countable. For each fixed λ ∈ Z, we

exclude those t2 which satisfy: ϕλ(at2) = ϕα(at2) and ϕα,1(at2) = 0. Since ϕλ(at) is

real analytic in t, we have to discard only countably many t2 for each fixed λ ∈ Z.

This settles the argument. For the ball mean value property the argument is similar.

Next result shows instead of taking two carefully chosen radii we can work with an

arbitrary sequence of distinct radii for characterizing eigenfunctions with eigenvalues

in [−ρ2,∞).

Theorem 2.2.5. Let α ∈ iR and {tj}j∈N be a sequence of distinct positive real

numbers. Suppose that for a function f ∈ C(X), Mtjf = ϕα(atj)f or Btjf = ψα(tj)f

for all j ∈ N. Then ∆f = −(α2 + ρ2)f .

Proof. We assume the first condition. In view of Theorem 2.2.3, it is sufficient to

show that given any λ 6= ±α, there exists at least one j ∈ N such that ϕλ(atj) 6=
ϕα(atj).

Let λ 6= ±α. It follows from Proposition 1.4.2 that if |=λ| ≤ |=α|, then

|ϕλ(atj)| < ϕα(atj) for any tj > 0. Hence it is sufficient to consider λ such that

|=λ| > |=α|. We divide it in two cases.

Case 1: The sequence {tj}j∈N is unbounded. Since ϕλ(at) � e(|=λ|−ρ)t, for tj

sufficiently large ϕλ(atj) 6= ϕα(atj).

Case 2: The sequence {tj}j∈N is bounded and ϕλ(atj) = ϕα(atj) for all j. Passing

to a subsequence if necessary, we assume that the sequence {tj} converges to a point

s. But as the function t 7→ ϕλ(at) − ϕα(at) is real analytic, that will imply that

ϕλ(at) = ϕα(at) for all t, which is not possible unless either λ = α or λ = −α. For

the ball average the proof is similar.

We conclude this section with a counter example to show that Theorem 2.2.5

is not true for nonzero λ ∈ R. To illustrate this consider X = SL(2,C)/SU(2).

Then ϕλ(at) = sin(2λt)/λ sinh(2t) ( [41, p. 433]). Take a nonzero λ ∈ R and

define tn = nπ/λ. Then ϕ2λ(atn) = ϕλ(atn) = 0. It is clear that f = ϕ2λ satisfies

hypothesis of Theorem 2.2.5, but ∆f 6= −(λ2 + ρ2)f .
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2.2.2 Characterization of eigenfunctions with some integra-

bility conditions

In the previous subsection we have used spectral synthesis crucially to solve the

convolution equations f ∗µ = 0 for compactly supported complex measures µ. Now

we consider such equations when µ is no longer compactly supported. Following is

a representative result for the cases (c) to (h).

Theorem 2.2.6. Let f ∈ Hr
p(X) for some 0 < p < 2, 1 ≤ r ≤ ∞ and

let µ be an absolutely continuous radial measure on X with density h satisfying∫
X
|h(x)|ϕiγqρ(x) dx < ∞ for some 0 < q < p. Suppose that f ∗ µ = f and for a

point β ∈ Sp,
(i) µ̂(±β) = 1 and µ̂′(β) 6= 0,

(ii) µ̂(±λ) 6= 1 for any λ ∈ Sp \ {±β}.
Then ∆f = −(β2 + ρ2)f . Further, if β ∈ ∂Sp and if we assume (changing β to −β
if necessary) that =β < 0, then we have these conclusions:

(a) f = PβF for some F ∈ Lr(K/M) when 1 < r ≤ ∞,

(b) f = Pβν for some signed measure ν on K/M when r = 1.

Proof. Let us first assume that f is a radial function. It is clear that ĥ extends

analytically on Soq ⊃ Sp and is continuous on Sq. By the hypothesis if λ ∈ Sp and

λ 6= ±β, then ĥ(λ) 6= 1. It can be verified that there exists a δ > 0 such that

Sp,δ ⊂ S◦q and for any λ ∈ Sp,δ \ {±β}, ĥ(λ) 6= 1 where

Sp,δ := {λ ∈ C | |=λ| ≤ (γp + δ)ρ}.

Here is the argument. We start with a δ1 > 0 such that Sp,δ1 ⊂ Soq . Since ĥ(λ)→ 0

uniformly in Sp,δ1 as |λ| → ∞ ( [60, Proposition 4.5]), there exists N > 0 such that

|ĥ(λ)| < 1
2

whenever λ ∈ Sp,δ1 and |<λ| > N . As the set {λ | λ ∈ Sp,δ1 , |<λ| ≤ N} is

compact and ĥ(λ) is analytic, cardinality of Z = {λ | λ ∈ Sp,δ1 , |<λ| ≤ N, ĥ(λ) = 1}
is finite. If Z = {β,−β} then take δ = δ1. Otherwise let d = minλ∈Z\{β} |=λ|. Then

γpρ < d < (γp + δ1)ρ and any δ < d/ρ− γp serves the purpose.

From analyticity and uniform boundedness of ĥ on Sp,δ, mentioned above and by

a standard argument using Cauchy’s integral formula, it follows that ĥe−(λ2+ρ2) is in

Cp(Ĝ//K). Let W be the closed subspace of Cp(G//K) of functions whose Fourier

transform vanishes at ±β. Let g ∈ Cp(G//K) be such that ĝ(λ) = (ĥ(λ)−1)e−(λ2+ρ2)

for λ ∈ Sp. Then by Proposition 1.5.2, {g ∗ u | u ∈ Cp(G//K)} is dense in W . We

rewrite the hypothesis f ∗h = f as f ∗ (h− δo) = 0, where δo is the Dirac measure at
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the origin. Then f ∗g = 0 and hence 〈f, g ∗u〉 = 〈f ∗g, u〉 = 0 for all u ∈ Cp(G//K).

Using the continuity of φ 7→ 〈f, φ〉 on Cp(G//K), we conclude that 〈f, φ〉 = 0 for all

φ ∈ W . But as ϕβ annhilates W as an Lp-tempered distribution, we have f = c0ϕβ

( [68, Lemma 3.9]). In particular, ∆f = −(β2 + ρ2)f . The argument used in

Theorem 2.2.2 extends the result ∆f = −(β2 +ρ2)f for nonradial f . An application

of Theorem 1.7.2 completes the proof of the assertion.

Remark 2.2.7. As mentioned above, we can formulate and prove such a theorem

using any of the pair of spaces in (c) to (h) from the list given at the beginning of this

chapter. For instance, we may take up (h) (which is similar to what was considered

in [10] for the characterization of harmonic functions). That is, we substitute Hr
p(X)

by L1
2/p(X) and take the density h from L∞2/q(G//K) for some 0 < q < p < 2,

keeping the other conditions same, then the argument in the proof above, mutatis

mutandis, leads the conclusion: ∆f = −(β2 + ρ2)f . We shall not give the details,

but add some preliminary results here, that are necessary for the proof. It is clear

that Cp(G//K) ⊂ L∞2/p(G//K) for 0 < p ≤ 2 and if f ∈ L1
2/p(G//K), then the

map Tf : Cp(G//K) → C defined by ψ 7→
∫
X
f(x)ψ(x) dx is a continuous linear

functional on Cp(G//K). We also have the following properties.

Proposition 2.2.8. (a) If λ ∈ S◦p for 0 < p < 2 , then ϕλ ∈ L1
2/p(G//K).

(b) If h ∈ L∞2/p(G//K) for 0 < p < 2, then ĥ(λ) exists for each λ ∈ S◦p and is

analytic on S◦p .

(c) L∞2/p(G//K) ⊂ Lq(G//K), for any 0 < p ≤ 2 and q > p.

(d) For f ∈ L1
2/p(X) with 0 < p ≤ 2 and ψ1, ψ2 ∈ Cp(G//K), 〈f, ψ1 ∗ ψ2〉 =

〈f ∗ ψ1, ψ2〉.

Proof. Parts (a) and (b) follow from the asymptotic estimates of ϕλ and ϕ0 (see

(1.2.7), (1.2.9)). For (c) we have from definition of L∞2/p(G//K) and estimate of ϕ0,

(∫
X

|h(y)|q dy
)1/q

=

(∫
X

|h(y)|qϕ0(y)−
2q
p ϕ0(y)

2q
p dy

)1/q

≤
[
sup
x∈X
|h(x)|ϕ−2/p

0

](∫
X

ϕ0(y)
2q
p dy

)1/q

≤ C

[
sup
x∈X
|h(x)|ϕ−2/p

0

]
.

Part (d) follows from Fubini’s theorem along with the fact that Cp(G//K) is a

convolution algebra.
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Instead of one measure we can use a (finite) family of measures for the formula-

tion, which we state below for the sake of completion.

Theorem 2.2.9. Let 0 < q < p < 2 and M be a finite set of radial absolutely

continuous complex radial measures on X of the form dµ(x) = h(x) dx with h ∈
L∞2/q(G//K) and ĥ(β) = 1 for some β ∈ S◦p . Suppose that the only points in Sp

where µ̂ = 1 for all µ ∈M are ±β and for at least one µ ∈M, µ̂− 1 has a simple

zero at λ = ±β. Let f ∈ L1
2/p(G//K) be such that f ∗ µ = f for all µ ∈ M, then

∆f = −(β2 + ρ2)f .

2.2.3 A generalization of Furstenberg’s result on harmonic

function

We come back to the Furstenberg’s result ( [37, 81]) that for any probability µ,

all bounded µ-harmonic functions are harmonic. This result was reproved for unit

disk in [11] using a Wiener’s Tauberain theorem proved in the same paper. Our

generalization for eigenfunctions is a adaptation of that proof using a more general

Wiener’s Tauberain theorem proved in [25]. Here is the statement of the result.

Theorem 2.2.10. Fix a 0 < p < 2. Let X be the quotient space SL(2,R)/SO(2) and

let µ be a (essentially positive) non-atomic radial measure on X such that µ̂(iγpρ) =

L < ∞ and f ∈ Hr
p(X) for some 1 ≤ r ≤ ∞. If f satisfies f ∗ µ = Lf , then

∆f = −4ρ2/pp′f . Moreover,

f = P−iγpρF for some F ∈ Lr(K/M) if 1 < r ≤ ∞

and

f = P−iγpρν for some measure ν on K/M when r = 1.

If p = 1 and L = 1 then µ is a probability. If also f ∈ L∞(X) then f ∈ Hr
1(X) for

any 1 ≤ r ≤ ∞ and we get back Furstenberg’s result mentioned above. We need the

following Wiener’s Tauberian theorem which is a particular case of [25, Theorem 2.1].

Let us explain the notation used in it. Let us fix a p ∈ (0, 2). Let L1(G//K,ϕiγpρ) be

the set of radial measurable functions g on X satisfying
∫
X
|g(x)|ϕiγpρ(x) dx < ∞.

Then it is clear that for g ∈ L1(G//K,ϕiγpρ), ĝ extends as a continuous function on

Sp which is analytic in the interior of Sp and

lim
|ξ|→∞

ĝ(ξ + iη) = 0
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uniformly in η ∈ [−γpρ, γpρ] (see [60, Proposition 4.5]). Let λ0 = α+ iγpρ be a point

in ∂Sp for some α ∈ R. We define,

L1
λ0

(G//K,ϕiγpρ) = {g ∈ L1(G//K,ϕiγpρ) | ĝ(λ0) = 0}.

For a function g ∈ L1(G//K,ϕiγpρ), we also define

δ∞(g) = − lim sup
t→+∞

exp

(
− π

2γpρ
t

)
log |ĝ(t)|

and

δλ0(g) = − lim sup
t→γpρ−

(γpρ− t) log |ĝ(<λ0 + it)|.

For a collection of functions F in L1(G//K,ϕiγpρ), let

δ∞(F) = inf
g∈F

δ∞(g) and δλ0(F) = inf
g∈F

δλ0(g).

Here is the statement of the Wiener’s Tauberian theorem.

Theorem 2.2.11 (Dahlner). Fix a p ∈ (0, 2). Let G = SL(2,R) and K = SO(2).

Let F be a family of functions in L1(G//K,ϕiγpρ) and λ0 = α+iγpρ for some α ∈ R.

Let I(F) be the smallest closed ideal in L1(G//K,ϕiγpρ) containing F and λ0 be a

point in ∂Sp. Then I(F) = L1
λ0

(G//K,ϕiγpρ) if and only if the only common zero

of {ĝ | g ∈ F} is λ0 and δ∞(F) = δλ0(F) = 0.

Proof of Theorem 2.2.10. Without loss of generality we assume that L = 1 and f is

radial, for arguments used in Theorem 2.2.2 extend the result for nonradial f . Thus

the hypothesis is µ̂(iγpρ) = 1 and f∗(µ−δo) = 0. Clearly, (µ−δo)∗L1(G//K,ϕiγpρ) ⊆
L1
iγpρ(G//K,ϕiγpρ).

Step 1: Since for any λ ∈ Sp \ {±iγpρ}, |ϕλ(at)| < ϕiγpρ(at) when t > 0 (Propo-

sition 1.4.2), it follows that µ̂(λ) 6= 1 for any such λ. Let h1 ∈ L1(G//K) be defined

by ĥ1(λ) = e−(λ2+ρ2). Then the function g1 = (µ− δo) ∗ h1 ∈ L1
iγpρ(G//K,ϕiγpρ) and

the only zero of ĝ1 in Sp is λ0.

Step 2: It is clear that there exists a function g2 ∈ (µ − δo) ∗ L1(G//K,ϕiγpρ)

which satisfies δ∞(g2) = 0.

Step 3: Since µ 6= δo we can find A ⊂ X not containing o, such that 0 <
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∫
A
ϕiγpρ(x) dµ(x) < 1. Let

∫
A
ϕiγpρ(x) dµ(x) = µp(A). Then for 0 < t < γpρ,

1− µ̂(it) =

∫
X

(ϕiγpρ(x)− ϕit(x)) dµ(x)

≥ µp(A)

∫
A

(ϕiγpρ(x)− ϕit(x))µp(A)−1 dµ(x).

Since log is increasing and concave we have

− (γpρ− t) log |ĝ1(it)|

= −(γpρ− t) log
[
(1− µ̂(it))e−(ρ2−t2)

]
≤ −(γpρ− t)

[
log µp(A) + log

∫
A

(ϕiγpρ(x)− ϕit(x))µp(A)−1 dµ(x) + log e−(ρ2−t2)

]
≤ −(γpρ− t)(log µp(A) +

∫
A

log(ϕiγpρ(x)− ϕit(x))µp(A)−1 dµ(x) + log e−(ρ2−t2)).

Since ϕit is a strictly increasing function for t > 0, we have,

lim
t→γpρ−

(γpρ− t) log(ϕiγpρ(x)− ϕit(x)) = 0

From this using dominated convergence theorem, we conclude from above that

δiγpρ(g1) = 0.

Thus the hypothesis of Theorem 2.2.11 are satisfied. Therefore the smallest

closed ideal containing (µ − δo) ∗ L1(G//K,ϕiγpρ) is L1
iγpρ(G//K,ϕiγpρ). Thus it

follows from the hypothesis f∗h = 0 for any h ∈ L1
iγpρ(G//K,ϕiγpρ). As Cp(G//K) ⊂

L1(G//K,ϕiγpρ), we get that 〈f, h〉 = f ∗ h(e) = 0 for all h ∈ Cp(G//K) with

ĥ(iγpρ) = 0 vanish at iγpρ. Since ϕiγpρ also annihilates all such h as an Lp-tempered

distribution, therefore we get f = Cϕiγpρ (see [68, Lemma 3.9]) as Lp-tempered

distribution. Hence the claim.

Remark 2.2.12. Wiener’s Tauberain theorem proved in [11] was generalized for all

rank one symmetric spaces X of noncompact type in [9, 61]. It is expected that an

adaptation of the proof of Theorem 2.2.11 will extend it to all such X. As the proof

of Theorem 2.2.10 above does not use anything specific to X = SL(2,R)/SO(2), we

may conjecture that it will be true for all rank one symmetric spaces.
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Chapter 3

Characterization of eigenfunctions

via Roe–Strichartz type theorems

We recall briefly that generalizing a result of Roe [67], Strichartz [76] and Howard–

Reese [44] proved that if a doubly infinite sequence {fk} of functions in Rn satisfying

∆Rnfk = fk+1 for all k ∈ Z, is uniformly bounded then ∆Rnf0 = −f0. A counter

example in [76] also shows that the result fails in hyperbolic 3-space. Similar counter

examples can be constructed for any Riemannian symmetric space of noncompact

type, as the failure can be explained by the spectral properties of the Laplace Bel-

trami operator ∆ on X. However the situation was saved in [52] for X by choosing

appropriate norm-boundedness replacing the uniform-boundedness of {fk}. In this

chapter, we aim to obtain versions of this result for translation invariant linear op-

erators Θ, replacing ∆. While we achieve this goal when fk are assumed to be

L2-tempered distributions, we have to restrict ourselves with particular examples,

e.g. spherical and ball averages or heat operators, which is however coherent with

the theme of this thesis. We shall also enlarge the scope of the theorem proved

in [52], by including all complex eigenvalues. We shall begin with some definitions,

preparatory discussions and results.

3.1 Preparations

Let us recollect the following notation from Chapter 1 as we shall use them frequently

in this chapter. For a locally integrable function f , Mtf and Btf respectively are

sphere and ball averages of radius t of f . More explicitly we have

Mtf(x) = f ∗ σt(x) and Btf(x) = f ∗mt(x),
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where σt is the normalized surface measure of sphere of radius t and mt =

|B(o, t)|−1χB(o,t). Spherical Fourier transform of σt and mt at λ ∈ C are respec-

tively, ϕλ(at) and ψλ(t). We recall that for t > 0, heat kernel ht is defined as a

radial function in Cp(X) for each p ∈ (0, 2], whose spherical Fourier transform is

given by ĥt(λ) = e−t(λ
2+ρ2), λ ∈ C. We define the heat propagator, denoted by et∆

as f 7→ f ∗ ht whenever the convolution makes sense.

3.1.1 Spectrum of the Laplacian

We recall that for 0 < p < ∞, γp = 2/p − 1, γ∞ = −1 and Sp = {λ ∈ C | |=λ| ≤
|γp|ρ}. Consider the map Λ : C → C, given by Λ(λ) = −(λ2 + ρ2). It follows that

for 0 < p ≤ ∞, Λ(Sp) is the closed region,{
z = x+ iy ∈ C | y2 ≤ −4γ2

pρ
2

(
x+

4ρ2

pp′

)}
,

whose boundary ∂Λ(Sp) is the parabola (see Figure 3.2 (a)):

y2 = −4γ2
pρ

2

(
x+

4ρ2

pp′

)
. (3.1.1)

For p = 2, the parabolic region degenerates to a ray Λ(S2) = {x ∈ R | x ≤ −ρ2}. We

note that Λ(Sr) ( Λ(Sq) for 0 < q < r ≤ 2. It is well known that the Lp-spectrum

of the Laplace–Beltrami operator ∆ is Λ(Sp) for 1 ≤ p ≤ ∞ ( [78]). We shall call

Λ(Sp), the Lp-spectrum for any 0 < p ≤ ∞.

3.1.2 Multiplier operator

Fix 0 < p ≤ 2. Let m be an even C∞-function defined on R, which (if p 6= 2)

extends analytically on S◦p and is continuous on ∂Sp. A continuous linear operator

Θ : Cp(X)→ Cp(X) given by

Θ̃f(λ, k) = m(λ)f̃(λ, k), for all f ∈ Cp(X), λ ∈ R, k ∈ K/M

will be called a multiplier on Cp(X) with symbol m(λ). The operator Θ commutes

with radialization operator R and left translations `x, x ∈ G and satisfies Θ̃f(λ) =

m(λ)f̃(λ, k) for every f ∈ Cp(X), λ ∈ Sp and k ∈ K/M . See e.g. [22, 62] where

multipliers on Schwartz spaces were considered. In our context some examples

include the following:

46



(i) Let g ∈ Cq(G//K) for 0 < q ≤ p ≤ 2. Then Θg : f → f ∗ g is a multiplier on

Cp(X) with symbol ĝ(λ).

(ii) Let g ∈ Lq(G//K) for 1 ≤ q < p ≤ 2. Then Θg : f → f ∗ g is a multiplier on

Cp(X) with symbol ĝ(λ).

(iii) For any polynomial P , P (∆), spherical mean value operator Mt and volume

mean value operator Bt are such multipliers on Cp(X) for 0 < p ≤ 2 with

symbols P (−(λ2 + ρ2)), ϕλ(at) and ψλ(t) respectively.

(iv) The heat propagator et∆ given by convolution with heat kernel ht is a mul-

tiplier having symbol e−t(λ
2+ρ2). This is a particular case of (i) above as

ht ∈ Cp(G//K) for all p ∈ (0, 2].

(v) Heat kernel hz for complex time z ∈ C with <z ≥ 0 defines multiplier Θ :

C2(X)→ C2(X) given by f 7→ f ∗ hz and symbol e−z(λ
2+ρ2).

For (i) it is enough to recall that Cp(G) is a convolution algebra and Cq(X) ⊆ Cp(X)

for 0 < q ≤ p. For (ii) we note that ĝ extends to an analytic function on S◦q ⊃ Sp

and ĝ → 0 uniformly on Sq1 for any q < q1 < p. Hence by Cauchy’s integral formula,

its derivatives are also uniformly bounded on Sq2 for any q < q1 < q2 < p. In (iii) for

P (∆) it follows from the definition of Cp(X). For Mt we can use its symbol ϕλ(at),

estimates (1.2.10) of its derivatives in λ and isomorphism of Schwartz spaces ( [32]).

For Bt whose symbol is ψλ(t), the proof is similar. The following proposition gives

a straightforward proof of this.

Proposition 3.1.1. Let 0 < p ≤ 2 and f ∈ Cp(X). Then for any t > 0, Mtf,Btf ∈
Cp(X).

Proof. We note the following inequalities (see [39, Proposition 4.6.11 (iv)]):

(1 + |x|)/(1 + |xkat|) ≤ 1 + |t|, (1 + |xkat|)/(1 + |x|) ≤ 1 + |t|.

Consider a seminorm γr,D of Cp(X), for r ∈ N and D ∈ U(g):

γr,D(f) := sup
x∈G

(1 + |x|)rϕ0(x)−
2
p |Df(x)|.

Then using triangle inequality, the inequalities above and (1.2.9) we have,

γr,D(Mtf) =

∫
K

(1 + |x|)rϕ0(x)−
2
pDf(xkat) dk
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=

∫
K

(
1 + |x|

1 + |xkat|

)r (
ϕ0(x)

ϕ0(xkat)

)− 2
p

(1 + |xkat|)rϕ0(xkat)
− 2
pDf(xkat) dk

≤ γr,D(f)(1 + |t|)r
∫
K

(
ϕ0(xkat)

ϕ0(x)

) 2
p

dk

≤ Cγr,D(f)(1 + |t|)r
∫
K

(
(1 + |xkat|)e−ρ|xkat|

(1 + |x|)e−ρ|x|

) 2
p

dk

≤ Cγr,D(f)(1 + |t|)
2
p

+r

∫
K

e
2ρ
p

(|x|−|xkat|) dk

≤ Cγr,D(f)(1 + |t|)
2
p

+re
2ρ
p
t

= Ctγr,D(f).

This proves that Mtf ∈ Cp(X). Since, Btf(x) = 1
|B(0,t)|

∫ t
0
(Mrf)(x)J(r) dr, it is also

clear that Btf ∈ Cp(X).

The action of a multiplier Θ on Cp(X) extends naturally to the Lp-tempered

distributions. For T ∈ Cp(X)′, ΘT is an Lp-tempered distribution defined by

(ΘT )(u) = T (Θu) for u ∈ Cp(X).

3.1.3 One radius theorem

The following result characterizes eigenfunctions of ∆ through the generalized mean

value theorem (see [42, p. 76, Prop 2.6; p. 414, Cor 2.3]).

Proposition 3.1.2. Let f be a continuous function on X and λ ∈ C. Then f

satisfies ∆f = −(λ2 + ρ2)f if and only if Mtf(x) = f(x)ϕλ(at) for all x ∈ X and

all t > 0.

An analogue of this result for ball-averages, which (in our notation) is obtained

by substituting Mt by Bt and ϕλ(at) by ψλ(t) in the statement above, is also true.

Recall that in Chapter 2, we have seen that a continuous function satisfying the

generalized mean value property for a single radius is not necessarily an eigenfunction

of ∆. However for functions with suitable growth conditions or for distributions with

appropriate temperedness and for real eigenvalues in [−ρ2,∞), it might be possible

to characterize eigenfunctions/distributions through the mean value property using

only one radius. We shall now state and prove such a one radius theorem. This

theorem is structurally close to Theorem 2.2.10 in the previous chapter. We have

however placed it here as it will be used for the main theorems of this chapter.

48



Theorem 3.1.3. Let t > 0 be fixed and p ∈ (0, 2]. Let T be an Lp-tempered

distribution on X such that MtT = ϕiγpρ(at)T or BtT = ψiγpρ(t)T . Then T is an

eigendistribution of ∆ with eigenvalue −4ρ2

pp′
.

Proof. Let δo be the Dirac mass at the origin o = eK. We recall that σt denotes the

surface measure of the geodesic sphere of radius t. As MtT = T ∗ σt, the hypothesis

MtT = ϕiγpρ(at)T implies that T ∗ ν = 0 where ν = σt − ϕiγpρ(at)δo.
First we shall assume that T is radial and p ∈ (0, 2). Let ψ1(λ) = ν̂(λ) =

ϕλ(at) − ϕiγpρ(at) for λ ∈ C. We claim that it is possible to choose a δ > 0 such

that ψ1(λ) does not vanish on

Sp,δ = {λ ∈ C | |=λ| ≤ (γp + δ)ρ}.

except when λ = ±iγpρ. From Proposition 1.4.2 it follows that if λ ∈ Sp and

λ 6= ±iγpρ, then ϕλ(at) 6= ϕiγpρ(at). Fix a δ1 > 0. By Proposition 1.4.3, there

exists a N > 0 such that |ϕλ(at)| <
ϕiγpρ(at)

2
whenever λ ∈ Sp,δ1 and |<λ| > N . As

the set {λ | λ ∈ Sp,δ1 , |<λ| ≤ N} is compact and λ 7→ ϕλ(at) is analytic, the set

Z = {λ ∈ Sp,δ1 | λ 6= ±iγpρ, |<λ| ≤ N, ϕλ(at) = ϕiγpρ(at)} is finite. If Z is empty,

take δ = δ1, otherwise any δ < d
ρ
− γp will serve our purpose if d = infλ∈Z |=λ| as

it is evident that only zeros of ψ1 in Sp,δ are ±iγpρ. As ϕiγpρ,1(at) 6= 0 (Proposition

1.4.4), it follows that ψ1 has simple roots at ±iγpρ.

Let ψ2(λ) = e−(λ2+ρ2)ψ1(λ) for λ ∈ Sp. Then ψ2 ∈ Cp(Ĝ//K). Let g ∈ Cp(G//K)

such that ĝ = ψ2. Applying Proposition 1.5.2 we get {g ∗ h | h ∈ Cp(G//K)} is

dense in the space of all functions in Cp(G//K) whose Fourier transform vanishes

at ±iγpρ. Since 〈T, g ∗ h〉 = 0, we have, 〈T, φ〉 = 0 for all φ ∈ Cp(G//K) with

φ̂(iγpρ) = φ̂(−iγpρ) = 0. But ϕiγpρ(x) is also a radial Lp-tempered distribution

which annihilates all φ ∈ Cp(G//K) whenever φ̂(iγpρ) = 0. Therefore, T = βϕiγpρ

(see [68, Lemma 3.9]) for some constant β. In particular, T is an eigendistribution

of ∆ with eigenvalue −4ρ2

pp′
.

Now we shall deal with the case p = 2 and T is radial. Applying Lemma 3.3.1,

we will get that Supp T̂ ⊂ {0}(where each Tk = T ). Hence using Lemma 3.3.6 along

with the fact that ϕ0,k ≡ 0 for k odd, we get T =
∑N

k=0 akϕ0,2k for some constants

a0, a1, · · · , aN with aN 6= 0. We claim that N = 0. To establish the claim we note

that,

Mtϕ0,2k(x) =
∂2k

∂2kλ

∣∣∣∣
λ=0

(ϕλ ∗ σt(x)) =
∂2k

∂2kλ

∣∣∣∣
λ=0

(ϕλ(at)ϕλ(x))
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=
2k∑
i=0

(
2k

i

)
ϕ0,i(at)ϕ0,2k−i(x) =

k∑
i=0

(
2k

2i

)
ϕ0,2i(at)ϕ0,2(k−i)(x).

If N ≥ 1 and T satisfies MtT = ϕ0(at)T , comparing the coefficient of ϕ0,2N−2 in

both sides we get N(2N − 1)aNϕ0,2(at) = 0. But since ϕ0,2(at) 6= 0 (see Proposition

1.4.4), we get aN = 0 which is a contradiction. Hence T = a0ϕ0 and ∆T = −ρ2T .

This completes proof of the theorem for radial distributions.

Now we withdraw the assumption of radiality of T . This part of the argument

is essentially same as that of Theorem 2.2.2. First we note that if for all x ∈ G,

R(`xT1) = 0 for T1 ∈ Cp(X)′, then T1 is zero as distribution. Indeed, we take a

h ∈ C∞c (G//K) supported on a neighborhood of the origin o = eK. If R(`xT1) = 0

for all x, then T1 ∗ h(x) = 〈R(`xT1), h〉 = 0. As we know that we can approximate

T1 by distributions of the form T1 ∗ h in the topology of Cp(X)′, we conclude that

T1 = 0. This proves the claim. The hypothesis T ∗ σt = ϕiγpρ(at)T implies that

R(`xT ) ∗ σt = R(`xT ∗ σt) = R(`x(T ∗ σt)) = ϕiγpρ(at)R(`xT ).

Hence R(`xT ) satisfies the hypothesis of the theorem. Therefore by the result proved

above for radial distributions, ∆(R(`xT )) = −4ρ2

pp′
R(`xT ) for all x ∈ G. This implies

that R(`x(∆T )) = R(`x(−4ρ2

pp′
T )) for all x ∈ G. That is R(`x(∆T + 4ρ2

pp′
T )) = 0

for all x ∈ G. As noted above this implies that ∆T = −4ρ2

pp′
T . Thus the proof of

the theorem for Mt is complete. For Bt, replace ϕλ(at), ϕiγpρ(at) by ψλ(t), ψiγpρ(t)

respectively.

We have an analogue of the theorem above for the heat operator which we state

here. It will be proved in Chapter 5, as part of a more general result.

Theorem 3.1.4. Let t > 0 be fixed.

(i) Let T be an L2-tempered distribution on X such that et∆T = e−t(λ
2+ρ2)T for

some λ ∈ R. Then T is an eigendistribution of ∆ with eigenvalue −(λ2 + ρ2).

(ii) Let p ∈ (0, 2) and T be an Lp-tempered distribution on X such that et∆T =

e
− 4ρ2t

pp′ T . Then T is an eigendistribution of ∆ with eigenvalue −4ρ2

pp′
.

Proof. For (i) see Theorem 5.4.5 and for (ii) see Theorem 5.4.2.

Remark 3.1.5. In the theorems above, if we substitute the distribution T by func-

tions f with suitable decay, then clearly f can be characterized as a Poisson trans-

form of an appropriate object on K/M . (See Theorem 1.7.2, Corollary 1.7.4, Propo-

sition 1.5.1 and Proposition 1.6.1).
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3.2 Characterization of Lp-tempered eigendistri-

butions

In this section we consider possible analogue of the Roe–Strichartz theorem (see

Theorem 0.2.3), for spherical (and ball) averages and the heat operator. We begin

with a couple of preparatory lemmas. The first one is essentially proved in [44]

(see also [52]) where the multiplier was the standard Laplacian of Rn acting on

L∞(Rn). To make it applicable in a wider context we shall rewrite it with suitable

modifications for a general multiplier Θ : Cp(X)→ Cp(X).

Lemma 3.2.1. Fix 0 < p ≤ 2. Let Θ : Cp(X) → Cp(X) be a multiplier and

{Tk}k∈Z+ be an infinite sequence of radial Lp-tempered distributions. Suppose that

for all k ∈ Z+, ΘTk = ATk+1 for a nonzero constant A ∈ C and |〈Tk, ψ〉| ≤ Mγ(ψ)

for a fixed seminorm γ of Cp(X) and a constant M > 0. If (Θ − B)N+1T0 = 0 for

some B ∈ C with |B| = |A| and N ∈ N, then ΘT0 = BT0.

Proof. Since (Θ−B)N+1T0 = 0, we have

Span{T0, T1, · · · } = Span{T0,ΘT0, · · · ,ΘNT0} = Span{T0, T1, · · · , TN}.

Suppose that (Θ − B)T0 6= 0. Let k0 be the largest positive integer such that

(Θ−B)k0T0 6= 0. Then k0 ≤ N .

Let T = (Θ−B)k0−1T0. Then T ∈ Span {T0, T1, · · · , TN}. We assume that

T = a0T0 + · · ·+ aNTN .

Then

(Θ−B)2T = (Θ−B)k0+1T0 = 0 and (3.2.1)

(Θ−B)T = (Θ−B)k0T0 6= 0.

Using binomial expansion and (3.2.1) we get for any positive integer k,

ΘkT = ((Θ−B) +B)kT

= kBk−1(Θ−B)T +BkT.

This implies for any ψ ∈ Cp(G//K),

|〈(Θ−B)T, ψ〉| ≤ 1

k
|A|1−k|〈ΘkT, ψ〉|+ 1

k
|A||〈T, ψ〉|. (3.2.2)
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Since,

|〈ΘkT, ψ〉| = |〈Θk(a0T0 + a1T1 + · · ·+ aNTN), ψ〉|

= |a0A
k〈Tk, ψ〉+ · · ·+ aNA

k〈TN+k, ψ〉|

≤ |A|k|a0〈Tk, ψ〉|+ · · ·+ |aN〈TN+k, ψ〉|

≤ M |A|k(|a0|+ · · ·+ |aN |)γ(ψ),

it follows from (3.2.2) that,

|〈(Θ−B)T, ψ〉| ≤M
|A|
k

(|a0|+ · · ·+ |aN |)γ(ψ) +
|A|
k
|〈T, ψ〉|.

The right hand side of the inequality above goes to 0 as k →∞. Hence by (3.2.1),

(Θ − B)k0T0 = 0 which contradicts the assumption on k0. Therefore N = 0, i.e.,

(Θ−B)T0 = 0.

Lemma 3.2.2. Let t > 0 and 0 < p < 2 be fixed.

(i) For A ∈ C with |A| < ϕiγpρ(at), there exists infinitely many λ ∈ Sp with

|ϕλ(at)| = |A|. Further if A 6= 0, then there are distinct λ1, λ2 ∈ Sp such that

|ϕλ1(at)| = |A| = |ϕλ2(at)| and ϕλ1(at) 6= ϕλ2(at).

(ii) Exact analogue of (i) holds true when ϕiγpρ(at), ϕλ(at) are replaced respectively

by ψiγpρ(t), ψλ(t).

Proof. We will only prove (i). Proof of (ii) will be similar. Let A 6= 0. Then as

|A| < ϕiγpρ(at), there exists p1 with 0 < p < p1 ≤ 2 with ϕiγp1ρ(at) ≥ |A|. Since

ϕλ(at)→ 0 as |λ| → ∞ in Sp (see Proposition 1.4.3), for each fixed q with p < q ≤ p1,

we easily obtain a λ ∈ C with |=λ| = γqρ and |ϕλ(at)| = |A|. Since cardinality of

such λ is uncountable and zeros of analytic functions are isolated, one can choose

λ1 and λ2 with ϕλ1(at) 6= ϕλ2(at) and |ϕλ1(at)| = |ϕλ2(at)| = |A|. It follows from

the explicit expression of Jacobi function that ϕλ(at) = 0 for infinitely many real λ

(see e.g. [79, page 235, Proposition 2.2]). This takes care of the case A = 0.

The first main result of this section is the following.

Theorem 3.2.3. Fix t > 0. For 0 < p < 2, let {Tk}k∈Z be a bi-infinite sequence of

Lp-tempered distributions on X satisfying for k ∈ Z,

(i) MtTk = ATk+1 for some A ∈ C and

(ii) |〈Tk, ψ〉| ≤ Mγ(ψ) for all ψ ∈ Cp(X), for some fixed seminorm γ of Cp(X)

and M > 0. Then we have the following conclusions.
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(a) If |A| = ϕiγpρ(at), then ∆T0 = −4ρ2

pp′
T0.

(b) If |A| > ϕiγpρ(at), then T0 = 0.

(c) If |A| < ϕiγpρ(at), then T0 may not be an eigendistribution of ∆. If A is also

assumed to be nonzero, then T0 may not be an eigendistribution of Mt.

Proof. (a) Let us first assume that Tk are radial. Then from hypothesis it follows

that Mk
t T−k = AkT0 for all k > 0 and hence AkT̂0 = ϕλ(at)

kT̂−k. Therefore for

ϕ ∈ Cp(Ĝ//K) and N ∈ N we have,

|〈(ϕλ(at)− ϕiγpρ(at))N+1T̂0, ϕ〉|

= |〈T̂0, (ϕλ(at)− ϕiγpρ(at))N+1ϕ〉|

= |〈T̂−k,
(
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ〉|

=

∣∣∣∣∣
〈
T−k,

((
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ

)∨〉∣∣∣∣∣
≤ Cγ

[((
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ

)∨]

≤ C
′
µ

[(
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ

]
, (3.2.3)

where for any φ ∈ Cp(Ĝ//K), φ∨ ∈ Cp(G//K) is its image under the Fourier inver-

sion and the seminorm µ is given by

µ(φ) = sup
λ∈Sp

∣∣∣∣ dτdλτ P (λ)φ(λ)

∣∣∣∣ ,
for some even polynomial P (λ) and derivative of even order τ . We shall first

show that for N = 17τ + 7, (Mt − ϕiγpρ(at))
N+1T0 = 0, equivalently, 〈(ϕλ(at) −

ϕiγpρ(at))
N+1T̂0, ϕ〉 = 0 for ϕ ∈ Cp(Ĝ//K). In view of (3.2.3), it suffices to show

that supλ∈Sp F
k(λ)→ 0 as k →∞ where

F k(λ) =

∣∣∣∣∣ dτdλτ P (λ)

(
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ

∣∣∣∣∣ .
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Note that,

dτ

dλτ

(
P (λ)

(
ϕλ(at)

A

)k
(ϕλ(at)− ϕiγpρ(at))N+1ϕ

)
(3.2.4)

=
∑

i+j+l=τ

Cijl
di

dλi

(
ϕλ(at)

A

)k
dj

dλj
(ϕλ(at)− ϕiγpρ(at))N+1 d

l

dλl
(P (λ)ϕ)

Using the estimates of the derivatives of ϕλ (see (1.2.10)) along with the facts that

|ϕλ(at)/A| = |ϕλ(at)/ϕiγpρ(at)| ≤ 1 and ϕ ∈ Cp(Ĝ//K) we get for λ ∈ Sp,

F k(λ) ≤ C1k
τ

(
ϕλ(at)

ϕiγpρ(at)

)k−τ ∣∣∣∣ ϕλ(at)ϕiγpρ(at)
− 1

∣∣∣∣N+1−τ

(3.2.5)

for some constant C1.

Since ϕλ(at) → 0 uniformly in Sp as |λ| → ∞ (Proposition 1.4.3(a)), we can

find a compact connected neighborhood V of iγpρ in Sp such that if λ /∈ V , then

|ϕλ(at)| < ϕiγpρ(at)/2. From (3.2.5), it is clear that F k → 0 as k →∞ uniformly on

Sp \ V .

We need to show that

sup
λ∈V

kτ
(

ϕλ(at)

ϕiγpρ(at)

)k−τ ∣∣∣∣ ϕλ(at)ϕiγpρ(at)
− 1

∣∣∣∣N+1−τ

→ 0. (3.2.6)

Let D be the open unit disk. Clearly, we can cover D∪{1} by {Ds∪{1} | 0 < s < 1}
where Ds is a one-parameter family of open disks of radius s bounded by the circle

Cs : (x − (1 − s))2 + y2 = s2 (see Figure 3.1(a)). It is clear that, if s < s′,

then Ds ⊂ Ds′ . Since V is compact and connected and since (see Proposition

1.4.2) |ϕλ(at)/ϕiγpρ(at)| < 1 for λ ∈ Sp, λ 6= ±iγpρ, the image of V under the map

λ 7→ ϕλ(at)/ϕiγpρ(at), is a connected set contained inside the set Ds ∪ {1} for some

0 < s < 1. Without loss of generality we may assume 0 ∈ Ds. In view of (3.2.6),

it suffices to show that kτzk−τ |z − 1|N+1−τ → 0 uniformly as k → ∞ on Ds ∪ {1},
which we shall take up now.

Let pk and qk be two points on Cs given by

pk = (1− s) + seiδk and qk = (1− s) + se−iδk ,

for some 0 < δk < π/2 so that s − s cos δk = k−1/4. Let Vk be the intersection of

Ds ∪ {1} with the minor circular segment of width k−1/4 joining the points pk, qk
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and 1 (as shown in Figure 3.1(b)). Precisely,

Vk = {z ∈ Ds | |1−<(z)| < k−1/4} ∪ {1}.

Note that,

|pk|2 = 1− (2s− 2s2)(1− cos(δk)) = 1− 2(1− s)k−1/4 (3.2.7)

and

|pk − 1|2 = |1− ((1− s) + seiδk))|2 = 2sk−1/4. (3.2.8)

For z ∈ Ds \ Vk, |z| ≤ |pk| and hence for some constant C ′,

kτ |z|k−τ |z − 1|N+1−τ ≤ C ′kτ |pk|k−τ

= C ′kτ (1− 2(1− s)k−1/4)
k−τ
2 . (3.2.9)

For z ∈ Vk, |z − 1| ≤ |pk − 1| and therefore for some constants C ′ and C ′′,

kτ |z|k−τ |z − 1|N+1−τ ≤ C ′kτ |pk − 1|N+1−τ

= C ′kτ (2sk−1/4)
17τ+7+1−τ

2

≤ C ′′k−(τ+1). (3.2.10)

It is now immediate from (3.2.9) and (3.2.10) that as k →∞,

sup
Ds∪{1}

kτ |z|k−τ |z − 1|N+1−τ → 0.

Thus we have (ϕλ(at)−ϕiγpρ(at))N+1T̂0 = 0, hence (Mt−ϕiγpρ(at))N+1T0 = 0. From

this and Lemma 3.2.1, we get that MtT0 = ϕiγpρ(at)T0.

Now we shall extend the result to the case when Tks are not necessarily radial. To

make this part of the argument applicable in other situation in this chapter, we shall

write Mt as Θ and consider it as a multiplier from Cp(X) to itself (see Subsection

3.1.2) for 0 < p ≤ 2 with symbol m(λ) = ϕλ(at). Thus we have established above

that ΘT0 = m(iγpρ)T0 when Tk are radial. Coming to the case of general Tk, we

shall show that the condition in the hypothesis on the sequence {Tk} implies that for

any y ∈ G, the sequence {R`yTk} of radial distributions also satisfies the hypothesis.

Since Θ commutes with radialization and translations, it follows from the hypothesis

that ΘTk = ATk+1 that ΘR(`yTk) = AR(`yTk+1). It remains to show that for
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Figure 3.1:

the seminorm γ of Cp(X) in the hypothesis of the theorem and ψ1 ∈ Cp(G//K),

|〈R(`yTk), ψ1〉| ≤ CyMγ(ψ1). Using (1.2.9) along with the fact |xy| ≤ |x| + |y|
( [39, Proposition 4.6.11]) we have for any ψ ∈ Cp(X),

γ(`yψ) = sup
x∈X
|Dψ(y−1x)|ϕ0(x)−

2
p (1 + |x|)L

= sup
x∈X
|Dψ(x)|ϕ0(yx)−

2
p (1 + |yx|)L

� sup
x∈X
|Dψ(x)|e

2ρ
p
|yx|(1 + |yx|)L−

2
p

≤ e
2ρ
p
|y|(1 + |y|)L−

2
p sup
x∈X
|Dψ(x)|e

2ρ
p
|x|(1 + |x|)L−

2
p

� e
2ρ
p
|y|(1 + |y|)L−

2
p sup
x∈X
|Dψ(x)|ϕ0(x)−

2
p (1 + |x|)L

= Cyγ(ψ),

where the constant Cy depends only on y ∈ G. Since |〈Tk, ψ〉| ≤ Mγ(ψ) for any

ψ ∈ Cp(X), it follows that for ψ1 ∈ Cp(G//K),

|〈R(`yTk), ψ1〉| = |〈`yTk, ψ1〉| = |〈Tk, `y−1ψ1〉| ≤Mγ(`y−1ψ1) ≤ Cy−1Mγ(ψ1).

Therefore from the result proved for radial distributions we conclude that

ΘR(`y(T0)) = m(iγpρ)R(`y(T0)) for all y ∈ G.

Now appealing again to the fact that Θ commutes with translations and radi-

alization we have R(`y(ΘT0)) = R(`y(m(iγpρ)T0)) for all y ∈ G. This implies
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ΘT0 = m(iγpρ)T0 which was to be proved. In the last step we have used the fact

that if for some T ∈ Cp(X)′, R(`xT ) = 0 for all x ∈ G, then T = 0, which was noted

in the proof of Theorem 3.1.3. Thus we have MtT0 = ϕiγpρ(at)T0. An application of

Theorem 3.1.3 yields ∆T0 = −4ρ2

pp′
T0.

(b) In view of (a), it suffices to prove the result in radial setup. For ϕ ∈ Cp(Ĝ//K),

we have

|〈T̂0, ϕ〉| = |〈T̂−k,
(
ϕλ(at)

A

)k
ϕ〉|

=

∣∣∣∣∣
〈
T−k,

((
ϕλ(at)

A

)k
ϕ

)∨〉∣∣∣∣∣
≤ Cγ

[((
ϕλ(at)

A

)k
ϕ

)∨]

≤ C
′
µ

[(
ϕλ(at)

A

)k
ϕ

]
.

Since for λ ∈ Sp, |ϕλ(at)| ≤ ϕiγpρ(at) < A, it follows that

µ

[(
ϕλ(at)

A

)k
ϕ

]
→ 0 as k →∞.

Hence T0 = 0.

(c) As |A| < ϕiγpρ(at), by Lemma 3.2.2 there exists infinitely many λs in Sp with

|ϕλ(at)| = |A|. Let λ1 and λ2 be two such distinct λs with λ1 6= ±λ2. Let ϕλ1(at) =

|A|eiθ1 and ϕλ2(at) = |A|eiθ2 . Let Tk = eikθ1ϕλ1 + eikθ2ϕλ2 for k ∈ Z. Then MtTk =

eikθ1Mtϕλ1 +eikθ2Mtϕλ2 = |A|Tk+1. Clearly the sequence {Tk}k∈Z satisfies hypothesis

of the theorem (see Propositions 1.4.1 and 1.5.1) but T0 is not an eigendistribution

of ∆. If A 6= 0, in the above example choose λ1 and λ2 such that ϕλ1(at) 6= ϕλ2(at)

and |ϕλ1(at)| = |ϕλ2(at)| = |A| (see Lemma 3.2.2(i)).

Remark 3.2.4. In Theorem 3.2.3 if we substitute sphere average Mt by ball average

Bt and ϕiγpρ(t) by ψiγpρ(t), we get the corresponding statement for ball average. To

prove this we only need a step by step adaptation of the proof of Theorem 3.2.3.

We omit this for brevity.

We now consider an analogous result for the heat operator.
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Theorem 3.2.5. Fix t > 0. For 0 < p < 2, let {Tk}k∈Z be a bi-infinite sequence of

Lp-tempered distributions on X satisfying for all k ∈ Z,

(i) et∆Tk = ATk+1 for some A ∈ C and

(ii) |〈Tk, ψ〉| ≤ Mγ(ψ) for all ψ ∈ Cp(X), for some fixed seminorm γ of Cp(X)

and M > 0. Then we have the following conclusions.

(a) If |A| = e
− 4ρ2t

pp′ , then ∆T0 = −4ρ2

pp′
T0.

(b) If |A| > e
− 4ρ2t

pp′ , then T0 = 0.

(c) If 0 6= |A| < e
− 4ρ2t

pp′ , then T0 may not be an eigendistribution of et∆.

(d) If A = 0, then each Tk = 0 for all integer k.

Proof. (a) Here again only a step by step adaptation of the argument given in the

proof of Theorem 3.2.3 is required with the substitutions of Mt, ϕλ(at), ϕiγpρ(at) by

et∆, e−t(λ
2+ρ2) and e

− 4tρ2

pp′ respectively to conclude that

et∆T0 = e
− 4ρ2t

pp′ T0.

Applying Theorem 3.1.4, we get the desired result.

(b) Use exactly the same argument as in (b) of Theorem 3.2.3 with suitable modi-

fication of appropriate symbols.

(c) As |A| < e
− 4ρ2t

pp′ , there exists p1 with 0 < p < p1 ≤ 2 with e
− 4ρ2t

p1p
′
1 ≥ |A|.

Since e−t(λ
2+ρ2) → 0 as |λ| → ∞ for λ in Sp, for each fixed q with p < q ≤ p1

we have uncountably many λ ∈ C with |=λ| = γqρ and |e−t(λ2+ρ2)| = |A|. Since

the zeros of analytic functions are isolated one can always choose λ1 and λ2 with

e−t(λ
2
1+ρ2) 6= e−t(λ

2
2+ρ2) and |e−t(λ21+ρ2)| = |e−t(λ22+ρ2)| = |A|. Let e−t(λ

2
1+ρ2) = |A|eiθ1

and e−t(λ
2
2+ρ2) = |A|eiθ2 . Let Tk = eikθ1ϕλ1 + eikθ2ϕλ2 for k ∈ Z. Then et∆Tk =

eikθ1et∆ϕλ1+eikθ2et∆ϕλ2 = |A|Tk+1. Clearly the sequence {Tk}k∈Z satisfies hypothesis

of the theorem but T0 is not an eigendistribution of et∆.

(d) It suffices to prove that T = 0 whenever et∆T = 0 for a Lp tempered distribution

T . Passing to R(`xT ) for some x ∈ G, if necessary, without loss of generality we

may assume that T is radial (see proof of Theorem 3.1.3). If et∆T = 0, we have

〈et∆T, φ〉 = 0 for all φ ∈ Cp(G//K). That is 〈T, φ ∗ ht〉 = 0 for all φ ∈ Cp(G//K).

Since by Proposition 1.5.2, {ht ∗ φ | φ ∈ Cp(G//K)} is dense in in Cp(G//K), hence

〈T, φ〉 = 0 for all φ ∈ Cp(G//K). Therefore T = 0.
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Restricting to measurable functions with appropriate growth as particular ex-

amples of Lp-tempered distributions, we have following consequences of the two

theorems above.

Corollary 3.2.6. Fix a t > 0. Let {fk}k∈Z be a bi-infinite sequence of measurable

functions on X such that for all k ∈ Z,

Mtfk = Afk+1 (respectively Btfk = Afk+1, et∆fk = Afk+1),

and

‖fk‖p′,∞ ≤M for a fixed p ∈ [1, 2),

for some constants A ∈ C and M > 0. If |A| = ϕiγpρ(at) (respectively |A| = ψiγpρ(t),

|A| = e
− 4ρ2t

pp′ ), then ∆f0 = −4ρ2

pp′
f0 and f0 = P−iγpρF for some F ∈ Lp′(K/M).

Corollary 3.2.7. In the previous corollary if we substitute the condition “‖fk‖p′,∞ ≤
M for p ∈ [1, 2)” by “[fk]p,r ≤ M for a fixed p ∈ (0, 2) and r ∈ [1,∞]”, keeping the

rest of the hypothesis same, then ∆f0 = −4ρ2

pp′
f0. Moreover f0 = P−iγpρF for some

F ∈ Lr(K/M) if r > 1 and f0 = P−iγpρµ for some signed measure µ on K/M if

r = 1.

The proofs of these corollaries are evident from the following steps.

(1) Functions fk in Lp
′,∞(X) or in Hp,r(X) are Lp-tempered distributions. The

uniform norm-boundedness condition i.e. ‖fk‖p′,∞ ≤M or [fk]p,r ≤M , implies

that

|〈fk, ψ〉| ≤ Cγ(ψ)

for a fixed seminorm γ of Cp(X), for all ψ ∈ Cp(X) and for some constant C

(see Proposition 1.5.1(a) and Proposition 1.6.1(e)). Thus the hypotheses of

Theorem 3.2.3 (along with Remark 3.2.4) and Theorem 3.2.5 are satisfied.

(2) Eigenfunctions of ∆ satisfying suitable size estimates can be realized as the

Poisson transforms of appropriate objects (functions, measures) on the bound-

ary K/M . See Theorem 1.7.2 and Corollary 1.7.4.

Following the results of Strichartz [76], Howard–Reese [44] on Rn and of Kumar

et. al. [52] on X, we have considered the problem of characterizing eigenfunctions

with real eigenvalues. So far we have dealt with eigenfunctions having eigenval-

ues in (−ρ2,∞) and in the next section we shall take up that for eigenvalues in

(−∞,−ρ2], which are in the L2-spectrum. It is natural to try to extend the results
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for complex eigenvalues. It appears that there are intrinsic difficulties in addressing

this question. We conclude this section with the following theorem which strives

to formulate and prove such a result, characterizing eigenfunctions with arbitrary

complex eigenvalues, although only for ∆ as the multiplier. This will complement

the results in [52].

We recall (see Section 3.1.1) that Λ(Sp) is the Lp-spectrum of ∆ and in particular

Λ(S2) = (−∞,−ρ2]. For p 6= 2, the boundary ∂Λ(Sp) of Λ(Sp) is a parabola given

by (3.1.1). If z is a point in C \ Λ(S2), then simple computation shows that z lies

on ∂Λ(Sp) for a unique p ∈ (0, 2), which we shall denote by p(z). If z ∈ Λ(S2) we

define p(z) = 2. Precisely, for any z ∈ C,

p(z) =
2
√

2ρ√
<(z + ρ2) + |z + ρ2|+

√
2ρ
.

For p(z) 6= 2, we define N(z) to be the set of all points on the outward normal drawn

to the parabola ∂Λ(Sp(z)) at the point z as shown in Figure 3.2 (a) (where z = Λ(α)

and z0 is a point on the normal). Using these notation we now state the theorem.

Theorem 3.2.8. Let λ0 ∈ C \ (−∞,−ρ2], p = p(λ0) and z0 ∈ N(λ0). Let {Tk}k∈Z+

be an infinite sequence of Lp-tempered distributions on X satisfying for all k ∈ Z+,

(i) (∆− z0I)Tk = ATk+1 for some nonzero A ∈ C and

(ii) |〈Tk, ψ〉| ≤ Mγ(ψ) for all ψ ∈ Cp(X), for some fixed seminorm γ of Cp(X)

and M > 0. Then we have the following conclusions.

(a) If |A| = |λ0 − z0|, then ∆T0 = λ0T0.

(b) If |A| < |λ0 − z0|, then T0 = 0.

(c) If |A| > |λ0 − z0|, then T0 may not be an eigendistribution of ∆.

We note that λ0 is outside the L2-spectrum and hence p = p(λ0) 6= 2. The results

involving L2-spectrum will be considered in the next section. If −ρ2 < λ0 < 0 (hence

1 < p(λ0) < 2), then z0 in the statement above can be taken to be the origin 0 in

C. In this case with z0 = 0, the theorem above reduces essentially to Theorem 0.2.3

proved in [52].

Proof. It suffices to prove the theorem under the assumption that Tk are radial.

The arguments at the end of Theorem 3.2.3 (a) extends the result from radial to the

general case. Let λ0 = −(α2+ρ2) with =α ≥ 0. Observe that |Λ(λ)−z0| ≥ |Λ(α)−z0|
for λ ∈ Sp (see Figure 3.2(a)).
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From hypothesis it follows that (∆− z0I)kT0 = AkTk and hence

(−1)k(λ2 + ρ2 + z0)kT̂0 = AkT̂k,

where by (λ2+ρ2+z0)k we mean the function λ 7→ (λ2+ρ2+z0)k. Let φ ∈ Cp(Ĝ//K).

Then

|〈T̂0, φ〉| = |〈T̂k,
(

A

λ2 + ρ2 + z0

)k
φ〉|

=

∣∣∣∣∣
〈
Tk,

((
A

λ2 + ρ2 + z0

)k
φ

)∨〉∣∣∣∣∣
≤ Mγ

[((
A

λ2 + ρ2 + z0

)k
φ

)∨]

≤ M µ

[(
A

λ2 + ρ2 + z0

)k
φ

]
, (3.2.11)

where for any φ ∈ Cp(Ĝ//K), φ∨ ∈ Cp(G//K) is its image under the Fourier inver-

sion and the seminorm µ is given by µ(φ) = supλ∈Sp
∣∣ dτ
dλτ
P (λ)φ(λ)

∣∣ for some even

polynomial P (λ) and derivative of even order τ . We note that in the definition of µ,

it suffices to consider the supremum on S+
p = {λ ∈ Sp | =λ ≥ 0} as φ ∈ Cp(Ĝ//K)

is an even function.

(a) Our aim is to show that for some N ∈ N, (α2 − λ2)N+1T̂0 = 0, equivalently,

〈(α2 − λ2)N+1T̂0, φ〉 = 0 for all φ ∈ Cp(Ĝ//K). Substituting φ by (α2 − λ2)N+1φ in

(3.2.11) we get,

|〈(α2 − λ2)N+1T̂0, φ〉| = |〈T̂0, (α
2 − λ2)N+1φ〉|

≤ M µ

[(
A

λ2 + ρ2 + z0

)k
(α2 − λ2)N+1φ

]
.

We note that from hypothesis |A| = |α2 + ρ2 + z0|. We fix N = 6τ + 1, and write

F k(λ) =

∣∣∣∣∣ dτdλτ P (λ)

(
A

λ2 + ρ2 + z0

)k
(α2 − λ2)N+1φ

∣∣∣∣∣ .
We need to show that supλ∈S+

p
F k(λ) → 0 as k → ∞. We note that for constants
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Clmn,

dτ

dλτ

(
P (λ)

(
A

λ2+ρ2+z0

)k
(α2 − λ2)N+1φ

)
=

∑
l+m+n=τ
l,m,n∈Z+

Clmn
dl

dλl

(
A

λ2 + ρ2 + z0

)k
dm

dλm
(α2 − λ2)N+1 d

n

dλn
(P (λ)φ).

Since φ ∈ Cp(Ĝ//K) and
∣∣∣ A
λ2+ρ2+z0

∣∣∣ =
∣∣∣α2+ρ2+z0
λ2+ρ2+z0

∣∣∣ ≤ 1 for λ ∈ S+
p we get for some

constants C1 and C2,

F k(λ) ≤ C1k
τ

∣∣∣∣α2 + ρ2 + z0

λ2 + ρ2 + z0

∣∣∣∣k |α2 − λ2|N+1−τ
(3.2.12)

and

F k(λ) ≤ C2k
τ

∣∣∣∣α2 + ρ2 + z0

λ2 + ρ2 + z0

∣∣∣∣k . (3.2.13)

Choose a compact connected neighborhood U of α in S+
p such that if λ /∈ U , then∣∣∣α2+ρ2+z0

λ2+ρ2+z0

∣∣∣ < 1
2
. It follows from (3.2.13) that that F k(λ) → 0 uniformly in S+

p \ U .

Next we shall show that

sup
λ∈U

kτ
∣∣∣∣α2 + ρ2 + z0

λ2 + ρ2 + z0

∣∣∣∣k |α2 − λ2|5τ+2 → 0 as k →∞. (3.2.14)

Since

sup
λ∈U

kτ
∣∣∣∣α2 + ρ2 + z0

λ2 + ρ2 + z0

∣∣∣∣k |α2 − λ2|5τ+2

= sup
λ∈U

kτ
∣∣∣∣Λ(α)− z0

Λ(λ)− z0

∣∣∣∣k |(Λ(α)− z0)− (Λ(λ)− z0)|5τ+2,

a careful examination of Figure 3.2(a) shows that this is equivalent to prove that

sup
z∈Ω

kτ
∣∣∣∣βz
∣∣∣∣k |β − z|5τ+2 → 0,

where Ω is a compact region containing β, bounded by the parabolic arc and vertical

line, lying on one side of tangent drawn at β opposite to the origin (shaded in Figure

3.2(b)). Again by applying a suitable rotation, we may assume that β lies on positive

imaginary axis. We shall show that supH k
τ
∣∣β
z

∣∣k |β − z|5τ+2 → 0 as k → ∞ where

H = {z ∈ C | −η ≤ <(z) ≤ η, |β| ≤ =(z) ≤ δ} for any η > 0 and δ > |β| which
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suffices to establish our claim. Let Vk = {z ∈ H | |<(z − β)| < k−1/4, |=(z − β)| <
k−1/4} and V c

k = H \Vk. It follows that if z ∈ V c
k , then |z| ≥ (|β|2 +k−1/2)1/2. Hence

for z ∈ V c
k , ∣∣∣∣βz

∣∣∣∣ ≤ |β|
(|β|2 + k−1/2)1/2

= (1 +
c1√
k

)−1/2,

where c1 = |β|−2. As H is compact, for some constant C3,

sup
V ck

kτ
∣∣∣∣βz
∣∣∣∣k |β − z|5τ+2 ≤ C3k

τ (1 +
c1√
k

)−k/2. (3.2.15)

If λ ∈ Vk, then |<(z − β)| < k−1/4 and |=(z − β)| < k−1/4. Therefore for some

constant C4,

sup
Vk

kτ
∣∣∣∣βz
∣∣∣∣k |β − z|5τ+2 ≤ C4k

τk−(5τ+2)/4 = C4k
−(τ+2)/4. (3.2.16)

From (3.2.15) and (3.2.16), it is clear that supH k
τ
∣∣β
z

∣∣k |β − z|5τ+2 → 0 as k → ∞.

Thus it is established that Fk(λ)→ 0 uniformly as k →∞.

If Θ = ∆−z0I, then Θ is a multiplier given by the symbol m(λ) = −(λ2+ρ2+z0).

We have shown that (Θ − m(α))N+1T0 = 0. An application of Lemma 3.2.1 then

gives (Θ−m(α))T0 = 0, i.e. ∆T0 = −(α2 + ρ2)T0 = λ0T0.

(b) By hypothesis |A|/|α2 + ρ2 + z0| = |A|/|λ0 − z0| < 1. Therefore for λ ∈ Sp,∣∣∣∣ A

λ2 + ρ2 + z0

∣∣∣∣ =

∣∣∣∣ A

α2 + ρ2 + z0

∣∣∣∣ ∣∣∣∣α2 + ρ2 + z0

λ2 + ρ2 + z0

∣∣∣∣ ≤ ∣∣∣∣ A

α2 + ρ2 + z0

∣∣∣∣ < 1. (3.2.17)

Hence from (3.2.11), it follows that |〈T̂0, φ〉| = 0 for all φ ∈ Cp(Ĝ//K). Thus T0 = 0.

(c) As |A| > |λ0 − z0|, it is evident that there exist distinct λ1, λ2 ∈ Λ(Sp) with

|λ1 − z0| = |A| = |λ2 − z0| (see Figure 3.2(a)). Suppose that λ1 = −(α2
1 + ρ2),

λ2 = −(α2
2 + ρ2), for some α1, α2 ∈ Sp, |λ1 − z0| = |A|eiθ1 and |λ2 − z0| = |A|eiθ2 for

θ1, θ2 ∈ R. Define Tk = eikθ1ϕα1 + eikθ2ϕα2 for k ∈ Z+. Then Tk are Lp-tempered

distributions (see Propositions 1.4.1 and 1.5.1), they satisfy the hypothesis and

(∆− z0)Tk = eikθ1(∆− z0)ϕα1 + eikθ2(∆− z0)ϕα2 = |A|Tk+1.

But T0 is not an eigendistribution of ∆.
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z0

Λ(α)

∂Λ(Sp)

(a) (b)

β

Λ(Sp)

Ω

Figure 3.2:

Following results are immediate from the theorem above and Corollary 1.7.4,

Theorem 1.7.2.

Corollary 3.2.9. Let λ0 ∈ Λ(S1) \ (−∞,−ρ2], p = p(λ0) and z0 ∈ N(λ0). Let

{fk}k∈Z+ be an infinite sequence of measurable functions on X such that ||fk||p′,∞ ≤
M for some constant M . If (∆ − z0I)fk = Afk+1 for all k ∈ Z+ and for some

constant A ∈ C with |A| = |λ0 − z0|, then ∆f0 = λ0f0 and f0 = Pα−iγpρF for some

F ∈ Lp′(K/M) and α ∈ R.

Corollary 3.2.10. Let λ0 ∈ C \ (−∞,−ρ2], p = p(λ0) and z0 ∈ N(λ0). Let

{fk}k∈Z+ be an infinite sequence of measurable functions on X such that [fk]p,r ≤M

for 1 ≤ r ≤ ∞ and for some constant M . If (∆ − z0I)fk = Afk+1 for all k ∈ Z+

and for some constant A ∈ C with |A| = |λ0 − z0|, then ∆f0 = λ0f0. Moreover

f0 = Pα−iγpρF for some α ∈ R and F ∈ Lr(K/M) if r > 1 and f0 = Pα−iγpρµ for

some α ∈ R and signed measure µ on K/M if r = 1.

3.3 Characterization of L2-tempered eigendistri-

butions

In the previous section we have dealt with polynomials in ∆, sphere and ball average

and heat operator as multiplier from Cp(X) to itself for 0 < p < 2. In this section

we shall take up the case p = 2. Taking the advantage of the one-dimensionality

of the L2-spectrum, here we shall be able to deal with all the multipliers on C2(X)

together. We begin with a lemma.
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Lemma 3.3.1. Let Θ be a multiplier on C2(X) with symbol m(λ) ∈ C∞(R). Let

{Tk}k∈Z be a bi-infinite sequence of radial L2-tempered distributions on X such that

for all k ∈ Z, |〈Tk, ψ〉| ≤ Mγ(ψ) for a fixed seminorm γ of C2(X) and a constant

M > 0. Let A be a complex constant. Then the following conclusions hold.

(i) If for all k ∈ Z+, ΘTk = ATk+1, then Supp T̂0 ⊆ {λ ∈ R | |m(λ)| ≤ |A|}.

(ii) If for all k ∈ Z−, ΘTk−1 = ATk, then Supp T̂0 ⊆ {λ ∈ R | |m(λ)| ≥ |A|}.

(iii) If for all k ∈ Z, ΘTk = ATk+1, then Supp T̂0 ⊆ {λ ∈ R | |m(λ)| = |A|}.

Proof. (i) Let Ω = {λ ∈ R | |m(λ)| ≤ |A|}. We take a β /∈ Ω. Then there exists a

positive constant c < 1 and a compact neighborhood V of β such that |A| < c|m(λ)|
for all λ ∈ V . Let φ ∈ C2(Ĝ//K) be such that Suppφ ⊂ V . We claim that

〈T̂0, φ〉 = 0.

Since φ is compactly supported and m ∈ C∞(R), we have, φ(λ)Ak/m(λ)k ∈
C2(Ĝ//K). Suppose that for ψ ∈ C2(G//K), ψ̂(λ) = φ(λ)Ak/m(λ)k.

The hypothesis implies that for all k ∈ Z+, ΘkT0 = AkTk, equivalently,

m(λ)kT̂0 = AkT̂k.

Therefore,

|〈T̂0, φ〉| = |〈T̂k,
(

A

m(λ)

)k
φ〉| = |〈Tk, ψ〉|

≤ Mγ(ψ) ≤ CMµn,τ

[(
A

m(λ)

)k
φ

]
,

where the seminorm µn,τ is given by,

µn,τ

[(
A

m(λ)

)k
φ

]
= sup

λ∈V
(1 + |λ|)n

∣∣∣∣∣ dτdλτ
(

A

m(λ)

)k
φ(λ)

∣∣∣∣∣ , (3.3.1)

for n, τ ∈ Z+. Since m(λ), 1/m(λ) ∈ C∞(V ) and | A
m(λ)
| < c, it is clear that as

k → +∞,

sup
λ∈V

(1 + |λ|)n
∣∣∣∣∣ dτdλτ

(
A

m(λ)

)k
φ(λ)

∣∣∣∣∣→ 0.

Thus β /∈ Supp T̂0. Hence Supp T̂0 ⊂ Ω. This completes the proof of (i). A

similar argument with negative integers and taking k → −∞ will prove (ii) and (iii)

evidently follows from (i) and (ii).
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We state our first main result in this section.

Theorem 3.3.2. Let Θ : C2(X) → C2(X) be a multiplier with real valued symbol

m(λ) ∈ C∞(R). Let {Tk}k∈Z be a bi-infinite sequence of elements of C2(X)′. Suppose

that for all k ∈ Z, ΘTk = ATk+1 for a nonzero constant A ∈ C and |〈Tk, ψ〉| ≤
Mγ(ψ) for a fixed seminorm γ of C2(X) and a constant M > 0. Let m(R) =

{m(λ) | λ ∈ R}.

(a) If |A| ∈ m(R) but −|A| /∈ m(R), then ΘT0 = |A|T0.

(b) If −|A| ∈ m(R) but |A| /∈ m(R), then ΘT0 = −|A|T0.

(c) If both |A|,−|A| ∈ m(R), then T0 can be uniquely written as T0 = T+ + T−

where T+, T− ∈ C2(X)′ satisfying ΘT+ = |A|T+ and ΘT− = −|A|T−.

(d) If neither |A| nor −|A| is in m(R), then T0 = 0.

Proof. (a) First we shall prove the assertion with the assumption that the distribu-

tions Tk are radial. Let |A| = m(α) for some α ∈ R. In view of the Lemma 3.2.1 it

suffices to show that for some N ∈ N,

(Θ−m(α))N+1T0 = 0, (3.3.2)

equivalently, 〈(m(λ)−m(α))N+1T̂0, φ〉 = 0 for all φ ∈ C∞c (R). Using that m is real

valued and −|A| /∈ m(R) and Lemma 3.3.1(iii), we conclude that

Supp T̂0 ⊂ {λ ∈ R | |m(λ)| = |A|} = {λ ∈ R | m(λ) = m(α)}.

Let g be an even function in C∞c (R) such that g ≡ 1 on [−1/2, 1/2] and support of

g is contained in (−1, 1). For r > 0, let gr be defined by gr(ξ) = g(ξ/r).

Let B = max{| dk
dλk
g(λ)| : λ ∈ [−1, 1], k ≤ N}. Hence we have∣∣∣∣ dkdλk gr(λ)

∣∣∣∣ ≤ B/rk for all k ≤ N . (3.3.3)

Let p(λ) = m(λ)−m(α). For φ ∈ C∞c (R), define

Hr(λ) = (m(λ)−m(α))N+1gr(p(λ))φ(λ).

Clearly Hr ∈ C2(Ĝ//K). Suppose that for hr ∈ C2(G//K), ĥr = Hr. Since Hr(λ) =

(m(λ)−m(α))N+1φ(λ) in a neighborhood of Supp T̂0, we have,

|〈(m(λ)−m(α))N+1T̂0, φ〉| = |〈T̂0, Hr〉| = |〈T0, hr〉| ≤Mγ(hr) ≤Mµn,τ (Hr),
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for some n, τ ∈ Z+ where the seminorm µn,τ is as given in (3.3.1). The proof of this

step will be completed if we show that µn,τ (Hr) → 0 as r → 0 when Hr is defined

using suitably large N .

Since gr vanishes outside the set {λ ∈ R | |p(λ)| ≥ r}, it is enough to consider

the supremum over the set E = {λ ∈ R | |p(λ)| ≤ r} ∩ Suppφ. We note that for

λ ∈ E, |m(λ)−m(α)| ≤ r. Since φ is compactly supported,

(1 + |λ|)n|p(k)(λ)m(l)(λ)φ(τ−(k+l))(λ)| ≤ K1 for 0 ≤ k, l ≤ τ . (3.3.4)

for some constant K1. Above the superscript (l) of a function denotes its l-th

derivative. Using (3.3.3) and (3.3.4) we have for N ≥ τ ,

sup
λ∈E

(1 + |λ|)n
∣∣∣∣ dτdλτ [(m(λ)−m(α))N+1gr(p(λ))φ(λ)

]∣∣∣∣
= sup

λ∈E
(1 + |λ|)n

∣∣∣∣∣∣∣∣
∑

0≤k,l≤τ
k+l≤τ

Ck,lg
(k)
r (p(λ))p(k)(λ)(m(λ)−m(α))N+1−lm(l)(λ)φ(τ−(k+l))(λ)

∣∣∣∣∣∣∣∣
≤ sup

λ∈E

∑
0≤k,l≤τ
k+l≤τ

Ck,l
∣∣(1 + |λ|)np(k)(λ)m(l)(λ)φ(τ−(k+l))(λ)

∣∣ ∣∣gr(k)(p(λ))(m(λ)−m(α))N+1−l∣∣
≤C

∑
0≤k,l≤τ
k+l≤τ

r−krN+1−l

which goes to zero as r → 0. Thus for N ≥ τ , |〈(m(λ) −m(α))N+1T̂0, φ〉| = 0. By

Lemma 3.2.1 this implies that (Θ−m(α))T0 = 0. The assertion is thus proved when

Tk are radial. The assumption of radiality can be withdrawn as done in Theorem

3.2.3 (a).

(b) Since −Θ satisfies the hypothesis of part (a) with A replaced by −A, it follows

from (a) that −ΘT0 = |A|T0. Consequently ΘT0 = −|A|T0

(c) Let Θ0 = Θ2. Then Θ0T2k = A2T2k+2 for all k ∈ Z. Hence the sequence {T2k}k∈Z
satisfies the hypothesis of part (a), substituting Θ by Θ0 and |A| by |A|2. Therefore

Θ0T0 = |A|2T0. Set T+ = |A|T0+ΘT0
2|A| and T− = |A|T0−ΘT0

2|A| . Evidently T0 = T+ + T−

and T+ and T− satisfy the required property. Uniqueness of this decomposition

is clear because if T0 = S+ + S− with ΘS+ = |A|S+ and ΘS− = −|A|S−, then

ΘT0 = |A|S+ − |A|S−. Therefore S+ = |A|T0+ΘT0
2|A| and S− = |A|T0−ΘT0

2|A| .

(d) From Lemma 3.3.1 and proof of Theorem 3.2.3(a), it follows that distribu-
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tional support of R(`xT0) is empty for every x ∈ G. Hence R(`xT0) = 0 for every

x ∈ G. Consequently T0 = 0 by the argument given at the end of proof of Theorem

3.1.3.

Restricting to particular multipliers we have interesting corollaries of the theorem

above. Here are a few representatives, written as a list for brevity.

Let {fk}k∈Z be a bi-infinite sequence of measurable functions on X such that for

the multiplier Θ (which will be specified below), Θfk = Afk+1 for all k ∈ Z and for

a constant A ∈ C. We have these conclusions.

(i) Θ = ∆: Suppose that for all k ∈ Z either (a) ‖fk‖2,∞ ≤M or (b) [fk]2,r ≤M ,

where r ∈ [1,∞] for some M > 0; and |A| > ρ2.

Then ∆f0 = −|A|f0. Moreover under condition (a) f = PαF for some F ∈
L2(K/M) and for α ∈ R satisfying α2 + ρ2 = |A|.

(ii) Θ = et∆ for a fixed t > 0: Suppose that for all k ∈ Z either (a) ‖fk‖2,∞ ≤ M

or (b) [fk]2,r ≤ M where r ∈ [1,∞], for some M > 0; and |A| = e−t(α
2+ρ2) for

an α ∈ R×.

Then ∆f0 = −(α2 + ρ2)f0. Moreover under condition (a) f = PαF for some

F ∈ L2(K/M).

(iii) Θ = Mt or Bt or et∆ for a fixed t > 0: Suppose that for all k ∈ Z either (a)

‖(1 + ‖x‖)−1fk‖2,∞ ≤M or (b) [fk]2,r ≤M where r ∈ [1,∞] for some M > 0;

and |A| = ϕ0(at) (respectively |A| = ψ0(t), |A| = e−tρ
2
).

Then ∆f0 = −(α2 + ρ2)f0. Moreover under condition (a) f = P0F for some

F ∈ L2(K/M) and under (b) f0 = P0F for some F ∈ Lr(K/M) if r > 1 and

f0 = P0µ for some signed measure µ on K/M if r = 1.

(iv) Θ = Mt or Bt for a fixed t > 0: Suppose that for all k ∈ Z either (a)

‖fk‖2,∞ ≤ M or (b) [fk]2,r ≤ M for r ∈ [1,∞] for some M > 0 for all k ∈ Z;

and |A| < ϕ0(at) (respectively |A| < ψ0(t)).

Then either f0 is an eigenfunction of Mt, respectively of Bt or f0 is sum of two

eigenfunctions of Mt, respectively of Bt with eigenvalues |A| and -|A|.

The main argument of the proof of these assertions can be divided as the following:

A: Observe that parts (a) and (b) of Theorem 3.3.2 imply that when m(λ) for

λ ∈ R, takes only positive or only negative values, then f0 is an eigenfunction

of the multiplier. We note that the symbol of ∆ i.e. −(λ2 + ρ2) takes only
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negative values, while the symbol of et∆ assumes only positive values on R.

On the other hand symbols of Mt and Bt which are respectively ϕλ(at) and

ψλ(t) can have both positive and negative values.

B: The uniform norm-boundedness condition on functions fk i.e. ‖fk‖2,∞ ≤M or

‖(1 + |x|)−1fk‖2,∞ ≤M or [fk]2,r ≤M implies that each fk is an L2-tempered

distribution and

|〈fk, ψ〉| ≤ CMγ(ψ)

for some constant C > 0, for a fixed seminorm γ of C2(X) and for all ψ ∈ C2(X)

(see Proposition 1.5.1(a) and Proposition 1.6.1(e)). Thus the hypothesis of

Theorem 3.3.2 is satisfied.

C: We use the one radius theorem given in Section 3.1.3 which reduces an eigen-

function of a multiplier to an eigenfunction of ∆ in some cases.

D: Eigenfunctions of ∆ satisfying suitable condition on its growth can be realized

as the Poisson transform of an appropriate object on K/M . See Theorem 1.7.2

and Corollary 1.7.4.

Remark 3.3.3. We emphasize that in (iv) above, both of the situations, i.e.,

f0 is an eigenfunction of the multiplier or f0 is a sum of two eigenfunctions of

the multiplier are possible. Let us restrict to Θ = Mt. It is easy to construct

such examples for the particular symmetric space X = SL(2,C)/SU(2), for which

ϕλ(at) = sin(2λt)/λ sinh(2t) ( [41, p. 433]). The function λ 7→ ϕλ(at) is an even

oscillating function on R with decay. We can consider it as a function on R+. If

|A| < ϕ0(at) is sufficiently close to ϕ0(at), then it is possible that ϕλ(at) 6= −|A| for

any λ ∈ R. Hence for such an A in the hypothesis of (iv), f0 will be an eigenfunction

of Mt. On other hand if |A| is small compared to ϕ0(at), then it is clear that there

can be finitely many distinct λ ∈ R+, where ϕλ(at) assumes the values |A| and −|A|.
Suppose that for λ1, λ2 ∈ R+ with λ1 6= λ2, ϕλ1(at) = A and ϕλ2(at) = −A. Let us

take fk(x) = ϕλ1(x)+(−1)|k|ϕλ2(x) for k ∈ Z. Then Mtfk = Afk+1 and the sequence

{fk}k∈Z satisfies the hypothesis of (iv) above, but f0 is sum of two eigenfunctions of

Mt with eigenvalues |A| and −|A|.
For an arbitrary rank one symmetric space X, we can use the same argument,

both for sphere and ball averages. Fixing a t > 0, we consider the map λ 7→ ϕλ(at)

for Mt and the map λ 7→ ψλ(t) for Bt and momentarily call both of these functions

h. Then h is an even function on R, hence can be considered as a function on R+.

Relating h to Jacobi functions (see (1.3.1), (1.3.5)) and using properties of Jacobi
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functions (see e.g. [79, Proposition 2.2, page 235]), we conclude that λ 7→ h(λ) is a

damp oscillation on R+, decaying to 0 as λ→∞. Therefore again we can argue as

above to conclude that we cannot get rid of any of the two possibilities. Lastly, we

stress that the example of fk given above shows that in this case we cannot arrive

at the conclusion that f0 is an eigenfunction of ∆.

So far in this section (in Theorem 3.3.2 and its consequences), we have dealt

with multipliers whose symbols are real valued. Below we shall consider multipliers

with complex valued symbols. Along with those we have already taken up in this

section, the result we aim at will accommodate more multipliers, e.g. real sum of

odd degree monomials in i∆, heat operator with complex time i.e. ez∆ with <z > 0.

We shall now state the result.

Theorem 3.3.4. Let {fk}k∈Z be a bi-infinite sequence of measurable functions on

X and Θ : C2(X) → C2(X) be a multiplier with (possibly complex valued) symbol

m(λ) ∈ C∞(R). Suppose that for all k ∈ Z, ‖fk‖2,∞ ≤ M and Θfk = Afk+1

for constants M > 0, A ∈ C. If {λ ∈ R | |m(λ)| = |A|} is finite, then f0 can

be uniquely written as f0 = g1 + g2 + · · · + gr for functions gi, i = 1, · · · , r on X

satisfying Θgi = Aigi, where Ai ∈ C are distinct and |Ai| = |A|. Further if m(λ) = c,

a constant for all λ ∈ E, then f0 is an eigenfunction of Θ with eigenvalue c.

We shall prove Theorem 3.3.4 through these intermediate steps, written as lemma

and proposition.

Lemma 3.3.5. Let λ1, λ2, · · · , λk be distinct nonzero real numbers and P0, P1, P2, · · · , Pk
be polynomials. If P0(∂λ)ϕλ|λ=0 + P1(∂λ)ϕλ|λ=λ1 + · · · + Pk(∂λ)ϕλ|λ=λk ∈ L2,∞(X),

then P0 = 0 and Pi, i = 1, . . . , k are constant polynomials.

Proof. Without loss of generality we assume that each Pi 6= 0 for 0 ≤ i ≤ k. Let ni

be the degree of Pi and Ni = maxj 6=i nj. Let

f = P0(∂λ)ϕλ|λ=0 + · · ·+ Pk(∂λ)ϕλ|λ=λk .

Choose a function ψ ∈ C2(G//K) such that: ∂jλψ̂|λ=λi = 0 for 1 ≤ i ≤ k, 0 ≤ j ≤ N0;

∂jλψ̂|λ=0 = 0 for 0 ≤ j < n0; and (∂n0
λ ψ̂)(0) 6= 0. Then,

f ∗ ψ = P0(∂λ)(ϕλ ∗ ψ)|λ=0 + P1(∂λ)(ϕλ ∗ ψ)|λ=λ1 + · · ·+ Pk(∂λ)(ϕλ ∗ ψ)|λ=λk

= P0(∂λ)(ψ̂(λ)ϕλ)λ=0 + P1(∂λ)(ψ̂(λ)ϕλ)|λ=λ1 + · · ·+ Pk(∂λ)(ψ̂(λ)ϕλ)|λ=λk

= C{ϕλ∂n0
λ (ψ̂(λ)}|λ=0

= Cϕ0(∂n0
λ ψ̂)(0).
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Since by the hypothesis f ∈ L2,∞(X) and ψ ∈ C2(G//K), it follows that (see

[69, Proposition 3.2 (iv)]) f ∗ ψ ∈ L2,∞(X). This leads to the conclusion that

ϕ0 ∈ L2,∞(X) which is a contradiction (see Proposition 1.7.1). Hence P0 = 0.

Using similar arguments and the fact that ∂λϕλ|λ=λ0 6∈ L2,∞(X) for any λ0 > 0

( [69, Lemma 4.5]), it can be shown that Pi, 1 ≤ i ≤ k are constant polynomials.

Lemma 3.3.6. Let T be a radial L2-tempered distribution on X such that distribu-

tional support of T̂ is {λ1, λ2, · · · , λk}, then T = P1(∂λ)ϕλ|λ=λ1 + P2(∂λ)ϕλ|λ=λ2 +

· · ·+ Pk(∂λ)ϕλ|λ=λk for some polynomials P1, P2, · · · , Pk. In particular if T is given

by a measurable function f ∈ L2,∞(G//K), then f = c1ϕλ1 + c2ϕλ2 + · · ·+ ckϕλk for

some constants c1, c2, · · · , ck.

Proof. As Supp T̂ = {λ1, λ2, · · · , λk}, it follows that (see [68, Theorem 6.25]), there

exist polynomials Pi for 1 ≤ i ≤ k such that

T̂ =
k∑
i=1

Pi(∂λ)δλi

where δλi is the Dirac mass at λi. But if S = Pi(∂λ)ϕλ|λ=λi , it is easy to see that

Ŝ = Pi(∂λ)δλi . By injectivity of the spherical Fourier transform of L2-tempered

distribution we conclude that

T = P1(∂λ)ϕλ|λ=λ1 + P2(∂λ)ϕλ|λ=λ2 + · · ·+ Pk(∂λ)ϕλ|λ=λk .

If T is given by a measurable function f ∈ L2,∞(G//K), then owing to Lemma 3.3.5

we get f = c1ϕλ1 + c2ϕλ2 + · · ·+ ckϕλk for some constants c1, c2, · · · , ck.

Remark 3.3.7. From the proof of the previous result, Propositions 1.7.1 and 1.4.1

it is clear that 0 /∈ Supp f̂ if f ∈ L2,∞(G//K) and Supp f̂ is finite.

Proposition 3.3.8. Let f be a measurable function on X which can be written as

a finite sum f = f1 + f2 + · · ·+ fn where for some linear operator Θ, Θfi = αifi for

i = 1, · · · , n with α1, α2, · · · , αn ∈ C distinct. Then

(Θ− α1I)(Θ− α2I) · · · (Θ− αnI)f = 0. (3.3.5)

Conversely, if a measurable function f on X satisfies (3.3.5) for distinct α1, . . . , αn ∈
C, then f can be uniquely written as a finite sum of eigenfunctions of Θ correspond-

ing to the eigenvalues α1, α2, · · · , αn.
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Proof. To prove the direct side we note that when n = 1, the result is trivially true.

We shall use induction on n. We assume that the result is true for n = m− 1. Let

f = f1 + f2 + · · ·+ fm with Θfi = αifi, 1 ≤ i ≤ m. Then f − f1 =
∑m

j=2 fj is a sum

of m− 1 eigenfunctions. By induction hypothesis

(
m∏
j=2

(Θ− αjI))(f − f1) = 0.

Applying (Θ− α1I) to this equality, we get the result.

To prove the converse, we define polynomials

Pi(x) =
∏
j 6=i

x− αj
αi − αj

, for 1 ≤ i ≤ n.

It is easy to see that Pi(αj) = δij for 1 ≤ i, j ≤ n, where δij is the Kronecker

delta and P1 + P2 + · · · + Pn = 1. Indeed, if P = P1 + P2 + · · · + Pn − 1, then

P is a polynomial of degree n − 1, with n roots (namely αi, 1 ≤ i ≤ n). Hence

P = 0. Let fi = Pi(Θ)f for 1 ≤ i ≤ n. If f satisfies (3.3.5), then it is clear that

(Θ − αiI)Pi(Θ)f = 0. Hence Θ(Pi(Θ)f) = αiPi(Θ)f . Therefore Θfi = αifi for

1 ≤ i ≤ n. Since P1 + P2 + · · · + Pn = 1, we have f = f1 + f2 + · · · + fn. Lastly,

to prove the uniqueness of the representation f = f1 + f2 + · · · + fn, we note that

Θjf = αj1f1 +αj2f2 + · · ·+αjnfn for 1 ≤ j < n, which can be written as the following

matrix equation.
1 1 · · · 1

α1 α2 · · · αn
...

...
...

...

αn−1
1 αn−1

2 · · · αn−1
n



f1

f2

...

fn

 =


f

Θf
...

Θn−1f

 .

As αi are distinct, the square matrix above is invertible. Thus fi for 1 ≤ i ≤ n are

uniquely determined in terms of f,Θf, · · · ,Θn−1f .

We shall now complete the proof of Theorem 3.3.4.

Proof of Theorem 3.3.4. If we assume that fk, k ∈ Z are radial, then from Lemma

3.3.1(iii), we get that distributional support of f̂0 is contained in the set E = {λ ∈
R | |m(λ)| = |A|}. Let E = {λ1, λ2, · · · , λn}. By Lemma 3.3.6, we get that f0 =

c1ϕλ1 + c2ϕλ + · · ·+ cnϕλ. Writing those ϕλ’s together which have same eigenvalues

(i.e. m(λ)) for Θ, we get that f0 = g1 + g2 + · · · + gr where g1, g2, · · · , gr are the
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eigenfunctions for Θ corresponding to distinct eigenvalues say A1, A2, · · · , Ar. Hence

appealing to Proposition 3.3.8, we get that (Θ−A1I)(Θ−A2I) · · · (Θ−ArI)f0 = 0.

Rest of the argument is similar to one in the proof of Theorem 3.3.2. We include

a quick sketch. If the sequence {fk} (whose elements fk are not necessarily radial)

satisfies the hypothesis, then for any y ∈ G, the sequence {R(`yfk)}k∈Z is a sequence

of radial functions which satisfies the hypothesis. Hence by the first part of the

proof, (Θ − A1I)(Θ − A2I) · · · (Θ − ArI)R(`yf0) = 0 for every y ∈ G. Therefore

R(`y(Θ− A1I)(Θ− A2I) · · · (Θ− ArI)f0) = 0 for every y ∈ G. Hence we get that

(Θ − A1I)(Θ − A2I) · · · (Θ − ArI)f0 = 0. Applying Proposition 3.3.8, we have the

desired conclusion. The last part of the assertion is immediate.

The following are versions of the result listed as (i) after Theorem 3.3.2. The first

one captures eigenfunctions with eigenvalues in (−∞,−ρ2) and the second targets

those with eigenvalue −ρ2. While a bi-infinite sequence {fk}k∈Z is used in (i), here

we shall use a sequence {fk}k∈Z+ of functions.

Theorem 3.3.9. Let z0 = α2 + ρ2 ± iβ for some α ∈ R× and β > 0. Let {fk}k∈Z+

be a sequence of measurable functions on X such that for all k ∈ Z+, ‖fk‖2,∞ ≤M

and (∆ + z0I)fk = Afk+1 for constants M > 0 and A ∈ C with |A| = β. Then

f0 = PαF for some F ∈ L2(K/M).

Proof. As the previous result we may assume that fk are radial. Let Θ = ∆ + z0I.

Then Θ is a multiplier with symbol α2 − λ2 ± iβ. From Lemma 3.3.1(i) it follows

that Supp f̂0 ⊆ {α,−α}. Hence by Lemma 3.3.6, f0 = cϕα, in particular ∆f0 =

−(α2 + ρ2)f0. Rest is an application of Corollary 1.7.4(ii).

Theorem 3.3.10. Suppose that for all k ∈ Z+, ∆fk = Afk+1 for a constant A ∈ C
with |A| = ρ2. If some constant M > 0, either (a) ‖(1 + |x|)−1fk‖2,∞ ≤ M , or (b)

[fk]2,r ≤M for 1 ≤ r ≤ ∞, then ∆f0 = −ρ2f0. We further conclude the following.

(i) If {fk}k∈Z+ satisfies (a), then f0 = P0F for some F ∈ L2(K/M).

(ii) If {fk}k∈Z+ satisfies (b) with r > 1, then f0 = P0F for some F ∈ Lr(K/M).

(iii) If {fk}k∈Z+ satisfies (b) with r = 1, then f0 = P0ν for a signed measure ν on

K/M .

Proof. It is enough to prove the assertion assuming that fk are radial. The result can

be extended to the general case by argument used in Theorem 3.2.3 (a). Let Θ = ∆,

which has the symbol m(λ) = −(λ2 +ρ2). Since (a) and (b) in the hypothesis imply
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that fk are L2-tempered distributions (see Proposition 1.5.1), we have by Lemma

3.3.1(i) that distributional support of f̂0 is contained in the set

{λ ∈ R | |m(λ)| ≤ |A|} = {λ ∈ R | |λ2 + ρ2| ≤ ρ2} = {0} = {λ ∈ R | |m(λ)| = |A|}.

From this it can be verified (see the proof of Theorem 3.3.2 (a) for the required line

of argument) that, ∆f0 = −ρ2f0. Realization of f0 as the Poisson transform follows

from Corollary 1.7.4(i) and Theorem 1.7.2.

3.4 Comments on the sharpness of the results

We conclude this chapter pointing out that the growth estimates and the condition

on the constant A, used in various results are not arbitrary. We shall take up

Corollary 3.2.6 for the spherical mean value operator Mt only for this discussion.

For other cases, the argument will be similar. We recall that a nonzero eigenfunction

f0 of ∆ cannot be contained in Lp,r(X) with any p < 2. Thus we have to take

fk ∈ Lq,r(X) with q ≥ 2. If we take fk ∈ Lq
′,r(X), with either 1 ≤ p < q ≤ 2 and

1 ≤ r ≤ ∞ or q = p and 1 ≤ r < ∞, then any fk cannot be an eigenfunction of ∆

with the eigenvalue −4ρ2/pp′, without being identically 0 (see Proposition 1.7.1).

The only possibility we are left with is fk ∈ Lq
′,r(X), with 1 ≤ q < p ≤ 2 and

1 ≤ r ≤ ∞. For this case, we can find λ1, λ2 ∈ Sq with λ1 6= ±λ2 and |ϕλ1(at)| =

|ϕλ2(at)| = ϕiγpρ(at) (see Lemma 3.2.2). Suppose that ϕλ1(at) = ϕiγpρ(at)e
iθ1 and

ϕλ2(at) = ϕiγpρ(at)e
iθ2 . We define

fk = eikθ1ϕλ1 + eikθ2ϕλ2 for k ∈ Z.

Then

Mtfk = eikθ1Mtϕλ1 + eikθ2Mtϕλ2 = ϕiγpρ(at)fk+1.

It can be verified that the sequence {fk}k∈Z satisfies the hypothesis of the theorem

with ‖ ·‖q′,r-norm replacing ‖ ·‖p′,∞-norm. However, f0 is clearly not an eigenfunction

of ∆. Thus the only suitable Lorentz norm in this case is the ‖ · ‖p′,∞-norm.

It is also clear from Theorem 3.2.3 (b) and the example given to establish The-

orem 3.2.3 (c), that taking an A ∈ C with |A| 6= ϕiγpρ(at) in the hypothesis of

Corollary 3.2.6 is not meaningful.
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Chapter 4

Mean value property in limit, a

result of Plancherel–Pólya and

Benyamini–Weit

In this chapter we set our task to obtain analogues of the theorems of Plancherel-

Pólya and Beniyamini-Weit (Theorem 0.2.6 and Theorem 0.2.7) for ball, sphere

and shell (i.e. annular region) averages of functions f on X which characterize

eigenfunctions of ∆ with arbitrary eigenvalues, instead of only harmonic functions.

In these results, no restriction on the growth of f will be assumed. Using them

we shall prove versions for functions in appropriate Lebesgue class, where pointwise

convergence of the averages (as radius tend to infinity) will be replaced by norm

convergence.

4.1 Ball-MVP in limit for functions without growth

restriction

4.1.1 Statements of the results

We retain the notation used in the previous chapters. We recall, in particular that

X is a rank one Riemannian symmetric space of noncompact type, B(o, r) is the

geodesic ball of radius r > 0 centered at the origin o in X, |B(o, r)| is its volume

and χB(o,r) is its indicator function. For a fixed λ ∈ C, let

V λ
r =

∫
B(o,r)

ϕλ(x) dx =

∫ r

0

ϕλ(at)J(t) dt,
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where J(t) denotes the Jacobian of the polar decomposition (see Section 1.2) and

mλ
r = (V λ

r )−1χB(o,r).

For a function f , by abuse of language, f ∗mλ
r will be frequently referred to as the

ball-average, when λ is fixed. Sphere and shell-average which will be taken up in

sections 4.2 and 4.3 will have similar connotations.

Main result of this section is the following analogue of Theorem 0.2.6.

Theorem 4.1.1. Suppose that for a function f ∈ L1
loc(X) and a λ ∈ C,

lim
r→∞

f ∗mλ
r (x)→ g(x)

for some function g on X and for every x ∈ X. If there is a positive function

ψ ∈ L1
loc(X) and a positive function r0 ∈ L∞loc(X) such that |f ∗ mλ

r (x)| ≤ ψ(x)

whenever r ≥ r0(x), then ∆g = −(λ2 + ρ2)g.

We also state a simpler version which is structurally similar to Theorem 0.2.7.

Theorem 4.1.2. Fix a λ ∈ C. Let f, g be two continuous functions on X. If

for all x ∈ X, f ∗ mλ
r (x) → g(x) as r → ∞ uniformly on compact sets, then

∆g = −(λ2 + ρ2)g.

It follows from (1.2.8), (1.2.9) that for large r > 0,

V iγpρ
r � e

2ρr
p for 0 < p < 2, and V 0

r � reρr. (4.1.1)

In fact, except for nonzero real λ, the quantity V λ
r is nonzero for large r. For nonzero

real λ, the situation is more delicate as V λ
r can be zero for a countable discrete set

of r. So we have to consider r →∞ avoiding these points. See Remark 4.1.8 below

for more details which will justify the statements. We shall prove these results in

Subsection 4.1.4 after gathering necessary ingredients.

4.1.2 Convexity of distance

We recall that the distance function is convex for hyperbolic spaces X. It is indeed

a very general phenomenon ( [16, p. 176, Prop 2.2, Chap II]). The result we shall

use is the following.

Proposition 4.1.3. If X is a CAT(0) space, then the distance from a point x0 ∈ X,

x 7→ d(x0, x) is a convex function from X → R, i.e. given any geodesics γ : [0, 1]→
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X, parameterized proportional to arc length, the following inequality holds for all

t ∈ [0, 1] :

d(x0, γ(t)) ≤ (1− t)d(x0, γ(0)) + td(x0, γ(1)).

Note that Riemannian manifolds of non-positive curvatures (hence in particular

all rank one Riemannian symmetric spaces of noncompact type and Damek–Ricci

spaces) are CAT(0) spaces. See also [8, p. 24, Chap 1, Prop 5.4].

4.1.3 Characterization of eigenfunctions by the mean value

property

We recall that for a suitable function f on X, its mean value on the geodesic sphere

of radius t > 0 is denoted by Mtf(x) and is defined by

Mtf(x) =

∫
K

f(xkat) dk.

We note that Mtf is also a function on X and Mtf(x) = f ∗ σt(x) where σt denotes

the normalized surface measure of the geodesic sphere of radius t. Note that we can

also define

Myf(x) =

∫
K/M

f(xky) dk for y ∈ G.

Then it is clear that My = Mt where d(o, yK) = t. Eigenfunctions of ∆ can be

characterized through the following generalized mean value theorem [41, p. 402,

Prop. 2.4], [42, p. 76, Prop 2.6; p. 414, Cor 2.3].

Proposition 4.1.4. Let f be a continuous function on X and λ ∈ C. Then f

satisfies ∆f = −(λ2 + ρ2)f if and only if Myf(x) = f(x)ϕλ(y) for all x, y ∈ X.

It is indeed enough to assume this mean value property for almost all “radii”

taken from a neighbourhood of the origin of X = G/K. To establish this, let us

rewrite the main argument of the converse side. Precisely, we have the following

proposition.

Proposition 4.1.5. Let f ∈ L1
loc(X) and λ ∈ C. Let f satisfy Myf(x) = f(x)ϕλ(y)

for almost every x ∈ X and for almost every y ∈ No for some neighbourhood No of

the origin o in X, then ∆f = −(λ2 + ρ2)f .

Proof. We take a ball B(o, r) of radius r with center o inside No and a radial func-

tion h ∈ C∞c (X) with its support contained inside B(o, r) ⊂ No which satisfies
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∫
B(o,r)

ϕλ(z)h(z) dz = 1. Then for almost every x ∈ X,

f ∗ h(x) =

∫
G

f(xz)h(z) dz

=

∫ r

0

∫
K

f(xkat)h(at)J(t) dk dt

= f(x)

∫ r

0

ϕλ(at)h(at)J(t) dt

= f(x).

Therefore My(f ∗h)(x) = (f ∗h)(x)ϕλ(y). We can thus assume that f is smooth.

Consequently, for any fixed x, y 7→Myf(x) is a smooth function and

Myf(x) =

∫
K

f(xky) dk = f(x)ϕλ(y) for all x ∈ X, and for all y ∈ No. (4.1.2)

We define Fx(y) = Myf(x). Then clearly Fx is a function on X and

∆yFx(y) = f(x)∆yϕλ(y) = −(λ2 + ρ2)f(x)ϕλ(y) (4.1.3)

for all x ∈ X and y ∈ No. Here we write ∆y for ∆ to emphasize that ∆ is acting on

Fx which is a function in y variable. Hence in particular ∆yFx(o) = −(λ2 +ρ2)f(x).

On the other hand from (4.1.2) we have

∆yFx(y) = ∆y

∫
K

f(xky) dk =

∫
K

∆yf(xky)dk =

∫
K

(∆f)(xky)dk

by translation invariance of ∆ and hence

∆yFx(o) =

∫
K

(∆f)(xk)dk = ∆f(x). (4.1.4)

From (4.1.3) and (4.1.4) we get

∆f(x) = −(λ2 + ρ2)f(x).

4.1.4 Proof of the main results

We shall first prove Theorem 4.1.2. We shall isolate a few steps of the proof in the

following lemmas.
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Lemma 4.1.6. Let x0 ∈ X and r > d(x0, o) be fixed. Suppose that for some s0 > 0,

d(x0, as0) = r. Then for any positive s, d(x0, as) > r if and only if s > s0.

Proof. We note that by triangle inequality,

s0 = d(as0 , o) ≥ d(as0 , x0)− d(x0, o) = r − d(x0, o), (4.1.5)

and for any s2 satisfying 0 < s2 < r − d(x0, o),

d(as2 , x0) ≤ d(as2 , o) + d(o, x0) = s2 + d(o, x0) < r. (4.1.6)

To prove the converse side of the assertion, let us take a s1 > s0. Then for s2 as

above we have by (4.1.5),

s2 < r − d(x0, o) ≤ s0 < s1.

Thus we have s2 < s0 < s1, and by (4.1.6) d(as2 , x0) < r. We assume that

d(as1 , x0) ≤ r and take γ(t) = a(1−t)s2+ts1 , t ∈ [0, 1]. Then there exists a t0 ∈ [0, 1]

such that (1− t0)s2 + t0s1 = s0. Applying Proposition 4.1.3 we get

d(x0, as0) = d(x0, γ(t0)) ≤ (1− t0)d(x0, as2) + t0d(x0, as1) < (1− t0)r + t0r = r,

which contradicts the hypothesis.

We shall now prove the forward side of the assertion. We have, d(x0, as) > r

which implies that d(x0, o) + d(o, as) ≥ d(x0, as) > r, i.e. s > r− d(x0, o). Hence for

s2 as above,

s2 < r − d(x0, o) < s.

Therefore if we assume that s < s0, then we have s2 < s < s0, d(as2 , x0) < r by

(4.1.6) and d(as0 , x0) = r by the hypothesis. Applying Proposition 4.1.3 as before

we conclude that d(as, x0) < r which contradicts the hypothesis. Therefore s ≥ s0.

But d(as0 , x0) = r by hypothesis. Hence s > s0. This completes the proof of the

forward side and hence the lemma.

Lemma 4.1.7. Fix a λ ∈ C. Then there exists a sequence {rn}n∈N of positive

real numbers with rn ↑ ∞ and a δ > 0 such that for any r, s ∈ [rn − δ, rn + δ],

|V λ
r |/|V λ

s | ≤ C for some constant C independent of n, r and s.

Proof. We shall deal with three separate sets of λ which will exhaust C.

Case 1: We take complex λ such that λ /∈ R. Since ϕλ = ϕ−λ, we have V λ
r = V −λr .

Hence without loss of generality we may assume that =λ < 0. As for large t,
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sinh t � cosh t � et and φ
(α,β)
λ (at) � e(|=λ|−%)t (see (1.3.3)), from (1.3.4) we can find

r0 > 0 and constant C ′ such that |V λ
r | � eC

′r whenever r > r0. Hence for any δ > 0

and any R > 0 with R− δ > r0, for any r, s ∈ [R− δ, R+ δ] we get |V
λ
r |
|V λs |
� e2C′δ < C.

Case 2: We take λ ∈ R with λ 6= 0. It is enough to consider λ > 0 as ϕλ = ϕ−λ.

We shall use the notation of Subsection 1.3. From (1.3.4) we have

V λ
r = C sinh

m+k
2

(r
2

)
cosh

k
2

(r
2

)
uλ(r),

where

uλ(r) = sinh
m+k+2

2

(r
2

)
cosh

k+2
2

(r
2

)
φ

(α′,β′)
2λ

(r
2

)
(4.1.7)

= sinhα
′+ 1

2

(r
2

)
coshβ

′+ 1
2

(r
2

)
φ

(α′,β′)
2λ

(r
2

)
.

It follows that (see [83, (6.12)-(6.15)]),

uλ(r) = Cλ(cos(λr + θλ) + ε∗λ(r)), (4.1.8)

where Cλ > 0, θλ ∈ R and ε∗λ(r) = O(e−r). We find a t0 > 0 such that for all r > t0,

|ε∗λ(r)| < 1/4. For n ∈ N, we define rn = (2nπ − θλ)/λ and take δ = π/3λ. For

r ∈ [rn−δ, rn+δ], λr+θλ ∈ [2nπ−π/3, 2nπ+π/3], consequently cos(λr+θλ) ≥ 1/2.

Hence for large n ∈ N so that rn− δ > t0 and for r ∈ [rn− δ, rn + δ], from (4.1.8)

we have

0 < Cλ/4 ≤ uλ(r) ≤ 2Cλ.

Therefore for r, s ∈ [rn − δ, rn + δ], V λ
r and V λ

s are positive and

|V λ
r |
|V λ
s |

=
V λ
r

V λ
s

� eC
′ruλ(r)

eC′suλ(s)
≤ Ce2C′δ

for some constants C,C ′ independent of n.

Case 3: We take λ = 0. We shall use the estimate ϕ0(at) � (1 + t)e−ρt and the

estimate of the Jacobian of the polar decomposition that for s > 1, J(s) � e2ρs.

Let V1 =
∫ 1

0
ϕ0(as)J(s) ds. Then

V 0
r =

∫ r

0

ϕ0(as)J(s) ds
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= V1 +

∫ r

1

ϕ0(as)J(s) ds

� V1 +

∫ r

1

s eρs ds

� reρr for some r > r0. (4.1.9)

We choose any δ > 0. For sufficiently large R > 0 and r, s ∈ [R− δ, R + δ],

V 0
r

V 0
s

� reρr

seρs
≤ (R + δ)eρ(R+δ)

(R− δ)eρ(R−δ) .

Hence

lim sup
R

V 0
r

V 0
s

≤ Cδ

for some constant Cδ. It is now easy to get the desired sequence.

Thus for each λ ∈ C, there is a sequence {rn}n∈N of positive real numbers with

rn ↑ ∞ and there exists a δ > 0 such that for any r, s ∈ [rn−δ, rn+δ], |V λ
r |/|V λ

s | ≤ Cδ

for some constant Cδ which depends on δ and is independent of n.

Remark 4.1.8. It is clear from Case 1 and Case 3 of the lemma above, that for

a complex λ which is not a nonzero real number, there exists a constant Cλ > 0,

such that for all r > Cλ, the quantity V λ
r is nonzero. Therefore for these λ all

the statements of theorems and lemmas above, involving (V λ
r )−1, do not lead to any

confusion. However if λ is a nonzero real number, it can be easily deduced from Case

2 of Lemma 4.1.7 that V λ
r is zero for countably many radii r. Hence for the nonzero

real λ, in all the statements r →∞ is interpreted as r →∞ through R+ \D0 where

D0 is the set of these discrete zeros.

Lemma 4.1.9. Fix a λ ∈ C. Let f be a radial function in L1
loc(X) such that it

satisfies lim
r→∞

f ∗mλ
r (o) = L for some constant L. Then there exists a neighbourhood

No of the origin and a sequence {rn}n∈N of positive real numbers with rn ↑ ∞ such

that lim
n→∞

f ∗mλ
rn(x) = Lϕλ(x) for any x ∈ No.

Proof. As λ is fixed, in this proof we shall write mr for mλ
r , Vr for V λ

r etc. for

convenience. Since mr is radial, hence mr(ky) = mr(y) and mr(y
−1) = mr(y), we

have

ϕλ ∗mr(x) =

∫
X

ϕλ(xy)mr(y) dy = ϕλ(x)

∫
X

ϕλ(y)mr(y) dy = ϕλ(x).
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In particular ϕλ ∗mr(o) = 1. Take g(x) = f(x)− Lϕλ(x). Then

g ∗mr(o) = f ∗mr(o)− Lϕλ ∗mr(o) = f ∗mr(o)− L.

Therefore from the hypothesis we have g ∗mr(o)→ 0 as r →∞. It suffices to prove

that g ∗mr(x)→ 0, because

g ∗mr(x) = f ∗mr(x)− Lϕλ ∗mr(x) = f ∗mr(x)− Lϕλ(x).

Thus our modified statement to prove is the following: Let f be a radial locally

integrable function on X. If lim
r→∞

f ∗mr(o) = 0, then there exists a neighbourhood No

of the origin and positive sequence {rn}n∈N with rn ↑ ∞ such that lim
n→∞

f∗mrn(x) = 0

for any x ∈ No. Let s, t > 0. We have by triangle inequality,

d(o, a−skat) ≤ d(o, a−s) + d(a−s, a−skat) = d(o, a−s) + d(o, kat) = s+ t

and

s = d(o, a−s) ≤ d(o, a−skat) + d(a−skat, a−s)

= d(o, a−skat) + d(o, kat) = d(o, a−skat) + t.

Hence for s > 0, t > 0,

s− t ≤ d(o, a−skat) ≤ s+ t, for all k ∈ K.

Therefore for t < r, if s < r − t then d(o, a−skat) < r for all k ∈ K and if s > r + t

then d(o, a−skat) > r for all k ∈ K.

For a fixed k ∈ K and t > 0, define a continuous function α = αk in s by

α(s) = d(kat, as).

Then

α(s) < r if s < r − t and α(s) > r if s > r + t.

So there exists s0 = s0(k) ∈ [r − t, r + t] such that α(s0) = r. By Lemma 4.1.6,

s > s0 if and only if α(s) > r.

Therefore, we have for a r > 0 and 0 < t < r,

f ∗mr(at) =
1

Vr

∫
X

f(x)χBr(x
−1at) dx (4.1.10)
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=
1

Vr

∫
K

∫
a+

f(as)χBr(a−skat)J(s) ds dk

=
1

Vr

∫
K

∫ s0

0

f(as)J(s) ds dk

=

∫
K

Vs0
Vr

1

Vs0

∫ s0

0

f(as)J(s) ds dk

where s0 depends on k.

By Lemma 4.1.7, we have a sequence rn ↑ ∞ and a fixed δ > 0 such that for any

s, s′ ∈ [rn − δ, rn + δ], |Vs||Vs′ |
≤ C for some constant C independent of n. We shall

show that for this sequence {rn}n∈N and for 0 < t < δ, f ∗mrn(at)→ 0 as n→∞.

In (4.1.10) we take r = rn and 0 < t < δ. Then rn, s0 ∈ (rn − t, rn + t) ⊂
(rn − δ, rn + δ) and

|Vs0 |
|Vrn |
≤ C. Hence

|f ∗mrn(at)| ≤ C

∫
K

∣∣∣∣ 1

Vs0

∫ s0

0

f(as)J(s) ds

∣∣∣∣ dk.
By hypothesis for any given ε > 0 there is a M such that for u > M ,∣∣∣∣ 1

Vu

∫ u

0

f(as)J(s) ds

∣∣∣∣ < ε.

Thus if we take n so large that rn > M + t, then s0 = s0(k) > rn − t > M and

|f ∗mrn(at)| < Cε.

This proves the assertion for No = B(o, δ).

We shall now complete the proof of Theorem 4.1.2.

Proof of Theorem 4.1.2. Since λ is fixed, as above we shall drop the superscript λ

and write mr for mλ
r in this proof. We recall that the left translation of a function

f by x ∈ G is denoted by `xf .

The proof is now based on these observations.

(i) As mr is radial, R(f ∗mr) = R(f) ∗mr.

(ii) Since for any fixed x ∈ X, the set Kx is compact in X, from hypothesis we

conclude that f ∗mr(y)→ g(y) uniformly for y ∈ Kx. As

R(f ∗mr)(x) =

∫
K

f ∗mr(kx) dk,
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we have, R(f ∗mr)(x) → R(g)(x). Together with (i) above this gives R(f) ∗
mr(x)→ R(g)(x).

(iii) We note that `yf ∗mr(x) = `y(f ∗mr)(x) for any y ∈ G, x ∈ X. Therefore if

f ∗mr → g uniformly on compact subsets of X, then for any fixed y ∈ G,

`yf ∗mr = `y(f ∗mr)→ `yg

uniformly on compact subsets of X.

(iv) By (ii) and (iii) R(`yf) ∗mr(x)→ R(`yg)(x) for all x ∈ X and any y ∈ G.

(v) For any locally integrable function F on G/K, RF (o) = F (o).

From (iv), we have for any y ∈ G,

R(`yf) ∗mr(o)→ R(`yg)(o) = `yg(o) = g(y).

Since R(`yf) is K-biinvariant, from this and Lemma 4.1.9, we have a neighbourhood

No of the origin and positive sequence {rn}n∈N with rn ↑ ∞ such that

R(`yf) ∗mrn(x)→ g(y)ϕλ(x) for any x ∈ No.

Together with (iv) this implies that for all x ∈ No and all y ∈ G,

Mxg(y) = R(`yg)(x) = g(y)ϕλ(x).

An application of Proposition 4.1.5 now completes the proof.

Proof of Theorem 4.1.1. Our target is to reach the step (iv) of the previous proof.

The result follows from that step and Lemma 4.1.9. By the hypothesis for all

x ∈ X, y ∈ G and k ∈ K,

`y(f ∗mλ
r )(kx)→ `yg(kx) as r →∞.

We need to show that as r →∞,∫
K

`y(f ∗mλ
r )(kx)dk →

∫
K

`yg(kx)dk,

which is same as (iv) above.
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Since r0 is locally bounded, for almost every fixed x ∈ X and y ∈ G, there exists

a constant Cx,y > 0 which depends on x, y, such that r0(ykx) ≤ Cx,y for all k ∈ K.

By the hypothesis

|f ∗mλ
r (x)| ≤ ψ(x)

if r > Cx,e. Therefore |g(x)| ≤ ψ(x) for almost every x ∈ X. Hence g ∈ L1
loc(X).

Similarly by the hypothesis for almost every fixed x ∈ X, y ∈ G, k ∈ K,

|`y(f ∗mλ
r )(kx)| ≤ `yψ(kx)

whenever r > Cx,y. We also note that, k 7→ `yψ(kx) is an integrable function on K

for almost every fixed x ∈ X, y ∈ G. Therefore by dominated convergence theorem,∫
K

`y(f ∗mλ
r )(kx)dk →

∫
K

`yg(kx)dk,

which was our target.

4.2 Shell-MVP in limit for functions without

growth restriction

Aim of this section is to prove an analogue of Theorem 4.1.2 replacing ball-averages

by shell-averages. For technical reasons and for keeping the exposition simple, we

shall only consider eigenvalues in (−∞,−ρ2], vis-à-vis, the spectral parameter λ in

iR.

4.2.1 Statement of the main result

For 0 < r1 < r2, let Ar1,r2(x) denote the annulus or shell centered at x with inner

radius r1 and outer radius r2. For λ ∈ iR we define

V λ
r1,r2

:=

∫
Ar1,r2 (x)

ϕλ(x) dx

=

∫ r2

r1

ϕλ(at) J(t) dt

= V λ
r2
− V λ

r1
.
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We recall from (1.3.3) and (1.3.4) that for each λ /∈ R there exists an rλ > 0

depending on λ, such that for all r > rλ,

V λ
r � e(|=λ|+ρ)r. (4.2.1)

From (4.1.1) we also have

V 0
r � reρr for all sufficiently large r. (4.2.2)

For 0 < r1 < r2 and λ ∈ iR, let

aλr1,r2 := (V λ
r1,r2

)−1 χAr1,r2 (o).

We fix d > 0, δ > 0 and consider radii r1, r2 which satisfy

d < r2 − r1 < d+ δ.

For a continuous function f , we say

f ∗ aλr1,r2(x)→ g(x)

uniformly on compact sets as r1 →∞ with d < r2 − r1 < d+ δ, to mean that for a

compact set K of X, given an ε > 0, there exists M > 0, such that for all r1 > M

and all r2 > 0 satisfying d < r2 − r1 < d+ δ,

|f ∗ aλr1,r2(x)− g(x)| < ε

for all x ∈ K. When K = {x}, we simply write limr1→∞ f ∗ aλr1,r2(x) = g(x) with

d < r2 − r1 < d+ δ. With this notation we offer the main result of this section.

Theorem 4.2.1. Fix a λ ∈ iR, d > 0 and δ > 0. Let f be a continuous function

on X such that

f ∗ aλr1,r2(x)→ g(x)

uniformly on compact sets as r1 → ∞ with d < r2 − r1 < d + δ. Then ∆g =

−(λ2 + ρ2)g.
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4.2.2 Proof of the main result

Following lemma is an intermediate step. Below λ, d, δ and aλr1,r2 are as in Theorem

4.2.1. For convenience, we shall write r1 →∞ to mean r1 →∞ with d < r2 − r1 <

d+ δ.

Lemma 4.2.2. Let µj = aλ
j,j+d+ δ

2

for j ∈ N. Let f be a radial continuous function

on X such that it satisfies lim
r1→∞

f ∗ aλr1,r2(o) = L. Then there exists a neighbourhood

No of the origin such that lim
j→∞

f ∗ µj(x) = Lϕλ(x) for any x ∈ No.

Proof. As λ is fixed we shall write ar1,r2 for aλr1,r2 and Vr1,r2 for V λ
r1,r2

, unless it is

required to mention λ. It is also easy to see that ϕλ ∗ ar1,r2(x) = ϕλ(x) and hence

in particular ϕλ ∗ ar1,r2(o) = 1.

Take g(x) = f(x)− Lϕλ(x). Then

g ∗ ar1,r2(o) = f ∗ ar1,r2(o)− Lϕλ ∗ ar1,r2(o) = f ∗ ar1,r2(o)− L.

Therefore the modified hypothesis is g∗ar1,r2(o)→ 0. Using this hypothesis we shall

show that g ∗ µj(x)→ 0 as j →∞. Indeed this is enough, because,

g ∗ µj(x) = f ∗ µj(x)− Lϕλ ∗ µj(x) = f ∗ µj(x)− Lϕλ(x).

Thus our modified statement to prove is the following:

Let f be a radial continuous function on X. If lim
r1→∞

f ∗ ar1,r2(o) = 0, then there

exists a neighbourhood No of the origin such that lim
j→∞

f ∗µj(x) = 0 for any x ∈ No.

As f is radial, it follows from polar decomposition that

f ∗ ar1,r2(o) =
1

Vr1,r2

∫
K

∫ r2

r1

f(kas)J(s) ds dk

=
1

Vr1,r2

∫
K

∫ r2

r1

f(as)J(s) ds dk

=
1

Vr1,r2

∫ r2

r1

f(as)J(s) ds.

Hence from hypothesis we have

lim
r1→∞

1

Vr1,r2

∫ r2

r1

f(as)J(s) ds = 0 whenever d < r2 − r1 < d+ δ. (4.2.3)
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Fix x ∈ X with |x| < δ
4
. For t ≥ 0 and k ∈ K, we claim that

t− |x| ≤ |a−tkx| ≤ t+ |x|, (4.2.4)

as

|a−tkx| = d(0, a−tkx) ≤ d(0, a−tk) + d(a−tk, a−tkx) = t+ |x|

and

t = d(0, a−tk) ≤ d(0, a−tkx) + d(a−tkx, a−tk) = |a−tkx|+ |x|.

From (4.2.4) it follows that

|a−tkx| > r2 if t > r2 + |x| and |a−tkx| < r2 if t < r2 − |x|.

Hence by continuity and by Lemma 4.1.6 for fixed k ∈ K, we can find a unique

tk ∈ (r2 − |x|, r2 + |x|) with |a−tkkx| = r2 and |a−tkx| < r2 if and only if t < tk.

Similarly for fixed k ∈ K, we can find a unique sk ∈ (r1 − |x|, r1 + |x|) with

|a−skkx| = r1 and |a−tkx| < r1 if and only if t < sk. Clearly sk < tk and

r2 − r1 − 2|x| < tk − sk < r2 − r1 + 2|x|. (4.2.5)

Therefore

|f ∗ ar1,r2(x)| =

∣∣∣∣ 1

Vr1,r2

∫
S

f(y)χAr1,r2 (y−1x)dy

∣∣∣∣ (4.2.6)

=

∣∣∣∣ 1

Vr1,r2

∫
K

∫
R+

f(kat)χAr1,r2 (a−tkx)J(t) dt dk

∣∣∣∣
=

∣∣∣∣ 1

Vr1,r2

∫
K

∫ tk

sk

f(at)J(t) dt dk

∣∣∣∣
=

∣∣∣∣∫
K

Vsk,tk
Vr1,r2

1

Vsk,tk

∫ tk

sk

f(at)J(t) dt dk

∣∣∣∣
≤

∫
K

Vr1−|x|,r2+|x|

Vr1,r2

∣∣∣∣ 1

Vsk,tk

∫ tk

sk

f(at)J(t) dt

∣∣∣∣ dk.
We recall that there exists rλ > 0 and Cλ ∈ R such that V λ

r � eCλr for 0 6= λ ∈ iR
and V 0

r � reC0r for all r > rλ ( see (4.1.1)). Hence there exists r0 > 0 such that

Vr1−|x|,r2+|x|/Vr1,r2 ≤ Cx for some constant Cx whenever r1 > r0. Hence from (4.2.6)

we get for r1 > r0,

|f ∗ ar1,r2(x)| = Cx

∫
K

∣∣∣∣ 1

Vsk,tk

∫ tk

sk

f(at)J(t) dt

∣∣∣∣ dk (4.2.7)
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If r1 = j and r2 = j + d+ δ
2

in (4.2.6), then from (4.2.5) we get

d < tk − sk < d+ δ. (4.2.8)

From (4.2.3), (4.2.7) and (4.2.8), it follows that lim
j→∞

f ∗µj(x)→ 0 as j →∞.

Completion of proof of Theorem 4.2.1. Let {hi}i∈N be a sequence of continuous

functions converging uniformly to h over compact sets. Then we have the following

observations.

(a) For any fixed x ∈ G, `xhi → `xh as i→∞ uniformly over compact sets.

(b) R(hi)→ R(h) pointwise as i→∞ .

Fix a point x ∈ G. By the hypothesis and observations (a), (b) we have

`x(f ∗ ar1,r2)→ `xg

uniformly on compact sets as r1 →∞ and

R(`x(f ∗ ar1,r2))→ R(`xg),

pointwise as r1 →∞. Since R(`xf) ∗ ar1,r2 = R(`x(f ∗ ar1,r2)), we have

R(`xf) ∗ ar1,r2 → R(`xg),

pointwise as r1 → ∞. In particular R(`xf) ∗ ar1,r2(o) → R(`xg)(o), where o is the

origin of X. By Lemma 4.2.2 (and using its notation), there exists a neighbourhood

No of o, such that for all y ∈ No,

lim
j→∞

R(`xf) ∗ µj(y) = R(`xg)(o)ϕλ(y).

Hence R(`xg)(y) = R(`xg)(o)ϕλ(y) for all y ∈ No. But as Myg(x) = R(`xg)(y),

we have Myg(x) = g(x)ϕλ(y) for all y ∈ No. Proposition 4.1.5 now asserts that

∆g = −(λ2 + ρ2)g.

4.2.3 Not a mean value operator

We conclude this section with an example of a right convolution operator which is

not a mean value operator, yet shares the property with ball and shell-averages in
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the limit. Fix 0 < α < β and a complex number λ which is not a nonzero real

number. We define for every t > 0,

ωλt (x) = (V λ
αt,βt)

−1
χB(o,βt)(x).

Then right-convolution by ωλt is not a mean value operator, e.g. in general for a

harmonic function f , f ∗ ωiρt 6= f . However we shall see that it has the property in

the limit.

Proposition 4.2.3. Let 0 < α < β and λ /∈ R \ {0} be fixed. If for a continuous

function f on X such that limt→∞ f ∗ωλt (x)→ g(x) uniformly on compact sets, then

∆g = −(λ2 + ρ2)g.

Proof. From (4.2.1) and (4.2.2) it follows that

lim
t→∞

V λ
αt

V λ
βt

= 0. (4.2.9)

We also note that

1

V λ
βt

∫
B(x,βt)

f(y) dy =
V λ
αt,βt

V λ
βt

1

V λ
αt,βt

∫
B(x,βt)

f(y) dy

=

(
1− V λ

αt

V λ
βt

)
1

V λ
αt,βt

∫
B(x,βt)

f(y) dy. (4.2.10)

Therefore limr→∞ f ∗mλ
r (x)→ g(x) uniformly on compact sets. Applying Theorem

4.1.2 we get the desired result.

Remark 4.2.4. From (4.2.9) and (4.2.10) it follows that for a locally integrable

function f on X and x ∈ X, limt→∞ f ∗ωλt (x)→ L if and only if limr→∞ f ∗mλ
r (x)→

L, where ωλt is as defined in the proposition above.

4.3 Sphere-MVP in limit for functions without

growth restriction

In this section we shall prove an analogue of Theorem 4.1.2 for sphere averages. We

shall see that the result can actually be proved for an arbitrary normalized measure

on K/M , in particular for surface measure on sphere. Let X be a Riemannian

symmetric space of non-compact type of rank one and σt be the normalized surface

90



measure of geodesic sphere of radius t with center at the origin o = eK. We recall

that the average of a function f on a sphere of radius t > 0 is

Mtf(x) = f ∗ σt(x) =

∫
K

f(xkat) dk =

∫
K

f(xky) dk = Myf(x),

where σt is the normalized surface measure on the sphere of radius t and y ∈ X

satisfies |y| = d(y, o) = t. The statement we aim to prove is the following.

Theorem 4.3.1. Fix a λ ∈ C. Let µ be a finite (normalized) Borel measure on

K/M . If for two functions f, g ∈ C(X),

1

ϕλ(y)

∫
K

f(xky) dµ(k)→ g(x)

uniformly on compact sets of X as |y| → ∞, then ∆g = −(λ2 + ρ2)g.

See [80] for the result on Rn characterizing harmonic function.

Remark 4.3.2. We recall that ϕλ(y) is positive for λ ∈ iR and for λ /∈ R, ϕλ(y) 6= 0

when |y| is sufficiently large (see (1.2.7)). However for nonzero real λ, ϕλ(y) = 0 for

a set of measure zero of y. Hence for those λ, the statement of Theorem 4.3.1, is in-

terpreted as |y| → ∞ avoiding a discrete set of positive real numbers. See statement

of Theorem 4.1.1 for similar situation and Remark 4.1.8 for the interpretation.

If µ is the normalized surface measure σ on the unit sphere and σλt = ϕλ(at)
−1σt,

where σt is as defined above, then the result in Theorem 4.3.1 reduces to an analogue

of Theorem 4.1.2 which reads as follows.

Theorem 4.3.3. If for a λ ∈ C and for two functions f, g ∈ C(X),

f ∗ σλr → g

uniformly on compact sets of X as r →∞, then ∆g = −(λ2 + ρ2)g.

4.3.1 Proof of Theorem 4.3.1

We shall slur over the difference between a compact subset K of G and its projection

π(K) on X. As in other places we shall not distinguish between integration on K/M

and that on K. The following functional equation will be used frequently:∫
K

ϕλ(xky) dk = ϕλ(x)ϕλ(y). (4.3.1)
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First we shall show that it is enough to prove the result for the surface measure

σ. Since y converges to ∞ through any direction, we can replace y by k1y for any

k1 ∈ K, to get from the hypothesis that as |y| → ∞,

1

ϕλ(y)

∫
K

∫
K

f(xkk1y) dµ(k) dk1 → g(x).

Since
∫
K
dµ(k) = 1, the left side reduces to

1

ϕλ(y)

∫
K

∫
K

f(xkk1y) dk1 dµ(k) =
1

ϕλ(y)

∫
K

f(xk1y) dk1.

Therefore our modified aim is the following which is Theorem 4.3.3 stated in a

different way:

Theorem 4.3.4. Fix a λ ∈ C. If for two functions f, g ∈ C(X),

1

ϕλ(y)

∫
K

f(xky) dk → g(x)

uniformly on compact sets of X as |y| → ∞, then ∆g = −(λ2 + ρ2)g.

Rest of the subsection is devoted to the proof of this theorem.

Proof of 4.3.4. Observe that the theorem will be proved if we can show

Mz(g) = ϕλ(z)g

for all z ∈ G (or for z ∈ G with |z| < ε for some ε > 0) (see Proposition 4.1.5). We

shall divide the proof in two cases.

Case 1: We take λ ∈ C \ R×. Fix z ∈ G. We shall verify that

1

ϕλ(y)
Mz(Myf)→Mzg (4.3.2)

uniformly on compact sets of X as |y| → ∞.

Let us fix a compact subset K of G. Then K̃ = KKz is also a compact subset of

G. By the hypothesis for a given ε > 0 we have a ro > 0 such that if |y| > ro, then∣∣∣∣ 1

ϕλ(y)

∫
K

f(wky) dk − g(w)

∣∣∣∣ < ε for all w ∈ K̃.
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Take x ∈ K. Then xk1z ∈ K̃, for k1 ∈ K. Hence for |y| > ro we have∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)−Mzg(x)

∣∣∣∣
=

∣∣∣∣ 1

ϕλ(y)

∫
K

∫
K

f(xk1zk2y) dk2 dk1 −
∫
K

g(xk1z) dk1

∣∣∣∣
=

∣∣∣∣∫
K

[
1

ϕλ(y)

∫
K

f(xk1zk2y) dk2 − g(xk1z)

]
dk1

∣∣∣∣
≤
∫
K

∣∣∣∣ 1

ϕλ(y)

∫
K

f(xk1zk2y) dk2 − g(xk1z)

∣∣∣∣ dk1

<ε.

This completes the verification that

1

ϕλ(y)
Mz(Myf)→Mzg

uniformly on the compact set K as |y| → ∞, which is asserted above.

We fix a compact subset K of G. From the hypothesis we know that there exists

ro > 0 such that if |w| > ro, then∣∣∣∣ 1

ϕλ(w)

∫
K

f(xkw)dk − g(x)

∣∣∣∣ < ε

ϕi=λ(z)
for all x ∈ K.

Take |y| > ro + |z|. Then∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣
=

∣∣∣∣ 1

ϕλ(y)

∫
K

∫
K

f(xk1zk2y) dk2 dk1 − ϕλ(z)g(x)

∣∣∣∣
=

∣∣∣∣ 1

ϕλ(y)

∫
K

∫
K

f(xk1zk2y) dk1 dk2 − ϕλ(z)g(x)

∣∣∣∣
=

∣∣∣∣ 1

ϕλ(y)

∫
K

∫
K

f(xk1zk2y) dk1 dk2 −
∫
K

ϕλ(zk2y)

ϕλ(y)
g(x) dk2

∣∣∣∣
=

∣∣∣∣∫
K

ϕλ(zk2y)

ϕλ(y)

[
1

ϕλ(zk2y)

∫
K

f(xk1zk2y) dk1 − g(x)

]
dk2

∣∣∣∣
≤
∫
K

|ϕλ(zk2y)|
|ϕλ(y)|

∣∣∣∣ 1

ϕλ(zk2y)

∫
K

f(xk1zk2y) dk1 − g(x)

∣∣∣∣ dk2. (4.3.3)
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Since |y| > ro + |z|, by triangle inequality we have |zk2y| ≥ |y| − |z| > ro. Hence∣∣∣∣ 1

ϕλ(zk2y)

∫
K

f(xk1zk2y) dk1 − g(x)

∣∣∣∣ < ε

ϕi=λ(z)
.

Thus ∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣ < ε

ϕi=λ(z)

∫
K

|ϕλ(zk2y)|
|ϕλ(y)|

dk2. (4.3.4)

If λ ∈ iR, then ϕλ(y) is positive. For such λ using
∫
K
ϕλ(zk2y) dk2 = ϕλ(z)ϕλ(y),

we get from (4.3.4) that∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣ < ε

for λ belonging to imaginary axis and for all |y| > ro + |z|.
Otherwise i.e. for λ /∈ R ∪ iR from (4.3.4) we get∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣ < ε

ϕi=λ(z)

∫
K

ϕi=λ(zk2y)

|ϕλ(y)|
dk2. (4.3.5)

Since C ′ϕi=λ(y) ≤ |ϕλ(y)| ≤ C ′′ϕi=λ(y) for some constants C ′ and C ′′ and suffi-

cient large |y| (see (1.2.7)), from (4.3.5) it follows that∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣ <
ε

C ′ϕi=λ(z)

∫
K

ϕi=λ(zk2y)

ϕi=λ(y)
dk2.

Hence ∣∣∣∣ 1

ϕλ(y)
Mz(Myf)(x)− ϕλ(z)g(x)

∣∣∣∣ < Cε

for sufficiently large |y| and for some constant C. Hence

1

ϕλ(y)
Mz(Myf)→ ϕλ(z)g

uniformly on compact sets of X as |y| → ∞ which combined with (4.3.2) gives

Mz(g) = ϕλ(z)g for all z ∈ G. Thus ∆g = −(λ2 + ρ2)g.

Case 2: We now take λ ∈ R×. We shall find a δ > 0 and a sequence {yn} of

elements in G with the following properties:

(a) ϕλ(yn) is positive and ϕλ(y) > 0 whenever |yn| − δ ≤ |y| ≤ |yn|+ δ,
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(b) ϕλ(z) is positive for 0 ≤ |z| ≤ δ,

(c) |yn| → ∞ as n→∞.

We recall that for λ ∈ R× and t ≥ 1 the Harish-Chandra series for ϕλ implies

ϕλ(at) = e−ρt[c(λ)eiλt + c(−λ)e−iλt + E(λ, t)]

where |E(λ, t)| ≤ Ce−2t (see [46, (3.11)]). Let c(λ) = a(λ) + ib(λ). Using c(−λ) =

c(λ), we get

ϕλ(at) = e−ρt[<(c(λ)eiλt) + E(λ, t)]

= e−ρt[a(λ) cos(λt)− b(λ) sin(λt) + E(λ, t)]

= e−ρt[Cλ cos(λt+ θλ) + E(λ, t)]

for some constant Cλ > 0. Thus the zeros of ϕλ(at) are the zeros of

u(t) = Cλ cos(λt+ θλ) + E(λ, t).

We find a t0 > 0 such that |E(λ, t)| < Cλ
2

for t > t0. Let Rn = 2nπ−θλ
λ

and δ1 = π
3λ

.

If Rn − δ1 ≤ s ≤ Rn + δ1, then

2nπ − π

3
≤ λs+ θλ ≤ 2nπ +

π

3
and

1

2
≤ cos(λs+ θλ) ≤ 1.

Hence if Rn − δ1 > t0, then ϕλ(as) > 0 whenever Rn − δ1 ≤ s ≤ Rn + δ1. Therefore

ϕλ(y) > 0 for Rn − δ1 ≤ |y| ≤ Rn + δ1. Further as ϕλ is real valued and continuous

on R and ϕλ(e) = 1, there exists δ2 > 0 such that ϕλ(z) is positive for 0 ≤ |z| ≤ δ2.

Choose δ = min{δ1, δ2} and yn = aRn . It is clear that we get the desired sequence

{yn}n∈N possibly after re-indexing suitably.

Through steps similar to that of Case 1, we get for z ∈ G with |z| < δ,

1

ϕλ(yn)
Mz(Mynf)→Mzg, as n→∞, (4.3.6)

uniformly on compact sets of X. Rest of the proof is also similar to Case 1. We

shall only include a sketch for brevity.

We fix a compact subset K of G and z ∈ G with |z| < δ. From the hypothesis

we know that there exists ro > 0 such that if |w| > ro, then∣∣∣∣ 1

ϕλ(w)

∫
K

f(xkw) dk − g(x)

∣∣∣∣ < ε

ϕ0(z)
for all x ∈ K.
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Choose N0 such that |yn| > ro + δ for all n ≥ N0. Then by triangle inequality we

have

|yn| − δ ≤ |zk2yn| ≤ |yn|+ δ.

Therefore both ϕλ(zk2yn) and ϕλ(yn) are positive. For n ≥ N0 we have,∣∣∣∣ 1

ϕλ(yn)
Mz(Mynf)(x)− ϕλ(z)g(x)

∣∣∣∣ <
ε

ϕ0(z)

∫
K

|ϕλ(zk2yn)|
|ϕλ(yn)|

dk2

<
ε

ϕ0(z)

∫
K

ϕλ(zk2yn)

ϕλ(yn)
dk2

<
ε

ϕ0(z)
ϕλ(z)

≤ ε.

Hence
1

ϕλ(yn)
Mz(Mynf)→ ϕλ(z)g as n→∞

uniformly on compact sets of X. This and (4.3.6) imply that Mzg = ϕλ(z)g for all

z ∈ G with |z| < δ, hence ∆g = −(λ2 + ρ2)g (see Proposition 4.1.5).

Remark 4.3.5. Note that in the first part of the argument in Case 2 in the proof

above we have used a result about ϕλ available in the literature. Alternatively one

can use properties of Jacobi function, as done in Lemma 4.1.7.

4.4 Results for functions with growth conditions

In this section we shall consider functions in some integrability classes and endeavour

to obtain results analogous to those of the previous section. Indeed, we shall use

Theorem 4.1.2 to prove the corresponding results for such functions, where pointwise

convergence of the averages will be replaced by the convergence in these integrability

classes. We shall mainly work with ball averages, although similar results can be

obtained for other two averages, considered in the last section. The growth condition

enables us to get a more concrete realization of the limit function g (see Theorem

4.4.3 below) as the Poisson transform of an Lp function on the boundary K/M of

X for an appropriate p.

We start with Lp and weak Lp-functions. We recall that no eigenfunction of ∆

can reside in Lp(X) with p ≤ 2 (see Proposition 1.7.1). Thus the range of p to

consider is 2 < p ≤ ∞. We also recall that for a fixed 2 < p ≤ ∞, if |=λ| ≥ |γpρ|
then −(λ2 + ρ2) is not in the Lp-point spectrum (see e.g. [5, Corollary 4.18]). These
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restrictions justify the formulation of the theorem we state below.

Theorem 4.4.1. If for two functions f, g ∈ Lp,∞(X), 2 < p ≤ ∞, and λ ∈ Sp,

‖f ∗mλ
r − g‖p,∞ → 0 as r →∞,

then g is a C∞-function satisfying ∆g = −(λ2 + ρ2)g. Moreover if =λ ≤ 0, then

g = PλF for some F ∈ Lp(K/M), otherwise g = P−λF for some F ∈ Lp(K/M).

Proof. We note that f, g are Lp
′
-tempered distributions (see Proposition 1.5.1(a)),

hence in the statement of the theorem ∆g is interpreted in the sense of an Lp
′
-

tempered distribution.

We take h ∈ Cp′(X). Noting that f ∗ h = f ∗ R(h), g ∗ h = g ∗ R(h) and that

‖R(h)‖p′,1 ≤ ‖h‖p′,1 we have for all x ∈ X,

|f ∗ h ∗mλ
r (x)− g ∗ h(x)| = |f ∗R(h) ∗mλ

r (x)− g ∗R(h)(x)|

= |f ∗mλ
r ∗R(h)(x)− g ∗R(h)(x)|

≤ ‖f ∗mλ
r − g‖p,∞‖h‖p′,1 → 0

as r → ∞. Thus ‖f ∗ h ∗ mλ
r − g ∗ h‖∞ → 0 as r → ∞. Since f ∗ h and g ∗ h

are continuous functions, by Theorem 4.1.2 we have ∆(g ∗ h) = −(λ2 + ρ2)g ∗ h. It

can be verified that g ∗ h ∈ C∞(X) ∩ Lp,∞(X) (see Proposition 1.8.2) and hence in

particular an Lp
′
-tempered distribution. We note that ∆(g ∗ h) = (∆g) ∗ h. Indeed

writing ψ = R(h) for convenience we have, for any φ ∈ Cp′(X),

〈∆(g ∗h), φ〉 = 〈g ∗h,∆φ〉 = 〈g,∆φ∗ψ〉 = 〈g,∆(φ∗ψ)〉 = 〈∆g, φ∗ψ〉 = 〈∆g ∗ψ, φ〉.

Thus as a distribution ∆g ∗h = ∆(g ∗h) and hence (∆g)∗h = [−(λ2 +ρ2)g]∗h. We

note that ∆g ∗ h(x) = ∆g(`xh), where `xh is the left translation of h by x. Putting

x = eK, we have ∆g ∗ h(eK) = ∆g(h). Therefore from above (taking x = eK) for

all h ∈ Cp′(X),

〈∆g, h〉 = 〈−(λ2 + ρ2)g, h〉.

That is, as an Lp
′
-tempered distribution, ∆g = −(λ2 + ρ2)g. Since ∆− (λ2 + ρ2)I is

hypoelliptic this implies that g ∈ C∞(X). (see [35, Corollary 6.34, p. 215]). Final

part of the theorem follows from Corollary 1.7.4.

Remark 4.4.2. Instead of weak Lp-functions we can take Lp-functions for 2 < p ≤
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∞, but in that case the spectral parameter λ has to be in S◦p (see Subsection 3.1.1).

Our next result is an analogue of Theorem 4.4.1 using Hardy-type norm.

Theorem 4.4.3. Let p ∈ (0, 2] and f, g ∈ Hr
p(X) for some r ∈ [1,∞]. If for a

λ ∈ Sp, f ∗mλ
r → g in Hr

p(X) as r → ∞, then ∆g = −(λ2 + ρ2)g. In particular if

|=λ| = γpρ and =λ < 0 or λ = 0,

(i) r > 1, then g = PλF for some F ∈ Lr(K/M),

(ii) r = 1, then g = Pλµ for a signed measure µ on K/M .

Proof. Take a function h ∈ Cp(X). Then using Propsition 1.6.1(d) it follows that

|f ∗ h ∗mλ
r (x)− g ∗ h(x)| ≤ [f ∗mλ

r − g]p,r

∫
X

|h(x)|ϕiγpρ(x) dx→ 0, as r →∞.

Following the steps of Theorem 4.4.1 we can prove ∆g ∗ h = −(λ2 + ρ2)g ∗ h and

finally ∆g = −(λ2 + ρ2)g. Assertion (i) and (ii) are immediate consequences of this

and Theorem 1.7.2.

Remark 4.4.4. One can formulate an annulus versions of Theorem 4.4.1 and The-

orem 4.4.3, replacing mλ
r by aλr1,r2 (defined for Theorem 4.2.1). A step by step

adaptation of the proofs and application of Theorem 4.2.1 will prove the assertions.

The following theorem, (in which pointwise convergence replaces norm conver-

gence) will be proved in Chapter 5, although we shall use it to derive some results

in this section.

Theorem 4.4.5. Fix a p ∈ [1, 2) and let λ = iγpρ. Suppose that for f ∈ Lp′,∞(X)

and a measurable function g on X,

lim
r→∞

f ∗mλ
r (x) = g(x), for almost every x ∈ X.

Then ∆g = −(λ2 + ρ2)g.

(See Theorem 5.2.8 and its proof in the next chapter.)

In Subsection 4.2.3 we have seen that there are right convolution operators Tt

which are not mean value operators (e.g. for a harmonic function f , Ttf 6= f), but

they act as mean value operator in the limit. We shall consider below two examples

of the averages. The first one falls in this category.
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Fix 0 < α < β and λ ∈ C which is not a nonzero real number. For t > 0, we

define:

ϑλt (x) = (V λ
βt)
−1
χAαt,βt(o)(x),

and

$λ
t (x) = (V λ

αt,βt)
−1
χAαt,βt(o)(x),

where o = eK is the origin. It is clear that the right-convolution operator defined by

ϑλt is not a mean value operator. In the following two propositions we will investigate

their asymptotic behaviour.

Proposition 4.4.6. Fix a p ∈ [1, 2). Let ϑλt be as defined above. If f, g ∈ Lp′,∞(X)

satisfy one of these conditions:

(a) limt→∞ f ∗ ϑλt (x) = g(x) for almost every x ∈ X where λ = iγpρ,

(b) ‖f ∗ ϑλt − g‖p′,∞ → 0 as t→∞, where λ ∈ ∂Sp,
then ∆g = −(λ2 + ρ2)g.

Proof. It is clear from (4.2.1) and (4.2.2) that limt→∞ V
λ
αt/V

λ
βt = 0. Further we note

that for any f ∈ L1
loc(X) and any λ ∈ C which is not a nonzero real number,

f ∗mλ
βt(x) =

1

V λ
βt

∫
B(x,βt)

f(y) dy

=
1

V λ
βt

(∫
B(x,αt)

f(y) dy +

∫
Aαt,βt(x)

f(y) dy

)

=
1

V λ
βt

∫
Aαt,βt(x)

f(y) dy +

(
V λ
αt

V λ
βt

)
1

V λ
αt

∫
B(x,αt)

f(y) dy

=f ∗ ϑλt (x) +

(
V λ
αt

V λ
βt

)
f ∗mλ

αt(x). (4.4.1)

For f ∈ Lp
′,∞ and λ ∈ ∂Sp, by Kunze–Stein phenomenon ( [51, Theorem 5.6(e)])

and (4.2.1) we have

‖f ∗mλ
αt‖p′,∞ ≤ C‖f‖p′,∞‖mλ

αt‖p,1 ≤ C‖f‖p′,∞
(V iρ

αt )
1
p

|V λ
αt|
≤ C ′ (4.4.2)

for some constant C ′, since Lp,1-norm of χB(x,αt) is (V iρ
αt )

1/p. It is clear that (4.4.1),

(4.4.2), hypotheses (a) and (b) and applications of Theorem 4.4.5 and Theorem 4.4.1

prove the assertion.

Proposition 4.4.7. Fix a p ∈ [1, 2). Let $λ
t be as defined above. If f, g ∈ Lp′,∞(X)

satisfy one of these conditions:
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(a) limt→∞ f ∗$λ
t (x) = g(x) for almost every x ∈ X where λ = iγpρ,

(b) ‖f ∗$λ
t − g‖p′,∞ → 0 as t→∞ where λ ∈ ∂Sp,

then ∆g = −(λ2 + ρ2)g.

Proof. As we have noted in the proof of Theorem 4.4.6, limt→∞ V
λ
αt/V

λ
βt = 0. For

any f ∈ L1
loc(X) and any λ ∈ C which is not a nonzero real number we also have,

f ∗mλ
βt(x) =

1

V λ
βt

∫
B(x,βt)

f(y) dy

=
1

V λ
βt

(∫
B(x,αt)

f(y) dy +

∫
Aαt,βt(x)

f(y) dy

)

=

(
V λ
αt,βt

V λ
βt

)
1

V λ
αt,βt

∫
Aαt,βt(x)

f(y) dy +

(
V λ
αt

V λ
βt

)
1

V λ
αt

∫
B(x,αt)

f(y) dy

=

(
1− V λ

αt

V λ
βt

)
1

V λ
αt,βt

∫
Aαt,βt(x)

f(y) dy +

(
V λ
αt

V λ
βt

)
1

V λ
αt

∫
B(x,αt)

f(y) dy

=

(
1− V λ

αt

V λ
βt

)
f ∗$λ

t (x) +

(
V λ
αt

V λ
βt

)
f ∗mλ

αt(x). (4.4.3)

Using (4.4.3) and applying Theorem 4.4.5 on the hypothesis (a), we get the assertion

(a). From (4.4.3) it follows that

‖f ∗mλ
βt− g‖p′,∞ =

(
1− V λ

αt

V λ
βt

)
‖f ∗$λ

t − g‖p′,∞+

(
V λ
αt

V λ
βt

)
‖f ∗mλ

αt + g‖p′,∞ (4.4.4)

If λ ∈ ∂Sp from (4.4.4), (4.4.2) and Theorem 4.4.1 assertion (b) follows.

Remark 4.4.8. It may be of some interest to note that it follows from (4.4.1) and

(4.4.3) that for f ∈ L1
loc(X), λ ∈ C \ R×, and some x ∈ X, if f ∗ mλ

r (x) → L as

r →∞ then f ∗ ϑλt (x)→ L and f ∗$λ
t (x)→ L as t→∞.

4.5 Examples and counter-examples

In this concluding section of the chapter we shall:

(1) present a simple illustration of asymptotic behaviour of ball averages f ∗mλ
r

of some continuous functions f and

(2) construct a counter example to show that the condition r → ∞ in the hy-

pothesis of the results obtained, cannot be replaced by “r approaches to∞ through

a sequence”.
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We begin with a lemma on Jacobi functions (see Section 1.3).

Lemma 4.5.1. Let λ, µ ∈ C with λ 6= µ. Let φλ(t) = φ
(α′,β′)
λ (t) and φµ(t) =

φ
(α′,β′)
µ (t) where α′ = m+k+1

2
and β′ = k+1

2
. Then we have the following conclusions.

(a) If |=λ| > |=µ|, then φµ(t)

φλ(t)
→ 0 as t→∞.

(b) If |=λ| < |=µ|, then |φµ(t)

φλ(t)
| diverges to ∞ as t→∞.

(c) If |=λ| = |=µ| and λ 6= 0, µ 6= 0, then φµ(t)

φλ(t)
oscillates as t→∞.

(d) If |=λ| = |=µ|, λ = 0 and µ 6= 0, then φµ(t)

φλ(t)
→ 0 as t→∞.

(e) If |=λ| = |=µ|, λ 6= 0 and µ = 0, then |φµ(t)

φλ(t)
| diverges to ∞ as t→∞.

Proof. Without loss of generality we shall assume that =λ,=µ ≤ 0. If =λ < 0 from

(1.3.2) and (1.3.3), we have

lim
t→∞

e(−iλ+%)tφλ(t) = cα′,β′(λ) and |φλ(t)| � e−(=λ+%)t as t→∞. (4.5.1)

From (1.3.4) we get

φ2λ

(r
2

)
=

Γ(n
2

+ 1)V λ
r

2nπ
n
2 sinhm+k+1( r

2
) coshk+1( r

2
)
.

As for large r, V 0
r � reρr (see Case 3 of Lemma 4.1.7) and sinh(r) � cosh(r) � er,

hence

|φ0(r)| � 2re2(m
4

+ k
2

)r

e(m+2k+2)r
� re−%r. (4.5.2)

Similarly for 0 6= λ ∈ R, using (4.1.7) and (4.1.8) we get

|φλ(r)| ≤ Ce−%r (4.5.3)

for some constant C and for sufficiently large r.

Using (4.5.1), (4.5.2) and (4.5.3), it is clear that if =µ > =λ, then

lim
t→∞

|φµ(t)|
|φλ(t)|

= 0

and if =µ < =λ, then

lim
t→∞

|φµ(t)|
|φλ(t)|

=∞.
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This proves (a) and (b).

For (c) we have the following two cases.

Case (i) Let =µ = =λ < 0. Then,

lim
t→∞

φµ(t)

φλ(t)
= lim

t→∞

e(−iµ+%)(t)φµ(t)

e(−iλ+%)tφλ(t)

e(−iλ+%)t

e(−iµ+%)t
=

cα′,β′(µ)

cα′,β′(λ)
lim
t→∞

e−i(λ−µ)t. (4.5.4)

Since λ− µ ∈ R, limt→∞ φµ(t)/φλ(t) is oscillatory.

Case (ii) Let =µ = =λ = 0. Using (4.1.7) and (4.1.8) we get

lim
t→∞

φµ(t)

φλ(t)
= lim

t→∞

uµ/2(2t)

uλ/2(2t)
=
Cµ/2
Cλ/2

lim
t→∞

cos(µt+ θµ/2) + ε∗µ/2(2t)

cos(λt+ θλ/2) + ε∗λ/2(2t)
. (4.5.5)

We shall show that

lim
t→∞

cos(µt+ θµ/2) + ε∗µ/2(2t)

cos(λt+ θλ/2) + ε∗λ/2(2t)

is oscillatory, dividing it in two subcases.

We assume first that ξ = µ/λ is irrational. Then by Kronecker’s approximation

theorem {2nπξ (mod 2π) | n ∈ N} is dense in [0, 2π]. We construct a sequence

{tn}n∈N where

tn =
2nπ

λ
−
θλ/2
λ
, n ∈ N.

Then

lim
n→∞

cos(λtn + θλ/2) + ε∗λ/2(2tn) = 1.

Since µtn + θµ/2 = 2nπξ − θλ/2ξ + θµ/2, it follows that

{µtn + θµ/2 (mod 2π) | n ∈ N}

is also dense in [0, 2π]. Therefore for any L ∈ [−1, 1], there is a subsequence

{tnk}k∈N of {tn}n∈N such that

lim
k→∞

cos(µtnk + θµ/2) = L.

Hence,

lim
k→∞

cos(µtnk + θµ/2) + ε∗µ/2(2tnk)

cos(λtnk + θλ/2) + ε∗λ/2(2tnk)
= L.
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If µ/λ is rational we assume that µ/λ = m/n, for m,n ∈ Z. We choose a

ξ ∈ R such that cos(λξ + θλ/2) 6= 0 and construct a sequence {tk}k∈N with

tk = ξ + 2nπk
λ
, k ∈ N. Then,

lim
k→∞

cos(µtk + θµ/2) + ε∗µ/2(2tk)

cos(λtk + θλ/2) + ε∗λ/2(2tk)
=

cos(µξ + θµ/2)

cos(λξ + θλ/2)
,

which is oscillatory as ξ ∈ R is arbitrary and µ 6= λ. Since

lim
t→∞

cos(µt+ θµ/2) + ε∗µ/2(2t)

cos(λt+ θλ/2) + ε∗λ/2(2t)

is oscillatory, we have the assertion for this case. This completes the proof of

(c). Using (4.5.3) and (4.5.2), (d) and (e) also follows easily.

An immediate consequence of this lemma is the following.

Proposition 4.5.2. Let λ, µ ∈ C with λ 6= µ and f = ϕλ + ϕµ. Then we have the

following conclusions.

(a) If |=λ| > |=µ|, then f ∗mλ
r (x)→ ϕλ(x) for all x ∈ X as r →∞.

(b) If |=λ| < |=µ|, then f ∗mλ
r (x) diverges for all x ∈ X as r →∞.

(c) If |=λ| = |=µ| and λ 6= 0, µ 6= 0, then f ∗mλ
r (x) oscillates for all x ∈ X as

r →∞.

(d) If |=λ| = |=µ|, λ = 0 and µ 6= 0, then f ∗ mλ
r (x) → ϕλ(x) for all x ∈ X as

r →∞.

(e) If |=λ| = |=µ|, λ 6= 0 and µ = 0, then f ∗ mλ
r (x) diverges for all x ∈ X as

r →∞.

Proof. Without loss of generality we shall assume that =λ,=µ ≤ 0. It is easy to see

that f ∗mλ
r (x) = ϕλ(x) + V µr

V λr
ϕµ(x) for all x ∈ X. From (1.3.4) we get

V µ
r

V λ
r

=
φ

(α′,β′)
2µ ( r

2
)

φ
(α′,β′)
2λ ( r

2
)
.

Hence in view of Lemma 4.5.1, the proposition follows.

On Rn it was shown in [12] that there exists a non-harmonic continuous function

f and a sequence rn ↑ ∞ such that f ∗ mrn → f uniformly on compact sets. We
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shall conclude this section with a counter example of the same genre. Precisely we

shall show that given a α = −(λ2 + ρ2) ∈ C there exist continuous functions f, g

with g not an eigenfunction with eigenvalue α and a sequence rn ↑ ∞ such that

f ∗mλ
rn(x)→ g(x) uniformly on compact sets. That is Theorem 4.4.1 is not true if

the radius r approaches ∞ via an arbitrary sequence. Here is the example.

We fix a λ ∈ C with =λ < 0 and then take µ ∈ C, µ 6= λ, but =µ = =λ. Let

f(x) = ϕµ(x). Since λ− µ ∈ R, we have the sequence rn = 2nπ/(λ− µ) of positive

real numbers diverging to ∞ and e−i(λ−µ)rn = 1. We recall that

f ∗mλ
r (x) =

V µ
r

V λ
r

ϕµ(x) =
φ

(α′,β′)
2µ ( r

2
)

φ
(α′,β′)
2λ ( r

2
)
ϕµ(x).

Hence by (4.5.4) we have lim
n→∞

f ∗mλ
rn(x) =

cα′,β′(2µ)

cα′,β′(2λ)
ϕµ(x). If g =

cα′,β′ (2µ)

cα′,β′ (2λ)
ϕµ, then

∆g 6= −(λ2 + ρ2)g. In a similar fashion, it is possible to construct a counterexample

for the case 0 6= λ ∈ R. Precisely, take f(x) = ϕµ(x) with λ 6= µ ∈ R×. As µ 6= λ,

owing to Lemma 4.5.1(c), we can obtain a real number L 6= 0 and sequence {rn}n∈N
with rn ↑ ∞ and

lim
n→∞

φ
(α′,β′)
2µ ( rn

2
)

φ
(α′,β′)
2λ ( rn

2
)

= L.

Hence we get

lim
n→∞

f ∗mλ
rn(x) = Lϕµ(x),

and the limit is not an eigenfunction of ∆ with the prescribed eigenvalue.

Here we have dealt only with ball-averages. Similar results and counter examples

can be obtained for other two averages. For instance, as ϕλ(at) is a Jacobi function,

arguments as above will lead to the following.

Proposition 4.5.3. Let λ, µ ∈ C with λ 6= µ and f = ϕλ + ϕµ. Then we have the

following conclusions.

(a) If |=λ| > |=µ|, then f ∗ σλr (x)→ ϕλ(x) for all x ∈ X as r →∞.

(b) If |=λ| < |=µ|, then f ∗ σλr (x) diverges for all x ∈ X as r →∞.

(c) If |=λ| = |=µ| and λ 6= 0, µ 6= 0, then f ∗ σλr (x) oscillates for all x ∈ X as

r →∞.

(d) If |=λ| = |=µ|, λ = 0 and µ 6= 0, then f ∗ σλr (x) → ϕλ(x) for all x ∈ X as

r →∞.
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(e) If |=λ| = |=µ|, λ 6= 0 and µ = 0, then f ∗ σλr (x) diverges for all x ∈ X as

r →∞.

We can also show that it is not possible to take a sequence in Theorem 4.3.3. As

an example take f = ϕµ and rn as above.
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Chapter 5

Large and small time behaviour of

heat propagation and the

characterization of eigenfunctions

Aim of this chapter is to illustrate some distinguishing features of the heat propaga-

tion on X and relate them to the characterization of eigenfunctions. Repnikov and

È̆ıdel’man [65,66] proved the following theorem.

Theorem 5.0.1 (Repnikov and È̆ıdel’man). For a function f ∈ L∞(Rn) and a

fixed point x0 ∈ Rn, f ∗ mr(x0) → L for a constant L as r → ∞ if and only if

et∆Rnf(x0)→ L as t→∞.

This result was generalized by Li [53], to complete n-dimensional Riemannian

manifolds M with nonnegative Ricci curvature with the property that |B(x0, r)| ≥
θrn for all large r for some constant θ, where the Euclidean result stated above was

used. We shall see that one side of the theorem fails for X, precisely, there are

functions f ∈ L∞(X), such that et∆f(x) converges for any x ∈ X as t → ∞, but

f ∗mr(x) does not converge as r →∞, however, the forward side of the assertion is

true for X. In fact we shall obtain a generalized version of the forward side of this

result for X (see Theorem 5.2.1 below). We shall use this to pass from ball averages

to heat kernel averages. Using the heat semigroup we shall get a result of the genre

of Chapter 4, i.e. a mean value property in limit, for functions in Lebesgue or weak

Lebesgue classes, but with pointwise convergence replacing norm convergence. This

argument is free from the use of the geometric property of convexity of distance.

Using another non-Euclidean feature of the heat propagation in X, we shall rein-

force our observation in Chapter 4, that there are certain right convolution operators
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for which eigenfunctions do not satisfy the mean value property, but asymptotically

they can also characterize eigenfunctions.

While the results described above are about large time behaviour of heat propa-

gation, we shall show that in small time also heat propagation in X has distinctive

behaviour, in the context of the characterization of eigenfunctions.

5.1 Estimates of the heat kernel

We recall that the heat operator et∆ on X is the same as the convolution operator

φ 7→ φ ∗ ht where ht is the heat-kernel, i.e. the fundamental solution of the heat

equation

∆f =
∂

∂t
f.

Precisely, for t > 0, ht is defined as a radial function in the Harish-Chandra Lp-

Schwartz space Cp(X), 0 < p ≤ 2, whose spherical Fourier transform is given by (see

(3.1) [6], [5, Section 5]),

ĥt(λ) = e−t(λ
2+ρ2), λ ∈ a∗ = R.

We need the following estimates of the heat kernel and its derivative (see [5, Theorem

5.9, Corollaries 5.49, 5.55]).

ht(ar) � t−
3
2 (1 + r)

(
1 +

1 + r

t

)(n−3)/2

e−ρ
2te−ρre−r

2/4t, for t > 0, r ≥ 0. (5.1.1)

− d

dr
ht(ar) � t−

3
2 r

(
1 +

1 + r

t

)(n−1)/2

e−ρ
2te−ρre−r

2/4t, for t > 0, r ≥ 0. (5.1.2)

We note that | ∂
∂r
ht(ar)| = − ∂

∂r
ht(ar) ( [5, p. 669]) and hence − ∂

∂r
ht(ar) is

nonnegative.

For λ ∈ C and t > 0 we define,

hλt = et(λ
2+ρ2)ht.

Thus hλt is the fundamental solution of the perturbed heat equation

[∆ + (λ2 + ρ2)]f =
∂

∂t
f.

From above it is clear that hλt = h−λt and et(∆−c)f = f ∗ hλt where c = −(λ2 + ρ2).
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5.2 Large time behaviour of the heat propagation

We offer the following generalization of the Euclidean result (Theorem 5.0.1), con-

necting the large time behaviour of (perturbed) heat operator with asymptotic be-

haviour of the ball average. The notation hλt is defined in the previous section and

mλ
r is as given in Section 1.2, precisely,

mλ
r = (V λ

r )−1χB(o,r), V λ
r =

∫ r

0

ϕλ(t)J(t) dt.

Theorem 5.2.1. Fix a p ∈ [1, 2). Let λ = iγpρ. Suppose that for f ∈ Lp′,∞(X) and

for a fixed x0 ∈ X,

lim
r→∞

f ∗mλ
r (x0) = L.

Then

lim
t→∞

f ∗ hλt (x0) = L.

Unlike the proof of the Euclidean result cited above, Wiener’s Tauberian theorem

cannot be used to prove this result. We shall show in Subsection 5.2.1 that the

converse of this result is not true, i.e. there exists weak Lp
′
-function f on X and

point x0 ∈ X, such that f ∗ hλt (x0) converges to a limit as t → ∞ but f ∗mλ
r (x0)

does not converge as r →∞. As a technical tool, we require to estimate Lp,1-norm

of ht, which we shall do next. For estimate on Lp-norm of ht see [6, 24].

Lemma 5.2.2. For t > 1 and p ∈ [1,∞),

‖ht‖p,1 ≤ Ce
− 4ρ2

pp′ t

for some constant C. Further if p ∈ [1, 2) we have,

‖ht‖p,1 � e
− 4ρ2

pp′ t.

Proof. We write ht(r) for ht(ar) with r > 0 and view ht as a function on (0,∞).

Since ht(r) is a strictly decreasing function in r (as d
dr
ht(ar) is negative), using the

explicit expression of the G-invariant measure in polar coordinate (see Section 1.2)

we find the distribution function of ht for α ∈ (0,∞) as,

dht(α) = |{r ∈ (0,∞) | ht(r) > α}| ≤
∫ h−1

t (α)

0

e2ρr dr =
e2ρh−1

t (α) − 1

2ρ
.
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Let M = ht(0) = maxs≥0 ht(s). Therefore

‖ht‖p,1 ≤ C

∫ M

0

(
e2ρh−1

t (α) − 1

2ρ

) 1
p

dα = C

∫ ∞
0

(e2ρs − 1)
1
p |h′t(s)| ds

where we have used the substitution α = ht(s). Using (5.1.2) and dominating s and

t+ 1 + s by 2t+ s, we have

‖ht‖p,1 ≤ C

∫ ∞
0

e
2ρs
p t−

3
2 s

(
1 +

1 + s

t

)n−1
2

e−ρ
2te−ρse−

s2

4t ds

≤ Ct−
n
2
−1e−ρ

2t

∫ ∞
0

(2t+ s)
n+1
2 eγpρse−

s2

4t ds.

By the substitution s = 2tu and collecting powers of t we get,

‖ht‖p,1 ≤ Ct
1
2 e−ρ

2t

∫ ∞
0

(1 + u)
n+1
2 e−t(u

2−2uγpρ) du

= Ct
1
2 e−ρ

2t(1−γ2p)

∫ ∞
0

(1 + u)
n+1
2 e−t(u−γpρ)2 du

= Ct
1
2 e
− 4ρ2t

pp′

[∫ 1+γpρ

0

(1 + u)
n+1
2 e−t(u−γpρ)2 du+

∫ ∞
1+γpρ

(1 + u)
n+1
2 e−t(u−γpρ)2 du

]
.

For u ∈ [1 + γpρ,∞) we have u − γpρ � u. Using the elementary estimate e−tu
2 ≤

(n+1)!
(tu2)n+1 it follows that ∫ ∞

1+γpρ

(1 + u)
n+1
2 e−t(u−γpρ)2 du ≤ C1

tn+1
.

By the substitution u = s+ γpρ we also get∫ 1+γpρ

0

(1 + u)
n+1
2 e−t(u−γpρ)2 du ≤ C2

∫ 1

−γpρ
e−ts

2

ds ≤ C2

∫ ∞
0

e−ts
2

ds =
C2√
t
.

Hence

‖ht‖p,1 ≤ C
√
te
− 4ρ2t

pp′

[
C1

tn+1
+
C2√
t

]
≤ C3e

− 4ρ2t
pp′ .

This completes the proof of first assertion. Since ĥt(iγpρ) = e−4ρ2t/pp′ , we have

e−4ρ2t/pp′ ≤ ‖ht‖p,1‖ϕiγpρ‖p′,∞, for 1 ≤ p < 2.
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Owing to Proposition 1.4.1 we get the second assertion.

As a step towards the proof of Theorem 5.2.1 we shall first prove a lemma.

Lemma 5.2.3. Let f ∈ Lq
′,∞(X) and λ = iγpρ for some p, q ∈ [1,∞]. Then for

any x ∈ X and for all r > 0,∫
B(o,r)

f(xy)hλt (y) dy = −
∫ r

0

V λ
s

d

ds
(hλt (as))f ∗mλ

s (x) ds+ V λ
r (f ∗mλ

r )(x)hλt (ar).

Consequently for any x ∈ X,

f ∗ hλt (x) = lim
r→∞

∫
B(o,r)

f(xy)hλt (y) dy = −
∫ ∞

0

V λ
s

d

ds
(hλt (as))f ∗mλ

s (x) ds.

We need to use the following result on integration by parts (see e.g. [27, p. 163])

to prove Lemma 5.2.3.

Proposition 5.2.4. Let φ, ψ ∈ L1(a, b) for a, b ∈ R with a < b. For each x ∈ (a, b),

let

Φ(x) =

∫ x

a

φ(t) dt and Ψ(x) =

∫ x

a

ψ(t) dt.

Then Φψ, φΨ ∈ L1(a, b) and for each x ∈ (a, b),

Φ(x)Ψ(x)− Φ(a)Ψ(a) =

∫ x

a

(Φψ + φΨ)(t) dt.

Proof of Lemma 5.2.3. Let x ∈ X be fixed. We recall that σu, u > 0 is the normal-

ized surface measure on the sphere around the origin of radius u and Msf = f ∗ σs.
We take

φ(u) = f ∗ σu(x)J(u) and ψ(u) =
d

du
hλt (au), for u > 0.

Then,

‖φ‖L1(0,r) ≤
∫ r

0

∫
K

|f(xkau)| dk J(u) du =

∫
B(x,r)

|f(y)| dy ≤ ‖f‖q′,∞|B(x, r)|1/q,

where B(x, r) is the ball in X of radius r around x. Above we have used that

‖χE‖q,1 = |E|1/q. From (5.1.2) it is clear that ψ ∈ L1(0, r). We have

Φ(s) =

∫ s

0

φ(u) du =

∫ s

0

f ∗ σu(x)J(u) du =

∫ s

0

∫
K

f(xkau) dk J(u) du.

Thus Φ(s) = V iρ
s (f ∗ miρ

s )(x) = V λ
s (f ∗ mλ

s )(x), where V λ
s ,m

λ
s are as defined in

Section 1.2 and Subsection 4.1.1. It is clear that Ψ(s) = hλt (as) − hλt (o). Applying
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Proposition 5.2.4 with these φ and ψ and noting that Φ(0) = 0 = Ψ(0), we get,∫ r

0

f ∗ σs(x)J(s)(hλt (as)− hλt (o)) ds+

∫ r

0

V λ
s (f ∗mλ

s )(x)
d

ds
(hλt (as)) ds

= V λ
r (f ∗mλ

r )(x)(hλt (ar)− hλt (o)).

This implies∫ r

0

f ∗ σs(x)J(s)hλt (as) ds

=

∫ r

0

f ∗ σs(x)J(s)hλt (o) ds−
∫ r

0

V λ
s (f ∗mλ

s )(x)
d

ds
(hλt (as)) ds

+ V λ
r (f ∗mλ

r )(x)hλt (ar)− V λ
r (f ∗mλ

r )(x)hλt (o).

Since
∫ r

0
f ∗ σs(x)J(s) ds = V λ

r (f ∗mλ
r )(x) we have,∫ r

0

f∗σs(x)J(s)hλt (as) ds = −
∫ r

0

V λ
s (f∗mλ

s )(x)
d

ds
(hλt (as)) ds+V λ

r (f∗mλ
r )(x)hλt (ar).

Finally we note that,∫
B(o,r)

f(xy)hλt (y) dy =

∫
K

∫ r

0

f(xkas)h
λ
t (as)J(s) dk ds =

∫ r

0

f ∗ σs(x)hλt (as)J(s) ds

and this proves the first part of the assertion. For the second part we note that

|f ∗miρ
r (x)| ≤

∫
X

|f(xy)|miρ
r (y) dy ≤ ‖f‖q′,∞‖miρ

r ‖q,1 ≤ C‖f‖q′,∞
(V iρ

r )1/q

V iρ
r

for some constant C. It follows from (4.1.1) and (5.1.1) that (V iρ
r )

1/q
ht(ar) → 0 as

r →∞. Hence

lim
r→∞

V λ
r (f ∗mλ

r )(x)hλt (ar) = et(λ
2+ρ2) lim

r→∞
V iρ
r (f ∗miρ

r )(x)ht(ar) = 0.

We are now ready to complete the proof of the theorem.

Proof of Theorem 5.2.1. Since

d

ds
V λ
s = J(s)ϕλ(as) and

∫
X

hλt (x)ϕλ(x) dx =

∫ ∞
0

hλt (as)ϕλ(as)J(s) ds = 1,
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we have, ∫ ∞
0

V λ
s

(
− d

ds
hλt (as)

)
ds =

∫ ∞
0

hλt (as)ϕλ(as)J(s) ds = 1.

We fix x0 ∈ X and an ε > 0. Hence by Lemma 5.2.3,

|f ∗ hλt (x0)− L| =
∣∣∣∣∫ ∞

0

V λ
s

(
− d

ds
hλt (as)

)
(f ∗mλ

s (x0)− L) ds

∣∣∣∣ .
Then by hypothesis there exists r0 > 0 such that for r > r0, |f ∗mλ

r (x0)−L| < ε.

Therefore

|f ∗ hλt (x0)− L| ≤ C

∫ r0

0

V λ
s

(
− d

ds
hλt (as)

)
ds+ ε

∫ ∞
r0

V λ
s

(
− d

ds
hλt (as)

)
ds.

We have∫ ∞
r0

V λ
s

(
− d

ds
hλt (as)

)
ds ≤

∫ ∞
0

V λ
s

(
− d

ds
hλt (as)

)
ds =

∫ ∞
0

ϕλ(as)h
λ
t (as)J(s) ds = 1.

Since V λ
s ≤ V λ

r0
for 0 < s < r0, it follows from the estimate (5.1.2) that∫ r0

0

V λ
s

(
− d

ds
hλt (as)

)
ds ≤ ε

when t is suitably large. Therefore from above we conclude that

|f ∗ hλt (x0)− L| ≤ 2ε

for appropriately large t > 0.

Using that hλt is a semigroup, we have the following results.

Proposition 5.2.5. Let λ = iγpρ for a fixed p ∈ [1, 2). Suppose that for f ∈
Lp
′,∞(X) and a measurable function g on X,

lim
t→∞

f ∗ hλt (x) = g(x), for almost every x ∈ X.

Then ∆g = −(λ2 + ρ2)g.

Proof. Since ‖hλt ‖p,1 is uniformly bounded for t > 1 (see Lemma 5.2.2) we note that,

|f ∗ hλt (x)| ≤
∫
X

|f(xy−1)|hλt (y) dy ≤ ‖f‖p′,∞‖hλt ‖p,1 ≤ C‖f‖p′,∞.
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for a fixed constant C. Hence |g(x)| ≤ C‖f‖p′,∞ for almost every x ∈ X. Thus

g ∈ L∞(X) and the convolution g ∗ hλs makes sense. Therefore,

|(f ∗ hλt − g)(xy−1)|hλs (y) ≤ C‖f‖p′,∞hλs (y), for all t > 0.

Applying dominated convergence theorem, we get as t→∞, f∗hλt ∗hλs (x)→ g∗hλs (x)

for almost all x ∈ X. On the other hand for almost every x,

f ∗ hλt ∗ hλs (x) = f ∗ hλt+s(x)→ g(x) as t→∞.

Therefore for any s > 0, g ∗ hλs (x) = g(x) for almost every x ∈ X and equivalently,

g ∗hs(x) = e−s(λ
2+ρ2)g(x). Using these relations and the fact that g ∗ht is a solution

of the heat equation, we have,

∆g = ∆(g ∗ hλt ) = et(λ
2+ρ2)∆(g ∗ ht)

= et(λ
2+ρ2)∂t(g ∗ ht)

= et(λ
2+ρ2)∂t(e

−t(λ2+ρ2)g)

= −(λ2 + ρ2)g.

Here is a version of the proposition above under norm-convergence.

Proposition 5.2.6. Let λ = iγpρ for a fixed p ∈ [1, 2). Let f ∈ Lp′,∞(X) and g be a

measurable function on X such that lim
t→∞
‖f ∗hλt −g‖p′,∞ = 0. Then ∆g = −(λ2+ρ2)g

and g = P−λF for some F ∈ Lp′(K/M).

Proof. Using Kunze–Stein phenomenon (Proposition 1.8.2(c)) and uniform bound-

edness in t of ‖hλt ‖p,1 (Lemma 5.2.2), we get

‖f ∗ hλt ‖p′,∞ ≤ C ′‖f‖p′,∞‖hλt ‖p,1 = C‖f‖p′,∞

for all large t > 0. So ‖g‖p′,∞ ≤ C‖f‖p′,∞. Also

‖(f ∗ hλt − g) ∗ hλs‖p′,∞ ≤ C‖f ∗ hλt − g‖p′,∞ → 0 as t→∞.

Thus we get f ∗ hλt+s → g ∗ hλs in Lp
′,∞(X). Therefore, g(x) = g ∗ hλs (x) for almost

every x ∈ X and for every s > 0. In the last part of the proof of Proposition 5.2.5

it is shown that this implies ∆g = −(λ2 + ρ2)g. Last assertion is immediate from

Corollary 1.7.4.
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Instead of weak Lp-norm we can use convergence in Hardy-type norm (see Section

1.6). This enables us to capture eigenfunctions with eigenvalues in [−ρ2,∞).

Proposition 5.2.7. Fix a p ∈ (0, 2] and r ≥ 1. Let λ = iγpρ. Suppose that for

functions f ∈ Hr
p(X) and a measurable function g on X,

lim
t→∞

[f ∗ hλt − g]p,r = 0.

Then ∆g = −(λ2 + ρ2)g. In particular g = P−λF for some F ∈ Lr(K/M) if r > 1

and g = P−λµ for a signed measure µ on K/M if r = 1.

Proof. From Proposition 1.6.1 (d) we have,

[f ∗ hλt ]p,r ≤ [f ]p,r

∫
X

hλt (x)ϕiγpρ(x) dx = [f ]p,r

for all t > 0. Hence [g]p,r ≤ [f ]p,r and

[(f ∗ hλt − g) ∗ hλs ]p,r ≤ [f ∗ hλt − g]p,r

∫
X

hλs (x)ϕiγpρ(x) dx = [f ∗ hλt − g]p,r → 0

as t → ∞. Therefore f ∗ hλt ∗ hλs = f ∗ hλt+s → g ∗ hλs in Hr
p(X) as t → ∞. Thus

g(x) = g∗hλs (x) for almost every x ∈ X and s > 0. Applying exactly same argument

as in last part of Proposition 5.2.5 we get ∆g = −(λ2 + ρ2)g. Last assertion follows

from Theorem 1.7.2.

Finally we use Theorem 5.2.1 to prove an analogue of Theorem 4.1.1, for functions

with integrability condition and under pointwise convergence on X.

Theorem 5.2.8. Fix a p ∈ [1, 2) and let λ = iγpρ. Suppose that for f ∈ Lp′,∞(X)

and a measurable function g on X,

lim
r→∞

f ∗mλ
r (x) = g(x), for almost every x ∈ X.

Then ∆g = −(λ2 + ρ2)g.

Proof. From Theorem 5.2.1 it follows that limt→∞ f ∗hλt (x) = g(x) for almost every

x ∈ X. The assertion now follows from Proposition 5.2.5.

5.2.1 Counterexamples

(a) We shall show that Theorem 5.2.1 is not true for λ = α + iγpρ with α 6= 0.

Fix p ∈ (0, 2). Let λ = α + iγpρ for some nonzero real number α. Choose q with
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p < q ≤ 2 sufficiently close to p such that α2 > (γ2
p−γ2

q )ρ
2. Take f = ϕα+iγpρ+ϕiγqρ.

If p ∈ [1, 2) then f ∈ Lp′,∞(X). It follows from Proposition 4.5.2 (a) that f∗mλ
r (x)→

ϕλ(x) as r →∞. On the other hand,

f ∗ hλt (x) = et[(α+iγpρ)2+ρ2](ĥt(α+iγpρ)ϕα+iγpρ(x)+ĥt(iγqρ)ϕiγqρ(x))

= ϕα+iγpρ(x) + et[(α+iγpρ)2+ρ2]e−t[(iγqρ)2+ρ2]ϕiγqρ(x)

= et(α
2−(γ2p−γ2q )ρ2)e2tiαγpρϕiγqρ(x) + ϕα+iγpρ(x),

which diverges as t→ +∞.

(b) As mentioned above, unlike in Rn, converse of Theorem 5.2.1 is not true for

X. We take for instance f = ϕα+iγpρ + ϕiγpρ for some nonzero real number α and

0 < p < 2. Then,

f ∗ hiγpρt (x) = et[(iγpρ)2+ρ2]
(
ĥt(α + iγpρ)ϕα+iγpρ(x) + ĥt(iγpρ)ϕiγpρ(x)

)
= et[(iγpρ)2+ρ2]e−t[(α+iγpρ)2+ρ2]ϕα+iγpρ(x) + ϕiγpρ(x)

= e−tα
2

e−2tiαγpρϕα+iγpρ(x) + ϕiγpρ(x).

Therefore as t → +∞, f ∗ hiγpρt (x) → ϕiγpρ(x). But on the other hand, it follows

from Proposition 4.5.2 (c) that f ∗miγpρ
r (x) oscillates as r → ∞. Note that when

p ∈ [1, 2) then f defined above is in Lp
′,∞(X). We can somewhat strengthen this

(counter) example by producing a nonnegative function f , having the same property.

We fix again a p ∈ (0, 2). Let ϕα+iγpρ(x) = u(x) + iv(x), where u, v are real-valued

functions on X. Then,

u ∗ hiγpρt (x) + iv ∗ hiγpρt (x) = ϕα+iγpρ ∗ h
iγpρ
t (x)

= et[(iγpρ)2+ρ2]ĥt(α + iγpρ)ϕα+iγpρ(x)

= et[(iγpρ)2+ρ2]e−t[(α+iγpρ)2+ρ2]ϕα+iγpρ(x)

= e−tα
2

e−2tiαγpρϕα+iγpρ(x),

which tends to 0 as t → ∞. Therefore as t → ∞, both u ∗ hiγpρt (x) → 0 and

v ∗ hiγpρt (x) → 0. But since (see Proposition 4.5.2), ϕα+iγpρ ∗m
iγpρ
r (x) oscillates as

r →∞, we conclude that either u∗miγpρ
r (x) or v∗miγpρ

r (x) do not converge as r →∞.

If u ∗miγpρ
r (x) does not converge take f = 2ϕiγpρ− u, otherwise take f = 2ϕiγpρ− v.

Then it is easy to see that f > 0 (see Proposition 1.4.2) and f ∗hiγpρt (x)→ 2ϕiγpρ(x)

as t→∞ but f ∗miγpρ
r (x) does not converges as r →∞.

Remark 5.2.9. In passing we observe the following immediate consequences of
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Lemma 5.2.3, although they are not connected with our concern in this thesis.

1. Let Mf be the central Hardy–Littlewood maximal function of f , i.e.

Mf(x) = sup
r>0
|f | ∗mr(x).

From the second assertion of Lemma 5.2.3, it follows (for λ = iρ) that

|f ∗ ht(x)| ≤ −
∫ ∞

0

Vs
d

ds
(ht(as))f ∗ms(x) ds

≤Mf(x)

∫ ∞
0

ht(as)J(s) ds = Mf(x),

where Vs = V iρ
s and ms = miρ

s . Thus the heat maximal function is bounded by the

central Hardy-Littlewood maximal function. From this and the mapping properties

of Mf ( [20], [77], [5]), we get the mapping properties of the heat maximal opera-

tor. In [5] the mapping properties of heat maximal operator was obtained directly,

without comparing it with Mf .

2. A nonempty subset Γ ⊂ X is said to be a non-analytic set if the only real

analytic function defined on an open set containing Γ which vanishes on Γ is the

zero function. If closure of Γ has positive measure then clearly Γ is such a set. But

there are interesting “thin” non-analytic sets Γ. See [55] for various examples. It

can be shown that for a function f ∈ Lp,∞(X) with 1 ≤ p ≤ ∞ and such a set Γ, if

f ∗ χB(r,o)(x) = 0 for all x ∈ Γ and for all r > 0, then f ≡ 0. In other words, the

linear span of elements of the set {χB(x,r) | r > 0, x ∈ Γ} is dense in Lp,1(X), hence

in Lp(X). Indeed by the second assertion of Lemma 5.2.3, f ∗ χB(r,o)(x) = 0 for all

x ∈ Γ and all r > 0 implies that f ∗ ht vanishes on Γ. Since f ∗ ht is a solution of

the heat equation, it follows from analytic regularity theorem of parabolic equation

(see [36, p. 324]) that f ∗ ht(x) is analytic in x. This reproves the result (for the

particular case of rank one symmetric spaces) obtained in [54,55].

5.3 Asymptotic property of heat propagation and

the characterization of eigenfunctions

In the previous section, we have proved that for p ∈ [1, 2), λ = iγpρ, f ∈ Lp′,∞(X)

and a measurable function g on X, if f ∗ hλt (x) → g(x) for almost every x ∈ X,

then ∆g = −(λ2 + ρ2)g. We shall revisit the result in the light of finite propagation

speed of heat diffusion, as observed by Davies [26, Corollary 5.7.3] for real hyperbolic
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spaces, and was generalized by Anker and Setti [7] for a class of manifolds which

includes all Riemannian symmetric spaces of noncompact type (see also [18]). It

was shown that on these spaces, heat concentrates at a finite speed to an annulus

moving to infinity. Restricting to rank one symmetric spaces the statement reads:

Theorem 5.3.1 (Davies, Anker–Setti). Let r(t) be a positive function with

r(t)/t1/2 →∞ as t→∞ and

A1
t = {k1ask2 | 2ρt− r(t) < |s| < 2ρt+ r(t), k1, k2 ∈ K}.

Then ∫
A1
t

ht(x) dx→ 1, as t→∞.

As pointed out in [7,26] this behaviour sharply differs from what happens in Rn.

For 1 ≤ p ≤ 2, an Lp-version of this result is given in [6, Theorem 4.1.2]. Our aim

in this section is to obtain a suitable version of this result, and use it to modify the

results characterizing eigenfunctions (obtained in the previous section) through this

asymptotic behaviour of the heat propagation.

Below by f . g we mean that |f | ≤ C|g| for some constant C. For a p ∈ (0, 2),

let

αpt = 2γpρt− r(t) and βpt = 2γpρt+ r(t)

where 0 < r(t) < 2γpρt for all t > 0 and r(t)/
√
t → ∞ as t → ∞. We define the

annulus,

Ap
t = {k1ask2 | s ∈ [αpt , β

p
t ], k1, k2 ∈ K}.

Let

ht,p = χAptht and h̄t,p = χX\Aptht.

In these notation, Theorem 5.3.1 asserts that ‖h̄t,1‖1 → 0. Next two propositions

are generalizations of Theorem 5.3.1 in two different set up.

Proposition 5.3.2. For any fixed p ∈ [1, 2),

e
4ρ2t
pp′ ‖h̄t,p‖p,1 → 0

as t→∞.

Proof. Since p is fixed we shall drop the superscript p and write αt, βt and At for

αpt , β
p
t and Ap

t respectively. As h̄t,p is a nonnegative radial function, it can be viewed
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as a function on (0,∞). For α > 0, let dh̄t,p(α) denotes the distribution function of

h̄t,p, i. e.

dh̄t,p(α) =
∣∣{r ∈ (0,∞) | h̄t,p(r) > α}

∣∣ .
From (5.1.2) it is clear that ht is a radial decreasing function. As for r ∈ [0, αt),

h̄t,p(r) = ht(r), we have for α ∈ [ht(αt), ht(0)],

dh̄t,p(α) ≤
∫ h−1

t (α)

0

e2ρr dr . e2ρh−1
t (α). (5.3.1)

For α ∈ [ht(βt), ht(αt)],

dh̄t,p(α) ≤
∫ αt

0

e2ρr dr . e2ραt (5.3.2)

and for α ∈ [0, ht(βt)],

dh̄t,p(α) ≤
∫ αt

0

e2ρr dr +

∫ h−1
t (α)

βt

e2ρr dr (5.3.3)

. e2ραt + (e2ρh−1
t (α) − e2ρβt)

. e2ρh−1
t (α) (as βt > αt).

Let M = ht(0) = maxs≥0 ht(s). Then

‖h̄t,p‖p,1 =

∫ M

0

dh̄t,p(α)
1
p dα (5.3.4)

=

∫ ht(βt)

0

dh̄t,p(α)
1
p dα +

∫ ht(αt)

ht(βt)

dh̄t,p(α)
1
p dα +

∫ M

ht(αt)

dh̄t,p(α)
1
p dα.

Let us denote the first, second and third integral above respectively by I1, I2 and I3.

Then for t > 1 sufficiently large so that r(t) > 4
√
t,

e
4ρ2t
pp′ I1 = e

4ρ2t
pp′

∫ ht(βt)

0

dh̄t,p(α)
1
p dα

. eρ
2t(1−γ2p)

∫ ht(βt)

0

e
2ρ
p
h−1
t (α) dα

. eρ
2t(1−γ2p)

∫ ∞
βt

e
2ρs
p h′t(s) ds,

where we have used the substitution α = ht(s). Using (5.1.2) and
√

1 + u � 1 +
√
u
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for u > 0 we get,

e
4ρ2t
pp′ I1 . t−

3
2

∫ ∞
βt

s

(
1 +

1 + s

t

)n−1
2

e−
(s−2tγpρ)

2

4t ds

. t−
3
2

∫ ∞
βt

s
(

1 +
s

t

)n−1
2
e−

(s−2tγpρ)
2

4t ds

. t−
3
2

∫ ∞
βt

s

(
1 +

√
s

t

)n−1

e−
(s−2tγpρ)

2

4t ds.

Expanding the second term of the integrand binomially, substituting (s− 2tγpρ) by

2
√
ts we get,

e
4ρ2t
pp′ I1 .

n−1∑
k=0

t−
k+3
2

∫ ∞
βt

s
k
2

+1e−
(s−2tγpρ)

2

4t ds

.
n−1∑
k=0

t−
k+3
2

∫ ∞
r(t)

2
√
t

(2
√
ts+ 2tγpρ)

k
2

+1
e−s

2

2
√
t ds

.
n−1∑
k=0

∫ ∞
r(t)

2
√
t

(s+ 1)
k
2

+1e−s
2

ds.

For I3 we proceed through steps as above to conclude first that for t large as

above,

e
4ρ2t
pp′ I3 . t−

3
2

∫ αt

0

s

(
1 +

1 + s

t

)n−1
2

e−
(s−2tγpρ)

2

4t ds.

Hence,

e
4ρ2t
pp′ I3 . t−

1
2

∫ αt

0

s

t

(
1 +

1 + s

t

)n−1
2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

(
1 +

1 + s

t

)n+1
2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

(
1 +

1 + αt
t

)n+1
2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

e−
(s−2tγpρ)

2

4t ds.

In the last step we have used that for large t, 1 + (1 + αt)/t . 1. Substituting

(s− 2tγpρ) by 2
√
ts, we have from above

e
4ρ2t
pp′ I3 . t−

1
2

∫ − r(t)
2
√
t

−
√
tγpρ

e−s
2

2
√
t ds
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.
∫ − r(t)

2
√
t

−
√
tγpρ

e−s
2

ds.

Similarly for t large as above,

e
4ρ2t
pp′ I2 =e

4ρ2t
pp′

∫ ht(αt)

ht(βt)

dh̄t,p(α)
1
p dα

.eρ
2t(1−γ2p)

∫ ht(αt)

ht(βt)

e
2ρ
p
αt dα

.eρ
2t(1−γ2p)e

2ρ
p
αtht(αt).

Using (5.1.1) we have,

e
4ρ2t
pp′ I2 . t−

1
2

(
1 + αt
t

)(
1 +

1 + αt
t

)n−3
2

e−
(αt−2tγpρ)

2

4t

. t−
1
2

(
1 +

1 + αt
t

)n−1
2

. t−
1
2 .

As limt→∞ r(t)/
√
t = ∞, from the estimates of I1, I2, I3 obtained above, the

assertion follows.

Below is another generalization of Theorem 5.3.1.

Proposition 5.3.3. For p ∈ (0, 2),

e
4ρ2t
pp′

∫
Apt
ht(x)ϕiγpρ(x) dx→ 1, as t→∞.

Proof. For convenience we shall drop the superscript p and write αt, βt and At

respectively for αpt , β
p
t and Ap

t . Since

e
4ρ2t
pp′

∫
X

ht(x)ϕiγpρ(x) dx = 1, (5.3.5)

we need to show that

e
4ρ2t
pp′

∫
X\At

ht(x)ϕiγpρ(x) dx→ 0, as t→∞. (5.3.6)

For p ∈ [1, 2), this follows from the proposition above, as,

e
4ρ2t
pp′

∫
X\At

ht(x)ϕiγpρ(x) dx ≤ e
4ρ2t
pp′ ‖h̄t,p‖p,1‖ϕiγpρ‖p′,∞.
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However, in the proof below we consider all p ∈ (0, 2). We assume that t > 1 and

such that r(t) > 4
√
t. Using (1.2.2), (1.2.8) and (5.1.1) we get,

I1 =
4ρ2t
pp′

∫ αt

0

ht(as)ϕiγpρ(as)J(s) ds

. t−
3
2

∫ αt

0

(1 + s)

(
1 +

1 + s

t

)(n−3)/2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

1 + s

t

(
1 +

1 + s

t

)(n−3)/2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

(
1 +

1 + s

t

)(n−1)/2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ αt

0

(
1 +

1 + αt
t

)(n−1)/2

e−
(s−2tγpρ)

2

4t ds.

We substitute (s − 2tγpρ) by 2
√
ts and note that 1 + (1 + αt)/t . 1 to get from

above,

I1 . t−
1
2

∫ αt

0

e−
(s−2tγpρ)

2

4t ds .
∫ − r(t)

2
√
t

−
√
tγpρ

e−s
2

ds.

Similarly we get,

I2 =
4ρ2t
pp′

∫ ∞
βt

ht(as)ϕiγpρ(as)J(s) ds

. t−
3
2

∫ ∞
βt

(1 + s)

(
1 +

1 + s

t

)(n−3)/2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ ∞
βt

1 + s

t

(
1 +

1 + s

t

)(n−3)/2

e−
(s−2tγpρ)

2

4t ds

. t−
1
2

∫ ∞
βt

(
1 +

1 + s

t

)(n−1)/2

e−
(s−2tγpρ)

2

4t ds.

Since for u > 0,
√

1 + u � 1 +
√
u, from this using binomial expansion we have,

I2 . t−
1
2

∫ ∞
βt

(
1 +

√
s

t

)n−1

e−
(s−2tγpρ)

2

4t ds

.
n−1∑
k=0

(
n− 1

k

)
t−

k+1
2

∫ ∞
βt

s
k
2 e−

(s−2tγpρ)
2

4t ds

.
n−1∑
k=0

t−
k+1
2

∫ ∞
βt

s
k
2 e−

(s−2tγpρ)
2

4t ds.
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Substituting s− 2tγpρ by 2
√
ts we get,

I2 .
n−1∑
k=0

t−
k+1
2

∫ ∞
r(t)

2
√
t

(2
√
ts+ 2tγpρ)

k
2 e−s

2

2
√
t ds

.
n−1∑
k=0

∫ ∞
r(t)

2
√
t

(s+ 1)
k
2 e−s

2

ds.

As limt→∞ r(t)/
√
t = ∞, from the estimates of I1, I2 obtained above, it follows

that e
4ρ2t
pp′
∫
X\At ht(as)ϕiγpρ(as)J(s) ds→ 1 as t→∞.

As immediate consequences of the two propositions above, we get the following

modifications of Propositions 5.2.5, 5.2.6 and 5.2.7. Below for any λ ∈ C,

hλt,p := et(λ
2+ρ2)ht,p.

Theorem 5.3.4. Fix a p ∈ [1, 2). Let λ = iγpρ. Suppose that for f ∈ Lp′,∞(X) and

a measurable function g on X

lim
t→∞

f ∗ hλt,p(x) = g(x)

for almost every x ∈ X. Then ∆g = −(λ2 + ρ2)g.

Proof. By Holder’s inequality we have,∣∣∣∣∣
∫
X\Apt

f(xy−1)hλt (y) dy

∣∣∣∣∣ = e
4ρ2t
pp′ |f ∗ h̄t,p(x)| ≤ ‖f‖p′,∞e

4ρ2t
pp′ ‖h̄t,p‖p,1.

Therefore by Proposition 5.3.2, the left side of the inequality above goes to 0 as

t → ∞. Thus the hypothesis implies that, lim
t→∞

f ∗ hλt (x) = g(x) for almost every

x ∈ X. Owing to Proposition 5.2.5 the result follows.

Theorem 5.3.5. Let p, λ, f and g be as in the previous theorem. If

lim
t→∞
‖f ∗ hλt,p − g‖p′,∞ = 0,

then ∆g = −(λ2 + ρ2)g and g = P−λF for some F ∈ Lp′(K/M).

Proof. We have,

|f ∗ hλt (x)− g(x)| ≤

∣∣∣∣∣
∫
X\Apt

f(xy−1)hλt (y) dy

∣∣∣∣∣+

∣∣∣∣∣
∫
Apt
f(xy−1)hλt (y) dy − g(x)

∣∣∣∣∣
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= e
4ρ2t
pp′ |f ∗ h̄t,p(x)|+ |f ∗ hλt,p(x)− g(x)|.

From this, using Kunze–Stein phenomenon (Proposition 1.8.2(c)) we get,

‖f ∗ hλt − g‖p′,∞ ≤ e
4ρ2t
pp′ ‖f‖p′,∞‖h̄t,p‖p,1 + ‖f ∗ hλt,p − g‖p′,∞.

From the hypothesis, Proposition 5.3.2 and Proposition 5.2.6 the result follows.

Theorem 5.3.6. Let p, λ and g be as in the previous theorem and f ∈ Hr
p(X). If

lim
t→∞

[f ∗ hλt,p − g]p,r = 0,

then ∆g = −(λ2 + ρ2)g. In particular g = P−λF for some F ∈ Lr(K/M) if r > 1

and g = P−λµ for a signed measure µ on K/M if r = 1.

Proof. Following steps as in the previous theorem, we have [f ∗hλt − g]p,r ≤ e
4ρ2t
pp′ [f ∗

h̄t,p]p,r + [f ∗ hλt,p − g]p,r. From Proposition 1.6.1(d) we have

e
4ρ2t
pp′ [f ∗ h̄t,p]p,r ≤ [f ]p,r

[
e

4ρ2t
pp′

∫
X\At

ht(x)ϕiγpρ(x) dx

]
,

which goes to zero as t→∞ owing to (5.3.6). From hypothesis it also follows that

[f ∗ hλt,p − g]p,r → 0 as t → ∞. Consequently [f ∗ hλt − g]p,r → 0 as t → ∞. From

Proposition 5.2.7 we get the desired result.

Remark 5.3.7. We note that unlike {hλt }, {hλt,p} is not a semigroup. Right-

convolution by hλt,p is not a mean value operator. Thus the three theorems above

are somewhat parallel to Proposition 4.2.3 and Proposition 4.4.6 in the previous

chapter.

5.4 Small time behaviour of heat propagation

We consider again the heat propagator et∆ on X, which, we recall, is given by

the right-convolution by ht. Purpose of this section is to illustrate that in the

results characterizing eigenfunctions through heat propagation in small time also

manifests dichotomies with the Euclidean spaces. If f is a suitable eigenfunction

with eigenvalue −(λ2+ρ2) for some λ ∈ C, it is straightforward to see that f ∗hλt = f

for any t > 0. We shall explore here when the converse of this result is true.

Note that if λ = iρ, then hλt = ht which is a probability and a classical result of
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Furstenberg [37] asserts that the converse is true for this case when f ∈ L∞(X). We

shall consider other λ ∈ C, and appropriate function (or distribution) spaces on X

which can accommodate eigenfunctions with eigenvalue −(λ2 + ρ2). A reader will

observe that the main result in this section is closely related to the result in Chapter

2. We have chosen to isolate it here to emphasize this difference.

We begin with the corresponding result on the Euclidean spaces.

5.4.1 Review of the result for Euclidean spaces

It follows from the mean value property that there is no nonzero harmonic func-

tion belonging to Lp(Rn) for 1 ≤ p < ∞. More generally, there are no nonzero

eigenfunction of ∆Rn belonging to any Lp(Rn) except for negative eigenvalues and if

∆Rnf = −cf for some c > 0 and f ∈ Lp(Rn) with 1 ≤ p ≤ 2n
n−1

, then f is necessarily

zero. Keeping these in view, we formulate the following theorem. Temporarily for

this subsection only, by f̂ we denote the Euclidean Fourier transform of a function

f on Rn.

Theorem 5.4.1. Let f be a nonzero measurable function.

(i) If f ∈ L∞(Rn) and satisfies et∆Rnf = f for some t > 0, then f is harmonic.

(ii) If f ∈ Lp(Rn) with p > 2n
n−1

and satisfies et∆Rnf = e−tcf for some c > 0 and

t > 0, then ∆Rnf = −cf .

As we could not locate a reference, we shall include its proof. We shall use these

notation. For λ, µ ∈ C, x ∈ Rn and k ∈ N, let

φλ(x) =

∫
Sn−1

eiλx.w dw, φµ,k(x) =
∂k

∂λk
φλ(x)|λ=µ.

Proof. Suppose that c = α2 with α ≥ 0. Let pt, p
c
t be the Gaussian, respectively

the shifted Gaussian defined through their Fourier transforms: p̂t(ξ) = e−t|ξ|
2

and

p̂ct(ξ) = e−t(|ξ|
2−c). Then the hypotheses in (i) and (ii) can be rewritten as f ∗ pct = f

where c = 0 for (i). Let g(x) = exp(−|x|2) and K = g ∗ µ where µ = pct − δ0 and

δ0 is the dirac at 0. We note that K ∈ L1(Rn), K̂(ξ) = 0 if and only if |ξ| = α,

g∗f ∈ L∞(Rn) and the hypotheses further boils down to f ∗µ = 0. This implies that

K∗g∗f = 0. By [68, Theorem 9.3], support of the Fourier transform of the tempered

distribution g ∗ f is contained inside the set {ξ ∈ Rn | |ξ| = α}. Consequently, same

is true for the support of f̂ . We shall now deal with (i) and (ii) of the statements

separately.
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(i) As c = 0 we have supp (f̂) ⊂ {0}. Therefore f̂ =
∑
β

cβD
βδ0 (see [68,

Theorem 6.25]). From this we get f(x) =
∑
β

cβx
β. But as f ∈ L∞(Rn), it is a

constant function, in particular harmonic.

(ii) We shall first prove the result under the assumption that f is radial. Here

c > 0, hence α 6= 0 and the tempered distribution f̂ is supported on the sphere

|ξ| = α. Therefore, f =
∑N

k=0 akφα,k for some nonzero constants a0, a1, · · · , aN .

(see [64, Lemma 2.2]). We claim that N = 0. To establish the claim we note that,

et∆Rnφα,k(x) =
∂k

∂kλ
|λ=α (φλ ∗ pt(x)) =

∂k

∂kλ

∣∣∣λ=α

(
e−tλ

2

φλ(x)
)

=
k∑
i=0

(
k

i

)
∂i

∂iλ
(e−tλ

2

)
∣∣∣
λ=α

φα,k−i(x).

If N ≥ 1, comparing the coefficient of φα,N−1 in both sides of identity et∆Rnf =

e−tα
2
f we get aN = 0 which is a contradiction. Hence f = a0φα and ∆Rnf = −cf .

This completes the proof for radial functions.

Now we withdraw the assumption that f is radial. Seeking to meet a contradic-

tion, we suppose that ∆Rnf 6= −cf . Then by Godement’s mean value theorem ( [41,

p. 409]), there exists a point x0 ∈ Rn such that
∫

SO(n)
f(x0 +Ay) dA 6= φα(y)f(x0),

where dA is the Haar measure on SO(n). Let F (y) =
∫

SO(n)
f(x0 +Ay) dA. Then F

is a radial function and the hypothesis f ∗ µ = 0 implies that F ∗ µ = 0. Applying

the result for radial functions proved above, we have ∆RnF = −cF . But this implies

that∫
SO(n)

f(x0 + Ay) dA = F (y) =

∫
SO(n)

F (Ay) dA = φα(y)F (0) = φα(y)f(x0)

which is a contradiction. Thus it is proved that ∆Rnf = −cf .

See [82] for the characterization of harmonic functions on weighted spaces in Rn,

which is close in spirit to the results of this section.

5.4.2 Results on symmetric spaces

For p ∈ (0, 2), recall from Subsection 3.1.1 that Λ(Sp) is given by

Λ(Sp) = {x+ iy ∈ C | x ≤ −4ρ2/pp′, |y| ≤ 2γpρ(−4ρ2/pp′ − x)1/2}, (5.4.1)
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which is a closed region in C enclosed by the parabola : y2 = −4γ2
pρ

2(x + 4ρ2

pp′
). For

p = 2 the region Λ(S2) degenerates to the ray (−∞,−ρ2]. For a fixed p ∈ (0, 2] and

c ∈ Λ(Sp), we define the critical time T pc by

T pc =

π
(

(−4ρ2

pp′
−<c)1/2γpρ+ |=c|

2

)−1

if p 6= 2 and c 6= −4ρ2/pp′

∞ otherwise.
(5.4.2)

The definition makes sense since for c ∈ Λ(Sp),
4ρ2

pp′
+ <c ≤ 0. Whenever p is fixed,

we shall write Tc for T pc .

First we shall deal with Lp-tempered distributions with p ∈ (0, 2) and withhold

the case p = 2 until the end of this subsection.

Theorem 5.4.2. Following conclusions hold.

(a) Fix a p ∈ (0, 2). Let γ be an Lp-tempered distribution on X which satisfies

et∆γ = etcγ for some c ∈ Λ(Sp) and 0 < t < Tc. Then γ is an eigendistribution

of ∆ with eigenvalue c.

(b) Suppose that p ∈ [1, 2) and for a function f ∈ Lp′,∞(X), et∆f = etcf , for some

c ∈ Λ(Sp) and 0 < t < Tc. Then f = PαF for some F ∈ Lp′(K/M) and α ∈ C
satisfying α2 + ρ2 = −c and =α ≤ 0.

(c) Suppose that p ∈ (0, 2), 1 ≤ r ≤ ∞ and for a function f ∈ Hr
p(X), et∆f = etcf ,

for some c ∈ Λ(Sp) and 0 < t < Tc. Then f = PαF for some F ∈ Lr(K/M)

and α ∈ C satisfying α2 + ρ2 = −c and =α ≤ 0 if r 6= 1, and f = Pαµ for

some signed measure µ on X and α as above if r = 1.

(d) Fix a p ∈ (0, 2). Then for any T ≥ Tc, there exist a nonzero Lp-tempered

distribution γ on X such that et∆γ 6= etcγ for all t < T , but eT∆γ = eTcγ. In

particular γ is not an eigendistribution of ∆.

Proof. (a) We suppose that c = c1 + ic2, c1, c2 ∈ R and c = −(α2 + ρ2) for α ∈ Sp.
First we shall assume that γ is a radial Lp-tempered distribution. For λ ∈ C, we

define a function ψ1(λ) = e−(λ2+ρ2+c)t − 1, which is the spherical Fourier transform

of hαt − δo at λ, where δo is the dirac at the origin o. For any δ > 0 we define an

augmented p-strip Sp,δ by

Sp,δ = {λ | |=λ| ≤ (1 + δ)γpρ}.
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We claim that there exists a δ > 0 such that if λ ∈ Sp,δ is a zero of ψ1 then

λ2 + ρ2 = −c. Indeed, ψ1(λ) = 0 implies t(λ2 + ρ2 + c) = i2nπ for some n ∈ Z. We

write λ = x+ iyγpρ ∈ Sp,δ for y ∈ R with |y| ≤ 1 + δ, to get

i2nπ =t((x+ iyγpρ)2 + ρ2 + c)

=t(x2 − y2γ2
pρ

2 + 2ixyγpρ+ ρ2 + c)

=t(x2 + (1− y2γ2
p)ρ

2 + c1) + i(2txyγpρ+ tc2).

Equating the real and imaginary parts, we have

x2 = −c1 − (1− y2γ2
p)ρ

2, 2txyγpρ+ tc2 = 2nπ.

When (−4ρ2

pp′
− <c)1/2γpρ + |=c|

2
6= 0 then from (5.4.2) and the hypothesis t < Tc

we have (
−4ρ2

pp′
− c1

)1/2

γpρ <
π

t
− |c2|

2
.

If (−4ρ2

pp′
−<c)1/2 γpρ+ |=c|

2
= 0, then trivially

(
−4ρ2

pp′
− c1

)1/2

γpρ <
π

t
− |c2|

2
.

Thus in both the cases(
−4ρ2

pp′
− c1

)1/2

γpρ = (−c1 − (1− γ2
p)ρ

2)1/2γpρ <
π

t
− |c2|

2
.

We choose δ > 0 sufficiently small so that

(−c1 − (1− y2γ2
p)ρ

2)1/2 |y|γpρ <
π

t
− |c2|

2

whenever 1 ≤ |y| ≤ 1 + δ. For |y| ≤ 1,

(−c1 − (1− y2γ2
p)ρ

2)1/2 |y|γpρ ≤ (−c1 − (1− γ2
p)ρ

2)1/2 γpρ <
π

t
− |c2|

2
.

Hence

2|n|π = |2txyγpρ+ tc2|

≤ 2t|x||y|γpρ+ t|c2|

= 2t
(
−c1 − (1− y2γ2

p)ρ
2
)1/2 |y|γpρ+ t|c2|
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< 2t

(
π

t
− |c2|

2

)
+ t|c2| = 2π.

This is possible only when n = 0. Therefore λ2 + ρ2 = −c and λ = ±α. This

establishes the claim about the zero of the function ψ1.

Let ψ2(λ) = e−(λ2+ρ2)ψ1(λ). Then ψ2 ∈ Cp(Ĝ//K). Let g ∈ Cp(G//K) be

the inverse image of ψ2 under the spherical Fourier transform. We note that the

hypothesis, et∆γ = etcγ equivalently, γ ∗hαt = γ implies that γ ∗(hαt −δo) = 0. Hence

γ ∗ g = 0 as a Lp-tempered distribution. We also observe that (i) if α 6= 0, then ψ2

has a simple root at α and (ii) if α = 0 then ψ2 has a zero of order two at α. We

shall deal with these two cases separately.

If α 6= 0, then by Proposition 1.5.2, {g ∗ ξ | ξ ∈ Cp(G//K)} is dense in the

space of all functions in Cp(G//K) whose Fourier transform vanish at α. Since γ is

a radial Lp-tempered distribution and

〈γ, g ∗ ξ〉 = 〈γ ∗ g, ξ〉 = 0, for all ξ ∈ Cp(G//K),

we have, 〈γ, φ〉 = 0 for all φ ∈ Cp(G//K) whenever φ̂(α) = 0. But ϕα is also

a radial Lp-tempered distribution which annihilates all φ ∈ Cp(G//K) whenever

φ̂(α) = 0. Therefore by [68, Lemma 3.9], γ = Cϕα for some constant C. Thus γ is

an eigendistribution of ∆ with eigenvalue c.

We take now α = 0. As α = 0 is a zero of order two of ψ2, by Proposition 1.5.2,

{g ∗ ξ | ξ ∈ Cp(G//K)} is dense in the space of all functions in Cp(G//K) whose

Fourier transform and its first derivative vanish at zero. Since 〈γ, g ∗ξ〉 = 0 we have,

〈γ, φ〉 = 0 for all φ ∈ Cp(G//K) whenever φ̂(0) = 0 and ∂φ̂(λ)
∂λ
|λ=0 = 0. But as φ̂ is

an even function, ∂φ̂(λ)
∂λ
|λ=0 = 0. Hence 〈γ, φ〉 = 0 for all φ ∈ Cp(G//K) whenever

φ̂(0) = 0. Therefore γ = Cϕ0 for constants C (see [68, Lemma 3.9]). Thus γ is

an eigenfunction of ∆ with eigenvalue c. This completes the proof of (a) under the

assumption that γ is radial.

Now we remove the assumption that γ is radial. We claim that for an Lp-

tempered distribution γ, if R(`xγ) = 0 for all x ∈ G, then γ = 0. Indeed, R(`xγ) = 0

for all x ∈ G implies that for any ψ ∈ Cp(G//K), γ ∗ ψ = 0 as a distribution. We

take ψ = ψε, where {ψε} is a C∞c -approximate identity to conclude that γ = 0.

Since ∆ commutes with radialization R and translation `x, from the hypothesis

et∆γ = etcγ, it follows that et∆R(`xγ) = etcR(`xγ) for all x ∈ G. Applying the

result for radial function we have ∆R(`xγ) = cR(`xγ) for all x ∈ G. Using again

129



the commutativity of ∆ with R and `x, we conclude that R(`x(∆γ− cγ)) = 0 for all

x ∈ G. This implies that ∆γ = cγ by the claim established above. This completes

part (a).

(b) and (c) By Proposition 1.5.1 and Proposition 1.6.1, f is an Lp-tempered

distribution, hence by part (a) an eigendistribution with eigenvalue c. Assertions

now follow from Corollary 1.7.4 and Theorem 1.7.2.

(d) As in (a) we take c = c1 +ic2 for c1, c2 ∈ R and c = −(α2 +ρ2) for α ∈ Sp. We

claim that given any T ≥ Tc we can find a β ∈ Sp such that either T (β2+ρ2+c) = 2πi

or T (β2 +ρ2 +c) = −2πi. To see this let us first assume that c2 ≥ 0. Since c ∈ Λ(Sp)

and T ≥ Tc we have by (5.4.1) and (5.4.2)

−2γpρ

(
−4ρ2

pp′
− c1

)1/2

≤ c2 −
2π

T
< c2 ≤ 2γpρ

(
−4ρ2

pp′
− c1

)1/2

.

Therefore there exists β ∈ Sp (see (5.4.1)) such that −(β2 + ρ2) = c1 + i(c2 − 2π
T

).

This implies

T (β2 + ρ2 + c) = 2iπ.

Similarly, if c2 < 0, then the conditions c ∈ Λ(Sp) and T ≥ Tc implies that

−2γpρ

(
−4ρ2

pp′
− c1

)1/2

≤ c2 < c2 +
2π

T
≤ 2γpρ

(
−4ρ2

pp′
− c1

)1/2

and hence again by (5.4.1) we can find a β ∈ Sp such that −(β2+ρ2) = c1+i(c2+ 2π
T

).

That is T (β2 + ρ2 + c) = −2iπ.

Let f = ϕα +ϕβ. Then f is an Lp-tempered distribution which is clearly not an

eigenfunction of ∆, but

f ∗ hcT = ϕα + e−T (β2+ρ2+c)ϕβ = ϕα + ϕβ = f.

That is eT∆f = eTcf . It is also clear that if t < T , then f ∗hαt 6= f as t|β2 +ρ2 +c| <
2|π| for such t. Thus γ = f is the Lp-tempered distribution, required to find for

part (b).

A consequence of Theorem 5.4.2 is the following.

Corollary 5.4.3. Let γ be an Lp-tempered distribution on X for some p ∈ (0, 2)

and c = −(α2 + ρ2) ∈ Λ(Sp) for some α ∈ C. Suppose that for two distinct positive

numbers t1, t2 with |t1 − t2| < Tc, γ ∗ hαt1 = γ ∗ hαt2. Then f is an eigendistribution

of ∆ with eigenvalue c. For two arbitrary positive numbers t1, t2 with |t1 − t2| ≥ Tc,
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there exist a nonzero Lp-tempered distribution γ which is not an eigendistribution of

∆ but satisfies γ ∗ hαt1 = γ ∗ hαt2.

Proof. First we shall show that for an Lp-tempered distribution γ1, γ1 ∗ hαt = 0

for some fixed t > 0 implies that γ1 = 0. Passing to R(`xγ1) for some x ∈ G, if

necessary, without loss of generality we may assume that each γ1 is radial (see proof

of Theorem 5.4.2). If γ1 ∗ hαt = 0, we have 〈γ1 ∗ hαt , φ〉 = 0 for all φ ∈ Cp(G//K).

That is 〈γ1, φ ∗ hαt 〉 = 0 for all φ ∈ Cp(G//K). Since by Proposition 1.5.2, {hαt ∗ φ |
φ ∈ Cp(G//K)} is dense in Cp(G//K), we have 〈γ1, φ〉 = 0 for all φ ∈ Cp(G//K).

That is the distribution γ1 = 0.

Without loss of generality we assume that t1 > t2 and let t = t1−t2. If |t1−t2| <
Tc and γ ∗ hαt1 = γ ∗ hαt2 , then it follows that γ2 ∗ hαt = γ2 for 0 < t < Tc where

γ2 = γ ∗ hαt2 . Hence from Theorem 5.4.2(a) it follows that ∆(γ ∗ hαt2) = c(γ ∗ hαt2),
which in turn implies that (∆γ − cγ) ∗ hαt2 = 0. From the argument given in the

preceding paragraph, first part of the assertion follows. For the second part if t > Tc

using (b) of Theorem 5.4.2, we can obtain a nonzero γ satisfying γ ∗hαt = γ but γ is

not an eigendistribution of ∆. It is also easy to see that γ satisfies γ∗hαt1 = γ∗hαt2 .

Thus if we miss the critical time, we need two observations in a small interval

of time. The corollary we state and prove below finds another way to determine

whether f is an eigendistribution, taking observations in the intermediate time.

This is a reminiscent of the two radius theorem for the spherical mean operator

( [28], [33]).

Corollary 5.4.4. We fix a p ∈ (0, 2) and a point c = −(α2 + ρ2) ∈ Λ(Sp), for some

α ∈ C. Suppose that for an Lp-tempered distribution γ on X, γ ∗hαs = γ = γ ∗hαt for

some s, t > 0 with t/s irrational, then γ is an eigendistribution of ∆ with eigenvalue

c.

Though the proof is a simple consequence of Corollary 5.4.3 and Kronecker’s

approximation theorem, we need to check the necessity of the hypothesis. We note

that if s < Tc or t < Tc or |s− t| < Tc then γ ∗ hαt = γ = γ ∗ hαs implies ∆γ = cγ by

Theorem 5.4.2 and Corollary 5.4.3 and thus in these cases it is irrelevant whether

s/t is irrational or not. Therefore we have to check the necessity only for the

complementary cases. We shall see below that for a fixed p ∈ (0, 2), given s > 0, t > 0

with s 6= t and s/t rational, there exist a point c ∈ Λ(Sp) such that s ≥ Tc, t ≥ Tc,

|s− t| ≥ Tc and an Lp-tempered distribution γ which is not an eigendistribution of

∆ but satisfies γ ∗ hαs = γ = γ ∗ hαt where c = −(α2 + ρ2).
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Suppose that s/t = m/n where m,n are relatively prime positive integers. Let

c2 = 2mπ/s. We choose c1 < 0 sufficiently negative such that c1 + ic2 ∈ Λ(Sp). It

can be verified in a straightforward way from (5.4.1) that s = 2mπ/c2 ≥ Tc1 , t =

sn/m = 2nπ/c2 ≥ Tc1 and |s− t| = 2|n−m|π/c2 ≥ Tc1 . We find α, β ∈ Sp such that

−(α2+ρ2) = c1 and −(β2+ρ2) = c1+ic2. This is possible as both c1, c1+ic2 ∈ Λ(Sp).

We take c = c1. Since −(α2 + ρ2) = c1 = c we have

ϕα ∗ hαt = ϕα = ϕα ∗ hαs .

We also have

ϕβ ∗ hαs = es(c1+ic2−c1)ϕβ = eisc2ϕβ = ei2mπϕβ = ϕβ

and using t = (n/m)s,

ϕβ ∗ hαt = et(∆−c1)ϕβ = eitc2ϕβ = ei(n/m)sc2ϕβ = ei2nπϕβ = ϕβ.

It is established that γ = ϕα + ϕβ then γ ∗ hαs = γ = γ ∗ hαt but γ is not an

eigendistribution of ∆.

Lastly, we note that in the hypothesis of Corollary 5.4.4, the condition γ ∗ hαs =

γ = γ∗hαt cannot be substituted by γ∗hαs = γ∗hαt . Because by Corollary 5.4.3 when

|s−t| ≥ Tc, there exists an Lp-tempered distribution γ which satisfies γ ∗hαs = γ ∗hαt
but γ is not an eigendistribution of ∆. For the sake of completion, let us now prove

the corollary.

Proof. As discussed above, it is enough to prove the assertion with the assumption

that t > Tc, s > Tc. Let ξ = t/s. Then ξ > 0 is an irrational number. We take

0 < ε < Tc which implies 0 < ε/s < 1. By Kronecker’s approximation theorem,

there exist n ∈ N, such that 0 < nξ −m < ε/s, where m ∈ N is the integer part of

nξ > 0. Hence 0 < nt −ms < ε < Tc. Since hαt is a semigroup, it follows from the

hypothesis that f ∗ hαnt = f ∗ hαms. The assertion follows from these and Corollary

5.4.3.

So far we have not considered L2-tempered distributions, which we shall do now.

First we recall some relevant information.

(i) The space C2(Ĝ//K) is isomorphic to the space of even Schwartz class func-

tions on R. In particular, for a function ψ ∈ C2(G//K), ψ̂ has no complex

analytic extension, in general.
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(ii) The L2-spectrum Λ(S2) = (−∞,−ρ2].

(iii) For p = 2 and any c ∈ Λ(S2), Tc =∞ (see (5.4.2)).

(iv) Weak L2-functions and functions in Hr
2(X) are L2-tempered distributions

(Proposition 1.5.1 (a), Proposition 1.6.1 (d)).

(v) If ∆u = −ρ2u for some u ∈ L2,∞(X), then u = 0 (see Proposition 1.7.1).

(vi) (1 + |x|)−1ϕ0 ∈ L2,∞(X) and ∆ϕ0 = −ρ2ϕ0 (see Proposition 1.4.1).

As, (i), (ii) and (iii) suggest that (for p = 2) the situation is close to Euclidean,

in particular the proof of Theorem 5.4.2, which deals with analytic functions on

complex domain will not work in this situation.

Theorem 5.4.5. Let γ be an L2-tempered distribution on X and let t > 0 be fixed.

Let f be a measurable function on X. Let t > 0 be fixed.

(a) If et∆γ = etcγ for some c = −(α2 + ρ2) ≤ −ρ2, then ∆γ = cγ.

(b) If γ in (a) is a function f ∈ L2,∞(X) and c < −ρ2, then f = PαF for some

F ∈ L2(K/M).

(c) If γ in (a) is a function f satisfying (1 + |x|)−1f ∈ L2,∞(X) and c = −ρ2,

then f = P0F for some F ∈ L2(K/M).

(d) If γ in (a) is a function f ∈ Hr
2(X) for 1 < r ≤ ∞ and c = −ρ2 then f = P0F

for some F ∈ Lr(K/M). If r = 1 and other conditions are same then f = P0µ

for some signed measure µ on K/M .

Proof. As we have seen in the proof of Theorem 5.4.2, it is enough to prove (a) under

the assumption that γ is radial. The hypothesis can be rewritten as γ ∗ hαt = γ.

This implies that γ ∗ hαnt = γ, hence

γ̂ = ent(α
2−λ2)γ̂ for any n ∈ N.

We take φ, ψ ∈ C2(Ĝ//K). As φ, ψ are even functions on R, we consider them as

functions on [0,∞). Let us first assume α > 0. Suppose that φ is supported on

[α + ε,∞), and ψ is supported on [0, α− ε] for some 0 < ε < α. For n ∈ N, define

ψnt(λ) = ψ(λ)ent(λ
2−α2) ∈ C2(Ĝ//K).
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Then for any n ∈ N,

〈γ̂, φ〉 = 〈γ̂, ent(α2−λ2)φ〉 and 〈γ̂, ψ〉 = 〈γ̂ent(α2−λ2), e−nt(α
2−λ2)ψ〉 = 〈γ̂, ψnt〉.

We note that ent(α
2−λ2)φ→ 0 and ψnt → 0 as n→∞ in the topology of C2(Ĝ//K).

Therefore 〈γ̂, φ〉 = 0 and 〈γ̂, ψ〉 = 0. This establishes that γ̂ is supported on {±α}.
If α = 0, we argue the same way, except that we need to consider only φ and

not ψ above to conclude that γ̂ is supported on {0}.
From this and since γ is radial, we conclude that (see [68, Theorem 6.25]), there

exists a polynomial P such that

γ̂ = P (∂λ)δλ|λ=α.

Using injectivity of the spherical Fourier transform we get,

γ =
N∑
l=0

alϕα,l,

for some a1, a2, . . . , aN ∈ C, aN 6= 0, and N ∈ 2Z for the case α = 0 (as odd

derivatives in λ of ϕλ is identically 0). Rest of the argument is as the proof of

Theorem 5.4.1: we assume that N ≥ 1, use the hypothesis et∆γ = etcγ, i.e. γ ∗ ht =

ectγ, equate the coefficients of ϕα,N−1 if α 6= 0 and coefficients of ϕα,N−2 if α = 0 in

the both sides, and conclude that aN = 0. Thus γ = Cϕα, in particular ∆γ = cγ.

This completes the proof for radial γ and hence of the assertion (a).

Assertions (b), (c), and (d) follow from (a), applying Propositions 1.5.1, 1.6.1,

Corollary 1.7.4 and Theorem 1.7.2.

See [47] for other characterization of eigenfunctions with real eigenvalues as the

Poisson transform of L2-function on K/M , arising from Strichartz conjecture ( [75]).

This can be used instead of weak L2-norm to obtain analogous result.

Remark 5.4.6. Following remarks are in order.

(1) If we take c = 0, then c ∈ Λ(S1) and c 6∈ Λ(Sp) for any other 1 < p ≤ 2. In

this case Theorem 5.4.2 gives back the classical result: f ∗ ht = f for f ∈ L∞(X)

implies that f is harmonic, which we have discussed at the beginning.

(2) We have used the results for the characterization of Lp, weak Lp-eigenfunctions

or eigenfunctions in the Hardy-type spaces as the Poisson transform (of Lebesgue

functions or measure on K/M). As mentioned above, unlike the Lebesgue spaces
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and Lorentz spaces for 1 ≤ p ≤ ∞, the Hardy-type spaces can accommodate eigen-

functions with arbitrary complex eigenvalues. There are other size estimates in the

literature, through which such characterization is possible. See for instance subsec-

tion 4.1 in [51] for a brief survey.
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aritmischen potentials, Ber. Ver. Sächs. Akad. Wiss. Leipzig 68 (1916), 3–7.

[15] Blaschke, W. Mittelwertsatz der Potentialtheorie, Jahresber. Deutsch. Math.

Verein. 27 (1918), 157–160.

[16] Bridson, M. R.; Haefliger, A. Metric spaces of non-positive curvature.

Grundlehren der Mathematischen Wissenschaften, 319. Springer-Verlag,

Berlin, 1999.

[17] Casadio Tarabusi, E; Cohen, J. M.; Korányi, A.; Picardello, M. A. Converse
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