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SUMMARY. The product of two ch ixtio functions ba absolutely i whonover one of
thom ia absolutely intograble. This fact and the invorsion formula for tho normal distribution aro
oxploitod horo to provido nitornativo proofa of the uniquences theorem, Lovy's continuity theorom,
Bochnor's thvorem and the Horglatz lomms.

L. IsTnopvoTION

The standard proofs of tho uniquencss theorem, Levy's continuity theorem and
Bochner's theorem on ch istio funetions (I forth to be referred to as tho basio theo-

T
rems) depend heavily on evaluation of limits of integrals of tho kind jrh(x)d; a8 Ttends to

infinity. Evaluation of such limita is gencrally uninteresting beeauso the corresponding impropor
integrals do not always exist.” Morcover such integrals tend to obscure the crucial nspects
of the proofs of the basic theorems. An interesting question that ean be raised now is whether
it is possiblo to give alternativo proofs of the basic theorems which would not require the eva.

r
luation of limits of tho kind Iim I h(z)dr. Dr. Sethuraman, a collengue of the author,

belicved that this could pmbnbly bo (lonn by posing ch istio functions wnder in.
vestigation with an absolutely i Lle characteristio function and investigating tho new
characteristio functions so obtained. Tho main object of thia paper is to prondo an alffir.
mative answer to the above question and to show that the techniquo of -
istic functions with an absolutely integrablo characteristic function lmrls to wnsldcmblu
simplifications and at the eame timo brings out more vividly tho essential aspeets of the
proofs of the basio theorems,  Our method of attack ia to compose the given characteristic
function with the charucteristic function of the normal distribution and then repeatedly
apply the inversion formula for the normal distribution. Tho choico of the characteristic
function of the normal distribution is entirely arbitracy here (at least for uniquencss and
continuity theorcms) and in fact any absolutely integrablo charneteristic function could
have been used for this purpose. We begin now by giving Gret a few preliminary
definitions and results necessary for our development.

For brevity in exposition woe consider through distribution functions on the real
line, R, rather than on a general n-dimensional Euclidean &pace, (4 = 1,2,...). What is
dono in the sequel for tho real lino carrics word for word for finite dimensional Euclidean
apacen.

Definition 1.1: A sequonce of distribution functions F, Fy, ... is eaid to convergo
weakly to o distribution function P if the sequence Fi(x), Fiy(x), ... converges to Fz) ot cach
continuity point z of F,
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Definition 1.2: A sequenco of distribution functions F,, Fy, ... is called weakly
precompact if every subsequenco from Fy, Fy, ... contains a further subsequenco which con-
verges weakly to a distribution function.

Definition 1.3: A distribution function P is composed of distribution function Fy,
Fy, written as F = Fy o Fy, if

Fiz) = [ Fi(x—yd Fyly) w {1
for ze Ry,
IfF = Fys Fy then the characteristio functions ¢, ¢, and ¢, of F, F, and F,
respectively satisfy
LUES AU AL - )
forteR,

1If F = F o F,, F| absolutely continuous with the density function f,, then F is
absolutcly continuous. The density function f of F is given by

JE&) =] f{z—y)dFyly) e 3

for xeR,.
Let @, denote the normal distribution function with mean zero and varianco ¢, i.0.

0, (2) = | oxp(—utj20®) dufov/2n )

for zeR,.

The following, which is an inversion theorem for the Normal, is then well.known

f exp (itze—2Y20%) dxfo Vir = exp (—t20i2). e (5)

In the next section wo cstablish tho uniquencas theorem.

2. UXIQUENESS OF CHARACTERISTIC FUNCTIONS

Every distribution function clearly determines a unique characteristic function.
The converso follows from the following theorem,

Theorem 1@ Every characteristic function uniquely delermines a distribntion funclion.

Proof : Lat $t) be o characteristic function. If possiblo Jet Fy (5 =1,2) bo two
distribution functiona having the characteristic function g{t). Let Iy, = Fye G,. Then
1y, in absolutely continuous ince €, is absolutely continuvus. Tho density function Ay,
of 1}, is given by

b2y = | exp (—(z—yP 203 Fy (y)ov2n e (6)
for ze Ry (i =1,2).
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The characteristio function of Mj, (j = 1,2) Is given by 9{t) exp (—f0/2). It is
demonstrated Uelow that Ay, = b, for & > 0. Actually this is immediate from the followgin
equation

J9(1) exp (—itz—1%0%(2) dtj2n
= [ exp (—itz—1ta%(2) di [ exp (ity) dF, (y)f2n
= [ dF(y) § exp(—il{z—y)—1%0%2) dtj2n
=f oxp (—(z—y)'i20") dF )l Vin
=y, (z) - (D
since the left sido of (7) is the same for j = 1, 2.
Henco Iy, = Iy, foro > 0, This implics that
| Fiz—oyMO\{y) = [ Fyfz—ay)dG\(y) - (8)
where G, is the normal distribution function with zero mean and unit varlanco.

On letting o> 0 in (8), wo obtain Fy(z) = Fy(z) for all common continuity points
of F; and F,. Henco F, = F,.

This completes the proof of Theorem 1.

3. Proor oF LEVY'S CONTINUTTY TUEORENM
The following lemmas are considered neceasary in order to provide an alternative
proof of Levy'a continuity theorem,

Lemma 1: The sequence of distribution functions Fy, Fy, ..., i8 weakly precompact
if and only if for each € > 0 there exisls & rumber K, such that
FR)—F{—K)>1—s e (9)
Joralln.

Proof : Invoke Helly's weak compactacss thoorcm (Lodve, 1062).

Lemma 23 Let Fy, Fy, ... be 6 sequence of distribution functions.  Let G be a given
distribution function. Then the sequence G, Py o G, Fyo Q... is weakly precompact if and
only if Fy, Fy, ... 18 weakly precompact.

Proof : It sufficea to provo tho neccssity part of tho lemma. By Lemma 1 if
G, F '« 0, FyeQ,... is weakly precompact then for each €& > 0 thero exists 8 K, such that
O(R)-0G(—K,)> 1—¢ and F,e G(K,)—~Fae 0(—K,)> 1—¢ for alln. Henco Fy (2K ;)
=F(~2K,;) > 1—¢, This proves tho etated lemma.

Wo have thus tho following theorem.
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Theorem 2: A necessary and sufficient condilion for a scquence of disiribution func-
tions Fy, Fy, ... to converye weakly fo a distribution Fg is thal the corresponding sequence of charac-
leristic functions 9\(1), 94(1),...converge poiniwise to a funclion 9.{t) which is continuows att = 0;
in which case 9,{t) is the characteristic function of F,.

Proof : That the condition is necessary ia obvicus. To prove the sufficiency it can
be seen that it sulfices to provo that Fy, Fy, ... is weakly p
scquence of characteristic functions 9,(t), pylf), .

if the corresponding
.. converges pointwiso to o function pq(!)
which ia continuous st t = 0. To prove this, consider the nrew sequenco of diatribution fune.
tions Fy ¢ G, Fy e G, ... whero G is the distribution function of the standard normal distribu-
tion, The characteristic function of F,e @ is y,() = ¢.(1) exp (—#2) (n=1,2,...}.
F, ¢ 0 is absolutcly continuous because @ is absolutely continnous. From (7) tho density
function of Fye @ is given by .

Ju9) = [ ol exp(—itz~2) dif2n (n=1,2,...). . (10)
By tho dominated convergeneo theorem, wo have
Jim ) = lim_ [ 9l exp (it z—Aj2) dij2n
= [ 9olt) exp(—itz—i%/2) dif2m
= f(x) (say). e (U0}

Thus the sequence of density functions f(x), /i(z), ... converges pointwiso to fi(z). We now
prove that f(z) ia a density function, By the monotone convergence theorem

I flabz = Jim [ ffe) exp(=20112) d=

= lim [exp(—z'8%2)dx [ 9,ft) exp{—itx—i32) dt{2n
=0

= lim [ 9,{t) exp (—2) dt §exp (—itz—28%2) dxf2n
50

= lim [9glt) exp (—#[2—1[28%) dij3V/2n
-0

= lim [ p,{ud) exp (—u¥Y2—u[2) du/v2n
840

= Joxp(—ulf2)dufv2r =1,

. (12)
by virtuo of tho continuity of po(t) at § = 0.

‘Thia shows that tho sequenco of density functions of G, Fy e @, Fy ¢ G, ... converges
pointwise to a probability density function. Next by (10}}f.| < 1/V2r (n =1, 2, ...). Henco
8
lim [ f(x)dr = j’°j,(z) dz. Thishuplica that G, Py ¢ G, Fy » G, ... is wenkly precompact.
Ao ¢ -

Conscquently by Lemma 2, F), Fy, ... is weakly precompact.

This complotes tho proof.
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4. Troor or BOOINER'S TREOREM
We now stato and prove Bochner’s theorem.
Theorem 3: A function g{+) defined on the real line is non-negative definite and conti-

nwons with g0} = 1 if and only if it is a characteristic function.

Proof : 1t is recalled that a function is non-negative definite if for cach positve
integer n, real numbers 4, 4, .., {, and & function (-} defined on the real line, the following
holds

£ % gt—t) Med i) > 0. e {13)
f=l fad
It is easy to verify that a ch istic function ia gativo definite. To prove

the converse, it is scen that (13) implics that
11 glu—v) exp {—i{u—v)c—(ut+o*)o%) dudv > 0 . (14)

for cach z and g% > 0 becauso the above integral can bo approximated by means of sums of
the form of (13).

The above fntegrand can bo written as

[gtu=v)exp {~iu—v)z— O _LEPTY gy, 50 . ()

Letting ¢ = u—v and 8 = 5+ and integrating over s, we obtain
Sz, 0) = § glt) exp{—itz—f0%2) dif2n > 0. e (16)

Clearly f(z, 0), 03 a function of z, is & density function because an argument eimilar
to that of (12) gives

[fz,0)dz =,E:: [ Jlz, o) exp (—2%Y2)dz = 1. . (1)
A similor argument shows that tho characteristio function of f(z, o) is given by
[ exp(it, 2} fiz, 0) dx = 'lil:lo [ f(z, o) exp (it,z—2z8%}2) dz
= lim f glt+ut) exp (— (’l_"“ﬁ_"?' ) dufV3y

= g{t,) exp (—1}0*/2) w (18)

by virtuo of the continuity of g(-). Henco for each , gl1) exp (~1%0%2) ia & characteristio
function.

Sinco li_r:xo g(t) oxp (—f0%/2) = g{t) and g{f) is i , by Levy's
.
theorem it follows that g{f) is in fact & charactoristio fuaction.
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This concludes tho proof of Bochner's theorem.

Concluding remarks : Tho Herglotz lemma can Lo proved in a similar fashion. To
provo this ono nced replaco tho integrals in the proof of Bochner’s theorem by infinito sums and
make uso of the orthonormality of {exp (itz):¢ =0, £1, £2,...} in L0, 2m). Finally
it can bo by checked that Cramer’s theorem too can bo proved in a similar manncr.
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