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Abstract

In this thesis, some analytical frameworks have been developed to analyze the ef-
fect of different system parameters on handover performances in heterogeneous net-
work (HetNet) and based on such frameworks, some efficient handover algorithms
have been proposed. The study starts with an analytical framework to investigate the
effect of resource allocation mechanisms, upper layer mobility management protocols
(MMPs) and handover decision metrics on user perceived throughput. This analysis re-
veals that among other factors, handover decision metric plays a crucial role in deter-
mining user perceived throughput in HetNet. Subsequently, we develop two handover
decision metrics for ultra dense networks (UDN) and unlicensed band communications
specifically. For UDN scenario, a handover mechanism has been developed to deal with
the period of time prior to handover initiation when a mobile terminal (MT) is connected
to the serving cell but not getting the requested data rate. In unlicensed band commu-
nication, channel conditions may fluctuate drastically due to the interference caused by
the co-existence of several networks in unlicensed band. For such a scenario, a han-
dover mechanism has been proposed to select the optimal target network from a set of
candidate networks. To provide seamless connectivity in HetNet, dual connectivity
(DC) and separation between control and user planes have been emerged as promising
solutions. An analytical framework has been developed to investigate the performance
of DC in control-user plane split HetNet explicitly considering the data rate demands
of the MTs, traffic arrival pattern and channel conditions. Finally, we analyze the han-
dover performances of different classes of MMPs considering the effect of underlying
handover execution mechanisms such as hard and semisoft. Based on this analysis, dif-
ferent combinations of MMPs and handover execution mechanisms have been prioritized
using analytic hierarchy process. The significance of the developed analytical frame-
works lie in the fact that these analyses would provide deeper insight towards service
guarantee and system design in HetNet.
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Chapter 1

Introduction

The widespread use of consumer mobile terminals (MTs) such as iPhones and iPads,
and extensive use of mobility supported applications such as skype, facebook and twitter

caused mobile data traffic to be exponentially increased [1]. To cope with such high data
rate demand, densification of the small cells has been emerged as one of the effective
solutions by bringing the access networks closer to the MTs. Such network is referred
to as ultra dense network (UDN) [2]. In UDN scenario, small cells are expected to differ
in coverage ranges (10-100 meters), transmission powers (100 mW-2 W), operating fre-
quency (licensed/unlicensed) as well as radio access technologies (RATs) such as wide-
band code division multiple access (WCDMA), orthogonal frequency division multiple
access (OFDMA) and IEEE 802.11 wireless local area network (WLAN) [3]. Such diverse
features of small cells migrate UDN towards heterogeneity. A typical heterogeneous
network (HetNet) scenario is shown in Figure 1.1. Here, macrocells are providing
ubiquitous coverage. Within the coverage region of the macrocells, several small cells
are deployed in hotspot areas to improve system capacity. These macrocells typically
belong to long term evolution advanced (LTE-A) and universal mobile telecommunica-
tions system (UMTS) standard. A HetNet scenario where all the macrocells and small
cells belong to LTE-A standard is often referred to as long term evolution heteroge-
neous network (LTE HetNet) [1]. On the other hand, the HetNet scenario where the
macrocells and small cells belong to different RATs is referred to as all-IP HetNet. In
all-IP HetNet, the Internetworking protocol (IP) acts as the common interconnection
medium among different RATs. Providing high data rate services to the MTs in HetNet
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Figure 1.1: Typical HetNet scenario

scenario is one of the goals of the forthcoming fifth generation (5G) cellular systems.

While roaming across HetNet, MTs may experience frequent handovers due to the
limited coverage regions of the deployed small cells. These frequent handovers cause
increased control plane overhead and higher link failures. To reduce such control over-
head and to ensure seamless mobility, dual connectivity (DC) and logical separation be-
tween control plane and data plane has been evolved as promising solutions [4], [5]. In
control/user plane (C/U) split network architecture, macrocell evolved node Bs (eNBs)
provide control coverage using a low frequency band signal and support efficient radio
resource control (RRC) procedures for the MTs. Within the footprint of the macrocells,
several small cells provide high data rate transmissions to the MTs over high frequency
band signals. The DC technology can be used to improve per user throughput at the cell
edges by utilizing resources across multiple eNBs.

Although the HetNet paradigm comes with several advantages, challenges are as-
sociated with interference management, resource allocations and seamless handovers.
In particular, the handover mechanisms need to be seamless, flexible and adaptable to
the variations, as changes in the traffic and deployment scenarios are expected to occur
more rapidly than existing networks. In this thesis, we have developed some analytical
frameworks to analyze the effect of different handover mechanisms on user throughput
in various HetNet scenarios. Based on such frameworks, some new handover mecha-
nisms have also been developed.
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Figure 1.2: Tight coupling vs. loose coupling in all-IP HetNet

1.1 Background

While roaming across HetNet, MTs need to change its point of attachments from one
access network to another. The mechanism of changing point of attachments from one
access network to another is known as handover. Handovers between same RATs are
called Intra system handovers (e.g., LTE-A to LTE-A handover), whereas handovers
between different RATs are called Inter system handovers (e.g., LTE-A to WLAN han-
dover). To provide ubiquitous connectivity across HetNet, mainly two types of cou-
pling techniques exist in literature namely tight coupling and loose coupling [6, 7]. To
illustrate the aforementioned coupling techniques, let us consider an all-IP HetNet

consisting of one LTE macrocell and multiple WLAN access points (APs) (depicted in
Figure 1.2). Here, the LTE macrocell is connected to the evolved packet core (EPC)
via the mobility management entity (MME) and the serving gateway (SGW). The EPC is
further connected to the Internet backbone. The WLAN APs are connected to a common
gateway namely WLAN-gateway. In tight coupling, WLAN APs are connected to the EPC
via WLAN-gateway. In this type of coupling, mobility management is performed by the
standard mechanisms of evolved universal terrestrial radio access network (EUTRAN)
which ensures lower latencies for handover and connection setup [8]. In loose coupling,
WLAN APs and LTE macrocell are independently connected to the Internet. Here WLAN
APs are connected to the Internet via WLAN-gateway whereas LTE macrocell is con-

3



nected to the Internet via EPC. In this type of coupling, the Internetworking protocol
(IP) protocol acts as the common interconnecting medium and the resulting network is
referred as all-IP network [9]. To make the handover process independent of underly-
ing RATs in all-IP networks, several mobility management protocols (MMPs) have been
proposed [10]. Examples of such MMPs include Mobile IP (operate at network layer),
mobile stream control transmission protocol (operate at transport layer) and session ini-
tiation protocol (operate at application layer) [8]. In both tightly coupled and loosely
coupled HetNet, handover decisions can be assisted by the access network discovery
and selection function (ANDSF) which is an entity of the EPC. The goal of ANDSF is
to assist an MT to discover potential 3rd generation partnership project (3GPP) (e.g.,
LTE) and non-3GPP (e.g., WLAN) access networks and to gather necessary information
such as transmitted power, cell-traffic load and medium access control (MAC) scheduling
mechanisms. In loosely coupled HetNet, MTs suffer from higher handover delay com-
pared to tightly coupled HetNet because of the higher IP address configuration delay
of MMPs. In the subsequent paragraphs, the handover mechanisms in LTE HetNet have
been described. For HetNet involving multiple RATs, we describe operations of some
MMPs which are frequently referred in this thesis work.

1.1.1 Handover in LTE HetNet

In LTE HetNet, both macrocell and small cells are LTE-A evolved node Bs (eNBs).
However, these eNBs may differ in several aspects including coverage areas, transmis-
sion powers, access modes, radio propagation models as well as MAC access mecha-
nisms. Typically, tight coupling is used to interconnect the eNBs in LTE HetNet, i.e.,
all the eNBs are connected to the EPC. The handover process in LTE-A system consists
of three phases [11]. The handover initiation phase starts as soon as A3 event occurs,
i.e., the reference signal received power (RSRP) of the neighbor eNB is higher than the
RSRP of the serving eNB by a hysteresis value (Hys) for time to trigger (TTT) period
of time. In handover execution phase, the serving network decides which neighboring
access network the MT should handover based on the measurement reports send by the
MTs during A3 event. Here the network selection is based on predefined handover deci-

sion metric such as reference signal received quality (RSRQ) and signal to interference
plus noise ratio (SINR). This phase includes signaling associated with handover request,
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handover request acknowledgement as well as admission control. Finally, in handover

completion phase, resources are released from the serving cell and all active sessions are
switched from serving cell to the target cell.

To deal with the throughput degradation at the cell edges, several handover execution

mechanisms such as hard, soft, semisoft, fractional soft and dual connectivity (DC) have
been proposed. Hard handover is a break-before-make mechanism where a new control
link is established with the target network after releasing the old control link from the
current network [12]. Consequently, the layer 2 (L2) switching delay in hard handover
is very high resulting in high handover latency and packet loss.

To perform soft handover on the downlink, the 3GPP proposed a basic and an op-

tional method [12, 13]. The idea of soft handover is to satisfy the requested data rate
by combining the data rates obtained from current and target access networks at the cell
edges. Clearly, soft handover has an important role in minimizing throughput degra-
dation. To perform soft handover on the downlink, in basic method, two base stations
communicate with the target MT with nearly equal power and the signal branches of
current and target access network are combined using maximal ratio combining (MRC)
technique [14]. The MRC technique works as follows. Let υ1(t), υ2(t), . . ., υN(t) are the
signals received through N diversity channels. Each of these received signals contain
the originally transmitted message m(t), a noise and a fading component. The MRC is a
linear combining technique which maximizes the SINR of the combined output signal

υ(t) =
N∑
i=1

υi (t), provided (a) the noise in each channel is independent of the signal,

i.e., υi(t) = si(t) + ni(t) where si(t) and ni(t) are the signal and the noise compo-
nents respectively of the ith channel, (b) the signal powers are locally coherent, i.e.,
si(t) = xi ×m(t) where xi is a positive real number that changes with time because of
fading. But the rate of change is very slow compared to the instantaneous variation of
m(t) and (c) the noise powers are locally uncorrelated having zero means. The optional
method of soft handover is based on site selection diversity transmit (SSDT) power con-
trol. In SSDT mechanism, one base station of the active set is selected for transmission
to the MT. All other base stations belonging to that active set switch their power off.
In LTE-A systems, soft handover is generally avoided because of its higher resource
requirement and interference at the receiver end.

In [15], semisoft handover mechanism has been proposed for OFDMA systems where
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Figure 1.3: Illustration of DC mechanism

an MT can maintain control links with both the current and target base stations, but data
is received only from the base station providing strongest pilot signal. To simultaneously
receive control signals from several base stations using a fast fourier transform (FFT)
module, the total bandwidth is divided into data and control bands. The data band is
used for user data communication whereas the control band is used to communicate
control information related to handover. In [16], the concept of fractional soft has been
proposed. The idea of fractional handover is to receive traffic from both current and
target eNBs simultaneously only for voice over IP (VoIP) service.

To deal with the high data rate demand in 5G cellular networks, recently DC technol-
ogy has been proposed for LTE-A networks [5]. In principle, DC can be applied between
any pair of eNBs which are connected via non-ideal X2 backhaul and operate on differ-
ent frequencies (depicted in Figure 1.3). In DC mode, the concerned MT is served by
two eNBs, one of which is called master cell and another as secondary cell. The DC
mode enables an MT to simultaneously receive data from master cell and secondary cell
which operate on different carrier frequencies. In the context of providing high data rate
services, the 3C architecture of DC is of particular importance. In 3C architecture, the
master cell and the secondary cell have two independent radio link control (RLC) layers
and packet data convergence protocol (PDCP) layer is located only at the master cell.
Here, a flow split occurs at the master cell [17] and an MT in DC mode can utilize re-
sources across both master cell and secondary cell for the same bearer. This increases the
per user throughput for a given application, which is one of the important requirement
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for upcoming 5G cellular networks.

1.1.2 Handover in all-IP HetNet

In HetNet scenario involving multiple RATs (e.g., LTE-WLAN HetNet), typically IP
protocol is used as common interconnecting medium and the resulting network is re-
ferred to as all-IP network. Here different RATs are independently connected to the In-
ternet forming a loosely coupled HetNet. In this kind of HetNet, mobility is typically
managed from network and transport layers by the concerned MMPs. The network layer
MMPs include mobile IPv6 (MIPv6), hierarchical mobile IPv6 (HMIPv6) and fast
mobile IPv6 (FMIPv6) [18, 19]. The MIPv6 protocol and its various enhancements
require protocol stack modifications of the concerned MT resulting in increased complex-
ity [20]. To address this issue, network based mobility management approaches such as
proxy mobile IPv6 (PMIPv6) has been proposed [21]. In network based mobility man-
agement approach, the serving network handles the mobility management on behalf of
the concerned MT. This results in reduced complexity at the concerned MT compared to
that of MIPv6 based approaches. Despite such advantages, the PMIPv6 protocol often
suffers from high end-to-end delay due to the redirection mechanism through the mo-
bility anchor. Such constraint limits the performance of the delay sensitive applications.
In [22], a PMIPv6 based distributed mobility management (DMM) protocol has been pro-
posed which eliminates the necessity to redirect the packets through the mobility anchor.
Here mobility related functionalities such as forwarding the ongoing sessions from one
access router to another are performed by the access routers.

The MMPs operating from network layer suffer from higher end-to-end delay due
to their redirection mechanism through an anchor point (e.g., home agent) in terrestrial
network. To address these drawbacks, transport layer MMPs such as seamless IP diver-
sity based generalized mobility architecture (SIGMA) [23] and mobile stream control
transmission protocol (MSCTP) [24] have been proposed. The key mechanism of these
protocols is to exploit the multihoming and multistreaming capacities of stream control
transmission protocol (SCTP) to improve end-to-end delay and throughput for real time
applications. In the next few paragraphs, functionalities of MIPv6, SIGMA and DMM are
described as they are frequently referred in this thesis work.

The MIPv6 protocol [18, 19] was standardized by Internet engineering task force
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(IETF) to manage mobility at IP layer. Here each MT is identified by its home address

(HoA) assigned by home agent (HA), a router on an MT’s home network. The HA main-
tains current location information for the MT and tunnels IP packets to the MT when
it is away from the home network. While an MT is away from its home network, it is
allowed to be connected with an access router of another network. This access router
is commonly known as foreign agent (FA) and the corresponding network as foreign

network. In foreign network, an MT is associated with a care-of-address (CoA) assigned
by the FA. The MT always keeps the HA updated regarding its current CoA. Accordingly,
a bidirectional tunnel is created in between HA and FA. To communicate with the MT, a
correspondent node (CN) first sends the packet to the HA of the MT. The HA then tunnels
the packet to the FA. Finally, the packet is delivered to the MT by the FA over the wireless
link. An MT thus experiences higher end-to-end delay due to the redirection of packets
though HA.

The SIGMA protocol [23] was developed to manage mobility from transport layer.
The key idea of this protocol is to exploit multihoming and multistreaming capacity of
stream control transmission protocol (SCTP) to improve end-to-end delay and through-
put for real time applications. During handover, SIGMA acquires a new IP address from
the target network and adds it to the SCTP association while the MT is still connected to
the current network using its old IP address. After performing link layer handover, the
old IP address become obsolete and the new one is activated. Subsequent communica-
tions are then performed using new IP address.

The DMM protocol [22] was proposed based on the architecture of PMIPv6 which
operates from network layer. The DMM protocol consists of two entities namely DMM

gateway (DMM-GW) and control mobility database (CMD). Users’ upstream data packets
are collected by the corresponding DMM-GW which are located at the access networks.
Here, the DMM-GW acts as a plain access router forwarding packets to and from the
Internet. The DMM-GW can also perform mobility anchoring functions. These gateways
can seamlessly forward ongoing IP flows of an MT to another gateway where the MT is
about to move after handover. For every MT, the CMD stores all the prefixes advertised
to the MT and to which DMM-GW the MT is currently connected. By means of extended
proxy binding update (PBU) and proxy binding acknowledgement (PBA) signaling, the
CMD sends instructions to the DMM-GWs to recover the MT’s ongoing IP flows after a
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Figure 1.4: Typical network model for HetNet

handover. The DMM protocol thus avoids the redirection of packets through the network
core and thereby reducing handover delay compared to PMIPv6.

The handover mechanisms used at L2 have significant impact on the performances
of upper layer MMPs in all-IP HetNet. The L2 handover mechanism consist of three
phases namely network discovery, best network determination and handover completion.
In network discovery phase, an MT periodically determines the set of candidate networks.
In the next phase, the best network is determined from the set of candidate networks
based on a predefined metric (e.g., SINR). In handover completion phase, all active
sessions are transferred from the current network to the target network.

1.2 Motivation

User throughput in all-IP network is influenced by the concerned MMPs considerably.
This is because the packet transportation delay between two communication ends explic-
itly depends on the route along which the MMP delivers the packet. The MMPs operating
from network layer usually suffer from higher end-to-end delay due to their redirection
mechanism through an anchor point (e.g., home agent) in terrestrial network. For exam-
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ple, in Figure 1.4, when MIPv6 is used for mobility management, the transmission path
that a packet takes to be delivered from CN to MT is: CN → terrestrial network → HA

→ terrestrial network → AR→ wireless link → MT. On the other hand, when SIGMA is
used for mobility management of MT, the transmission path of a packet from CN to MT
is: CN→ terrestrial network → AR→ wireless link → MT. Clearly, in SIGMA protocol,
a packet need to travel a shorter path compared to that of MIPv6 as redirection through
the home agent is not required. In some previous study, SIGMA has been shown to be
better compared to that of MIPv6 because of its shorter transmission path [25].

Apart from the transmission path, the end-to-end delay explicitly depends on the
packet loss at the wireless links. Such packet loss, in turn, depends on the handover
decision metric used to select the target network. It is to be noted that the possibility
of getting the requested rate from the target network exclusively depends upon the qual-
ity of service (QoS) awareness of the decision metric used by the concerned handover
algorithm. For example, RSS based algorithms always select the network residing in
minimum Euclidean distance as the target network. This causes load imbalance in the
system and severe downfall of user perceived data rate. An MT having strict rate require-
ment experiences packet losses when it receives reduced data rate than the requested
one. Consequently, the transport layer protocol such as SCTP invoke their congestion
avoidance mechanism. This results in significant degradation of user throughput in RSS
based approaches. On the other hand, SINR based algorithms consider the system load
and interference level of the received signal while selecting the target network. As a
result, packet loss in SINR based algorithms are much lower compared to RSS based
approaches. To illustrate, let us consider that y is the expected number of transmission
required to deliver a packet. After every transmission failure of the first y − 1 transmis-
sions, the congestion avoidance algorithm increases the retransmission time out value by
a factor of α (typically 2) [26]. Finally, in y-th transmission attempt the packet got deliv-
ered to MT in T (.)

D time, where T (.)
D represents the end-to-end delay and (.) is the protocol

indicator. There is an upper limit m on number of possible retransmissions after which
the timeout value will not be increased further. Denoting by To the initial timeout value,
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the end-to-end packet transportation delay (D(.)) can be computed as [26, 27]:

D(.) =


y−1∑
i=1

Toα
i−1 + T

(.)
D , y ≤ m

m∑
i=1

Toα
i−1 + To(y −m)αm−1 + T

(.)
D , y > m

The SINR based algorithms perform better compared to that of RSS based algo-
rithms as the y values for SINR based algorithms are lower compared to that of RSS
based algorithms. This is because SINR measurement implicitly considers the system
load while accounting interference level of the received signal. As a result, packet loss
in SINR based algorithms are much lower resulting in lower y values compared to RSS.
From this discussion, it is evident that the end-to-end delay incurred by the upper layer
MMPs is critically influenced by the handover decision metric used at L2.

Besides the L2 handover mechanism in use, user perceived throughput is critically
influenced by the MAC access mechanism of the serving network. For example, in ran-
dom polling access method of WLAN, data rate obtained by individual MTs from a com-
mon access point is governed by the least data rate at which the MTs are associated with
that access point [28]. On the other hand, in proportional fair access method, data rate
obtained by an MT from an access point varies in proportion to the data rate at which the
MT is associated with that access point [28]. In wideband code division multiple access
(WCDMA) systems such as UMTS, an MT can get its requested rate if received energy per
bit relative to spectral noise density

(
Eb

No

)
is sufficient to get the requested rate [29]. In

LTE-A systems, the user perceived throughput significantly depends on resource block
(RB) allocation mechanism used by the concerned MAC access mechanism [30]. For
example, in blind equal throughput (BET) scheduling mechanism, RBs are allocated to
the MTs that have been served with lower average throughput. As a result, the MT ex-
periencing lowest average throughput causes resource preemption. On the other hand,
in proportional fair (PF) MAC access mechanism, RBs are allocated to the MTs having
good channel conditions and lower past average throughput. The goal of PF is to strike
a balance between requirement of fairness and spectral efficiency.

To analyze the throughput performance in HetNet, several works exist in the liter-
ature [26, 27, 31, 32]. However, these works did not considered the effect of handover
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decision metric and MAC access mechanism jointly on MMPs. In [26, 27, 31], the au-
thors have investigated only the effect of upper layer MMPs irrespective of other factors.
On the other hand, in [32] and [33], authors have investigated the effect of link layer
handover mechanism and proportional fair MAC access mechanism respectively on user
perceived throughput, but the impact of higher layer MMPs have not been considered. It
may be noted that proper combination of handover execution metric and MMPs has to be
determined by the network in order to satisfy the data rate demand. In this prevailing sit-
uation, it is worthy to analyze the performances of different MMPs considering the effect
of underlying handover decision metrics and MAC access mechanism. 2

In UDN scenario, the MTs usually prefer to remain connected to the macrocells as the
transmitting powers of macrocells are much higher compared to that of small cells [1].
While switching from a macrocell to a small cell, an MT has to defer the handover initi-
ation until the A3 event occurs. In the mean time, throughput perceived by an MT from
the serving macrocell may fall below the requested data rate because precise estimation

of throughput is not possible only from RSRP measurements. We denote this period of
time prior to handover initiation when an MT is connected to the serving cell but not
getting the requested data rate as blackout period. To illustrate, let us consider the sce-
nario depicted in Figure 1.5 where a macrocell is located at the point Y1, a small cell
is located at the point Y2 and an MT is moving from macrocell to small cell through the
straight line Y1Y2. As the MT moves away from macrocell, both the RSRP and through-
put from the macrocell decreases gradually. On the other hand, the RSRP from the small
cell increases steadily. The handover process from macrocell to small cell is initiated as
soon as the A3 event occurs. Nonetheless, the throughput perceived from macrocell falls
below the requested data rate R long before the A3 event. This intermediate period of
time is referred to as blackout period. The problem of blackout period is severe in UDN
scenario due to rapid fluctuation of interference level. It may be noted that the problem
of satisfying data rate requests during blackout period can be addressed in the following
approaches: (a) By designing effective handover initiation mechanism which can pre-
dict an upcoming blackout period and initiate handover before the perceived throughput
goes below the requested data rate. (b) By designing an efficient handover decision
metric which can select the target network providing the requested data rate for a long
period of time and thereby avoid the blackout period. (c) By receiving data rate services
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simultaneously from multiple access networks to satisfy the requested data rate when a
blackout period is encountered. Clearly, all of the approaches stated above call for QoS-
aware handover mechanisms which can precisely estimate throughput from neighboring
access networks.

The MAC access mechanisms of the serving access networks have significant impact
on user throughput. Apart from MAC access mechanism, rapid fluctuation of interfer-
ence level also influence the user perceived throughput in UDN scenario. The existing
handover mechanisms for LTE-A systems are mainly based on received signal strength
(RSS), signal to interference plus noise ration (SINR) and contextual information such
as spectral efficiency, delay and jitter [34]. In [35], a reference base station efficiency
(RBSE) based handover algorithm has been proposed considering the transmitted power
by the base stations, traffic load as well as the users’ spectral efficiency. These mech-
anisms do not consider the effect of MAC scheduling mechanism as well as the rapid
fluctuation of interference level which are necessary for precise throughput estimation
in UDN scenario. Consequently, the existing handover mechanisms can not deal with the
blackout period adequately.

As the traffic load increases beyond a limit, a single access network can not provide
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the requested data rate due to scarcity of RBs. In that situation, it is worthy to combine
the data rates perceived from multiple access networks in order to satisfy the requested
data rate. To combine the data rates from multiple access networks at the cell edges,
several mechanisms such as semisoft and fractional soft have been proposed. However,
these mechanisms are based on RSS measurements at the link layer. As a result, they
also can not deal with the blackout period adequately. Recently, DC mechanism has
been introduced to enable an MT in combining data rates from multiple access networks.
However, the existing DC based algorithms [36,37] can not deal with the blackout period
because of independent resource allocation at different access networks. Due to inde-
pendent resource allocation, the macrocell and small cells often receive traffics from
core network which is disproportionate to the capacity of the serving cells. This results
in resource underutilization and packet losses which in turn causes blackout. Thus, the
problem of blackout period requires a serious consideration while designing handover
mechanisms for UDN scenario. 2

Due to large available bandwidth and reduced cost, popularity of unlicensed band is
increasing among the service providers as can be seen for LTE in unlicensed spectrum
(LTE-U) and WLAN. The LTE-U has been proposed as an extension of the LTE standard
so that the cellular network operators can offload some of their data traffic by accessing
the unlicensed 2.4 and 5 GHz frequency band [38]. A major aspect in unlicensed band
communication is the requirement to provide fair co-existence among RATs operating in
the unlicensed spectrum. For example, the WLAN based network rely on contention based
channel access whereas the LTE-U networks rely on schedule based channel access. As
a result, starvation and other forms of unfairness may occur when the LTE-U network
is deployed alongside WLAN.

While roaming across an UDN consisting of LTE-U and WLAN access networks, typ-
ically network selection is performed based on instantaneous measurements of the link
qualities such as RSS and SINR. During the intermediate period between network se-
lection and handover completion, channel condition of the selected target network may
change drastically due to the intrinsic randomness of the radio environment. In an UDN
scenario, channels operating in licensed band may exhibit intermittent characteristics
due to the varying level of interference received from large number of nearby access
networks. The cause of such interference is independent subcarrier allocation between
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neighboring OFDMA based eNBs under universal frequency reuse (UFR) scheme [15].
In unlicensed band communication, link conditions are quite unpredictable because of
the interference caused by the LTE-U and WLAN co-existence in same frequency bands
(2.4 and 5 GHz) [39]. Till date there is no widely accepted co-existence mechanism
to enable fair spectrum sharing between LTE-U and WLAN [39]. Due to such rapid
fluctuations of link conditions, the target network which is selected based on instanta-
neous measurements of the link qualities may not be the best after the actual handover
is being executed. We refer to this problem as handover anomaly problem. The han-
dover anomaly problem causes higher packet losses and severe throughput degradation.
Clearly, the handover anomaly problem calls for a handover mechanism which is able
to predict the possibility of service guarantees from different candidate access networks
after handover completion.

Designing handover mechanisms to deal with the handover anomaly problem are
quite limited in the preceding literature [35, 40–42]. In [40], a context aware multi-
attribute radio access technology (CMRAT) selection mechanism has been proposed based
on analytic hierarchy process (AHP) utilizing contextual information. In [35], a net-
work selection mechanism has been proposed based on a metric namely reference base

station efficiency (RBSE) which considers the cumulative effect of transmitted powers,
traffic load and user’s spectral efficiency to select the target network. In [41], a context
aware user-driven framework for target network selection has been proposed based on
fuzzy logic. The target network selection mechanism proposed in [42] accounts network
traffic load, user velocity and delay sensitivity to select the optimum target network in
LTE-WLAN HetNet. It may be noted that the existing mechanisms can not deal with
the rapid fluctuations of the link conditions as they are based on instantaneous measure-
ments of various network parameters such as RSS and SINR. Moreover, the existing
works are only concerned about licensed band communications. Hence, it is impor-
tant to address the challenges associated with target network selection incurred by the
co-existence of LTE-U and WLAN in unlicensed band. 2

Although DC mechanism is effective in minimizing throughput degradation at the cell
edges, this mechanism calls for resource allocations from both current and target DBSs
as well. This may cause resource scarcity under highly loaded situation leading to high
call drops. The amount of resource to be allocated in turn depends on several parameters
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such as data rate request, network traffic load, call arrival pattern as well as channel

conditions. Analyzing the performances of DC in C/U split LTE HetNet are quite
limited in the preceding literature. In [43], using stochastic geometry tools, the downlink
channel performance has been analyzed in terms of coverage probability and achievable
rate in DC assisted HetNet. In [37], a DC assisted handover scheme has been proposed
to manage handovers between macrocells in a C/U split LTE HetNet. In addition, the
effect of radio link failure on handover procedures has also been analyzed while the MTs
operate in DC mode. In [44] and [45], dual link handover schemes have been proposed
for C/U split architecture where interruption time in U plane handover have been reduced
by applying coordinated multi-point transmission and reception (CoMP) and bi-casting
technology. However, these analyses [37, 43–45] do not consider the effect of realistic
system parameters such as data rate requests and call arrival rates. Thus, it is important
to analyze the performance of DC in C/U split HetNet. 2

Frequent handovers in UDN may cause high handover packet loss and blocking rate if
the handover latency is very high. High handover latency is quite unacceptable for mul-
timedia applications such as voice over IP (VoIP) and video conferencing (Vconf).
The handover latency consists of two parts: the L2 switching delay and layer 3 (L3)
signaling delay. The L2 switching delay is incurred by handover execution mechanisms
(HEMs) such as hard and semisoft, and the L3 signaling delay is imposed by upper layer
MMPs. In hard handover, a new control link is established with the target network after
releasing the old control link from current network [12]. As a result, the L2 switching
delay in hard handover is very high. In contrast, in semisoft handover mechanism, an
MT can maintain control links with multiple access networks simultaneously [15]. Con-
sequently, L2 switching delay in semisoft handover is significantly less compared to
that of hard handover. Generally, the network layer MMPs such as MIPv6 suffer from
high handover latency due to the duplicate address detection (DAD) procedure during
handover. In contrast, the SIGMA protocol exploits multihoming and multistreaming
capacity of SCTP to reduce handover latency. To deal with the huge traffic volume of
the forthcoming 5G UDN, PMIPv6 based DMM architecture has also been proposed [46].
In DMM, address configuration and DAD process are not part of handover latency when
the handover is performed within a PMIPv6 domain. Consequently, the handover la-
tency in DMM is expected to be lower compared to that of network layer MMPs. A typical
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protocol stack showing dependencies of upper layer MMPs on HEMs are shown in Figure
1.6. The L3 signaling delay incurred by upper layer MMPs explicitly depends on the un-
derlying HEMs used at L2. As an example, the multihoming feature enables the SIGMA
protocol to maintain a pool of IP addresses (known as association) for future communi-
cation while only one IP address can be activated in any point of time. It may be noted
that the multihoming capacity can be utilized only when semisoft handover mechanism
is used at L2, i.e., the MT is capable of maintaining multiple control links at the cell
edge. In contrast, if hard handover is used at L2 then only one control link is maintained
by the MT with the serving access network. Consequently, the SCTP association con-
tains one IP address and cannot take advantage of the multihoming capacity. Thus the
IP address configuration delay becomes part of L3 handover latency, resulting in se-
vere throughput degradation. The FMIPv6 protocol suffers from high handover latency
due to the DAD procedure. However, if semisoft handover is used at the L2, then the
DAD procedure can be performed using the control link associated to the target network,
keeping the data communication with the current network uninterrupted. As a result, the
delay associated with DAD procedure is eliminated from handover latency of FMIPv6.
Similarly, in case of DMM, delay between sending the router solicitation and reception
of router advertisement can be eliminated by the support of semisoft handover at L2.
Despite such dependencies of signaling delay on underlying HEMs, the existing perfor-
mance evaluation of MMPs [19,21,46,47] do not adequately consider the effect of HEMs.
In [19], various IPv6 based MMPs have been analyzed in terms of handover latency,
handover blocking probability and packet loss. In [21, 46], performance evaluation of
different MMPs have been carried out assuming a loosely coupled architecture. In [47],
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the effect of using different handover decision metrics along with different MMPs have
been analyzed on user perceived throughput for HetNet. It may be noted that proper
combination of HEM and MMP has to be determined by the network in order to minimize
the packet loss during handover. In this prevailing situation, it is worthy to analyze the
combined effect of different HEMs and MMPs on user perceived throughput. 2

1.3 Literature Survey

In this section, we provide a literature survey on the problems of our interest.

Throughput analysis in all-IP HetNet

To analyze the throughput performance in all-IP HetNet, several analytical models
have been proposed. In [26], the effect of MMPs on different classes of applications have
been analyzed in terms of transmission control protocol (TCP) level throughput and end-
to-end packet transportation delay. In [31], performances of MIPv6 and SIGMA based
network mobility protocols have been analyzed in terms of user perceived throughput.
In [48], the performance of mobile SCTP have been analysed in terms of user perceived
throughput in UMTS-WLAN HetNet. This analysis takes into account the congestion
window, the round trip time, the slow-start and congestion avoidance process. In [27],
authors have analyzed the throughput performance of network mobility basic support
protocol (NEMO BSP) in multi-level nested network mobility environment. However,
in these analyses, the effect of handover decision metric and MAC scheduling mecha-
nism have not been considered. In [33], authors have analysed throughput considering
the effect of network selection strategies of the concerned handover algorithms. Here the
authors have also considered traffic and mobility characteristics of the MTs. In [32], au-
thors have analyzed throughput in multirate WLAN explicitly considering the characteris-
tics of PF mechanism and the load of the network. In [49], authors have analyzed spatial
throughput of WLAN and LTE-U cellular networks using stochastic geometry. How-
ever, in these works, the effect of higher layer MMPs have not been considered. Thus,
joint consideration of handover decision metric, higher layer MMPs and MAC scheduling
mechanism is required to analyze throughput in HetNet scenario.
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Challenges in ensuring service quality in UDN

To ensure better throughput performance to the MTs in HetNet scenario, a number of
handover decision metrics have been proposed. A survey of such handover decision
mechanisms can be found in [1, 50]. In [51, 52], either RSS or SINR has been used as
fundamental decision metric. On the other hand, in [35, 42], handover decision is based
on contextual information such as spectral efficiency, delay and jitter. In [51], a cross
layer vertical handover has been proposed based on RSS predictions performed through
polynomial regression. This mechanism enhances TCP level throughput through band-
width estimation at MAC layer. In [52], a service adaptive multicriteria vertical handover
(SAMVHO) algorithm has been proposed by jointly considering SINR, bandwidth uti-
lization and packet loss rate. This algorithm accounts channel utilization information
along with SINR from participating access networks to select the target network. It may
be noted that from channel utilization information, although an MT can estimate avail-
able bandwidth, precise estimation of throughput is not possible without knowing the
MAC scheduling details. In [35], a reference base station efficiency (RBSE) based net-
work selection mechanism has been proposed for 5G UDN. The RBSE parameter takes
into account the transmitted power by the base stations, traffic load as well as the users’
spectral efficiency. In [42], a multi-criteria handover scheme has been proposed based
on fuzzy logic which combine diverse inputs such as a users’ mobility and the load of
the candidate base stations. In [53], a set of cell association algorithm has been proposed
with specific focus on minimizing the latency of service requested by the users in femto-
cell networks. Here a sequential fixing algorithm, a rounding approximation algorithm,
a greedy approximation algorithm and a randomized algorithm have been proposed for
cell association. It may be noted that these existing mechanisms do not consider the
RB allocation policy used by different MAC scheduling mechanisms even though the RB
allocation policies have a significant impact on user perceived throughput. Moreover,
the rapid fluctuation of user perceived throughput in UDN scenario have also not been
considered by the existing handover decision mechanisms. As a result, these metrics
can not deal with the blackout period. In [54], a decision metric namely goodness has
been proposed for target network selection for wideband code division multiple access
(WCDMA) systems considering MAC scheduling details. However, the MAC access mech-
anisms of LTE-A networks are completely different from WCDMA based systems. Apart
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from that the goodness based approach proposed in [54] do not consider the effect of
rapid fluctuation of interference level. As a result, the metric goodness is inadequate for
LTE-A based UDN scenario and therefore can not reduce the duration of blackout.

To ensure seamless communication, several data combining techniques such as soft,
semisoft, fractional soft and DC have been proposed as described in section 1.1. In [55],
conservative soft handover have been proposed to minimize the downfall of throughput
at the cell edges. In this approach, the handover decision is based on RSS measure-
ments and mobility management has been done by session initiation protocol (SIP).
These approaches also can not address the downfall of user perceived throughput as the
throughput measurement is based entirely on RSS. To enable an MT to receive data from
multiple access networks, recently DC [5, 56] has been introduced for LTE-A systems.
To promote the standardization of DC mechanism, several efforts have been initiated.
For example, in [36] the problem of traffic splitting between macrocell and small cell in
DC mechanism has been addressed considering several system parameters such as data
rate requirement, maximum possible data rate request as well as capacities of backhaul
links between macrocell and small cells. In [57], technical challenges associated with
DC have been explored and potential solution directions have been investigated through
system level simulation. These technical challenges include buffer status report calcu-
lation and logical channel prioritization. Even though the DC mechanism improves user
throughput at the cell edges, it can not deal with the blackout period adequately due to
independent resource allocation in adjacent OFDMA base stations. In [58], an efficient
algorithm for user association has been proposed which is optimal for proportional fair-
ness system up-to an additive constant. This algorithm can achieve significant gains in
DC mode at low network load. In [59], a DC based handover protocol has been pro-
posed that enables MTs to maintain simultaneous connections to both fourth and fifth
generation cells. Here, a simulation framework has also been proposed considering the
spatial dynamics of blocking events, details of medium access control, radio link control
as well as transport protocols. It may be noted that the existing DC based algorithms
can not measure the achievable throughput precisely due to lack of efficient throughput
estimation mechanisms. To ensure the quality of services and fairness various resource
allocation mechanisms have also been proposed. In [60], a rate adaptation method has
been proposed considering both efficiency and fairness of the quality of experience. This
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adaptation method employs a reinforcement learning mechanism to select a bit rate for
each client. In [61], analytic performance models have been developed to investigate
the performance of transmission control protocol (TCP) for both live and stored-media
streaming. In [62], a network resource allocator system has been proposed for software
defined network to enable autonomous network management based on quality of expe-
rience. However, these approaches also lack of MAC scheduling details of the candidate
access networks and therefore can not deal with the blackout period.

Coexistence in unlicensed band

Although several handover mechanisms have been proposed in the recent past [8, 63],
these mechanisms can not deal with the intrinsic randomness of the radio environment
in UDN scenario. This is because, the existing works are based on instantaneous link
quality measurements of different metrics such as RSS and SINR. To manage han-
dovers between 3GPP and non-3GPP access networks, IEEE 802.21 media indepen-
dent handover (MIH) protocol [64] has also been standardized. This protocol is also
unable to manage handover mechanisms in UDN scenario because of its centralized ar-
chitecture [35]. Designing handover mechanisms for UDN scenarios are quite limited
in the preceding literature [35, 40–42]. In [40], a context aware multi-attribute radio
access technology (CMRAT) selection mechanism has been proposed based on multi-
ple attribute decision making (MADM) theory. The CMRAT mechanism consists of two
phases. In the first phase, the CMRAT mechanism prioritizes the candidate access net-
works. Here the prioritization is done through context-aware AHP. In the second phase,
the best network is chosen from the set of available networks based on similarities to
an ideal solution. In [42], authors have proposed a network selection mechanism for
a LTE-WLAN HetNet. Here target network selection is performed using fuzzy logic
controller based on the contextual information such as network traffic load, user veloc-
ity and sensitivity of latency for applications gathered by the MTs. In [41], a context
aware user-driven framework for target network selection has been proposed for UDN
scenario. Here a fuzzy MADM methodology has been employed for selecting the target
network. The existing target network selection mechanisms for UDN scenario can not
deal with the handover anomaly problem. This is because, the existing works are based
on instantaneous measurements of various network parameters such as RSS and SINR.
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Moreover, the existing works do not address the challenges incurred by LTE-U and
WLAN co-existence in unlicensed band.

Performance of DC in C/U split LTE HetNet

To promote the standardization of DC mechanism in LTE HetNet, several efforts have
been initiated in recent past [36, 58, 59, 65, 66]. In these works, it has been assumed that
an MT can receive data from both macrocell as well as small cells. In [65], a downlink
traffic scheduling (DTS) scheme for master evolved node B (MeNB) has been proposed
to split the incoming traffic between secondary evolved node B (SeNB) which will serve
the MTs having DC support. The DTS scheme has been formulated as a mixed integer
linear programming (MILP) problem, where the objective is to maximize the network
throughput. This MILP formulation accounts the up-to-date system and network pa-
rameters such as capacities of the backhaul links, amount of downlink data that can be
buffered in MeNB and SeNBs as well as data rates of bearers. In [36], the problem of
traffic splitting between MeNB and SeNB for DC mechanism has been formulated as a
multi-objective optimization problem (MOOP). This MOOP formulation explicitly con-
siders several system parameters such as minimum data rate requirement for an MT,
maximum possible data rate request of an MT and capacities of backhaul links between
MeNB and SeNBs. Based on the characterization of MOOP, two different algorithms have
been developed for throughput maximization and energy consumption minimization re-
spectively. In [58], an efficient algorithm for user association has been proposed which
is optimal for proportional fairness system upto an additive constant. This algorithm can
achieve significant gains in DC mode at low network load. In [59], a DC based handover
protocol has been proposed that enables MTs to maintain simultaneous connections to
both fourth and fifth generation cells. Here, a simulation framework has also been pro-
posed considering the spatial dynamics of blocking events, details of medium access
control, radio link control as well as transport protocols. In [66], a network configu-
ration for DC has been proposed based on LTE-A channel state information reference
signals (CSI-RSs). This framework does not require an ideal back-haul and allows for
a distributed network deployment. System-level simulations have been performed to
investigate both the feasibility of the proposed network architecture as well as the per-
formance of the cell association algorithms. In [67], the performance of DC has been
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analyzed considering realistic deployment of an Europian city. Here, an opportunis-
tic cell selection mechanism has been proposed that aims at intra-layer load balancing.
In [57], technical challenges associated with DC have been explored and potential solu-
tion directions have been investigated through system level simulations. These technical
challenges include buffer status report calculation and logical channel prioritization. An-
alyzing the performances of DC in C/U split architecture are quite limited in the preced-
ing literature. In [43], authors have analyzed the downlink channel performance in both
data and control plane for DC assisted HetNet. Here, the authors have used tools from
stochastic geometry to model the coverage probability and average rate achieved by MTs
in HetNet. In [37], a handover scheme exploiting the benefits of DC has been proposed
to improve macrocell handover performance in C/U split HetNet architecture. In ad-
dition, the effect of radio link failure on handover procedures has also been analyzed.
In [44], a network architecture for 5G C/U split heterogeneous railway wireless sys-
tems has been proposed to manage the C-plane and U-plane handovers separately. Here,
the interruption time during U-plane handovers have been reduced by applying coordi-
nated multi-point transmission and reception (CoMP). In [45], a dual-link soft handover
scheme for C/U split network has been proposed for high speed railway. Here, outage
probability has been reduced by applying bi-casting mechanism. In [68], an adaptive
handover triggering strategy has been proposed for 5G C/U-split heterogeneous archi-
tecture to predict the received signal strength indicator and to guarantee the accuracy of
the handover trigger. Performance analyses carried out in these works do not consider
the effect of realistic system parameters such as data rate request, call arrival pattern and
network traffic load adequately.

Interdependence of L2 and L3 handover mechanisms in UDN

Although the L3 latency incurred by upper layer MMPs depends on the underlying HEMs,
the existing analyses on different MMPs do not adequately consider the combined effect.
In [19], various IPv6 based MMPs have been analyzed in terms of handover latency,
handover blocking probability and packet loss. In [21], analytical cost models have been
developed to evaluate the performance of different IPv6 based MMPs in terms of sig-
naling cost, packet delivery cost, tunneling cost and total cost. In [47], the combined
effect of different handover decision metrics and MMPs in HetNet have been analyzed.
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Here, the effect of medium access control and congestion avoidance mechanisms have
been explicitly considered. In [69] and [70], the performance of network mobility basic
support protocol with on-board TCP support has been compared with SIGMA based net-
work mobility protocol for vehicular networks and satellite-terrestrial hybrid networks
respectively. In [71], a PMIPv6 based DMM scheme has been proposed to improve ser-
vice disruption time and packet delivery cost compared to exiting solutions. In [72],
trade-offs between centralized and distributed mobility management schemes have been
analyzed and a hybrid mobility management scheme has been proposed. This mobility
management scheme adapts to the specific topological characteristics of the infrastruc-
ture network to significantly reduce both signaling and routing cost. These existing anal-
yses are only concerned about L3 signaling mechanisms of upper layer MMPs without
any consideration of underlying HEMs.

1.4 Scope of Thesis

In HetNet scenario, user perceived throughput depends on multiple factors such as
MMP, handover decision metric, MAC scheduling mechanism used at L2 and congestion
avoidance mechanism of transport layer protocols. In chapter 2, an analytical frame-
work has been developed to analyze the effect of the above mentioned factors on user
perceived throughput in all-IP HetNet. Using the proposed framework, the throughput
performances of MIPv6 and SIGMA have been evaluated considering that the MTs have
data rate request for video traffic. Extensive simulations have also been done to validate
the analytical results. Our analysis reveals that the superiority of SIGMA over MIPv6 is
actually conditional on the underlying handover decision metric.

Subsequently, in chapters 3 and 4, two handover decision metrics have been de-
veloped for HetNet scenario to deal with the blackout period and handover anomaly
problem respectively. In chapter 3, a handover decision metric namely service goodness

(SG) has been proposed considering MAC scheduling details as well as the fluctuation
of interference level to deal with the blackout period. Contributions in this chapter are
threefold: Firstly, an efficient throughput estimation algorithm has been proposed which
explicitly considers the effect of MAC scheduling details as well as the rapid fluctuation
of interference level in UDN scenario. The effect of MAC has been captured by jointly
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considering the past average throughput, sub-carrier availability and channel condition.
On the other hand, to capture the effect of fluctuating interference level leading to spiky
behavior of user perceived throughput, the concept of hierarchal agglomerative cluster-
ing (HAC) has been adopted. Secondly, based on the proposed throughput estimation
algorithm, an efficient blackout discovery mechanism and a handover decision metric
namely SG have been proposed. The proposed blackout discovery mechanism can be
used to predict an upcoming blackout period. On the other hand, the notion of SG
of an access network represents the possibility of getting the requested rate from the
concerned access network by an MT. Based on the proposed handover decision metric
SG and blackout discovery mechanism, an SG based handover (SGHO) algorithm has
also been proposed. System level simulations reveal that the proposed SGHO algorithm
outperforms the traditional RSRP based and existing RBSE based algorithm. Thirdly, to
deal with the blackout period at the cell edges under high load condition, a soft handover
technique (SHT) has been proposed. The proposed SHT can be used with any handover
algorithm to minimize the duration of blackout period. The proposed SHT also utilizes
our proposed throughput estimation algorithm to measure achievable throughput from
different candidate networks. The proposed SHT makes use of DC support to combine
the data rates received from multiple access networks. Performance of our proposed
SHT and semisoft handover have been compared based on Markov model analysis and
simulations. Results obtained from analysis and simulations show that the proposed SHT
significantly outperforms the semisoft handover mechanism.

In chapter 4, a predictive handover mechanism has been proposed to address the
handover anomaly problem. The proposed mechanism can estimate achievable through-
put values from different candidate access networks. Contributions in this chapter are
as follows: Firstly, the target network selection problem in UDN scenario has been for-
mulated as a stochastic integer programming (SIP) problem. The SIP formulation is
based on the estimated throughput values that the candidate networks can provide after
handover execution. Here the objective is to maximize throughput after handover execu-
tion. To deal with the handover anomaly problem, the constraint set of the SIP imposes
a lower bound on the probability that the selected target network will be able to provide
the requested data rate after handover execution. To solve the SIP, we first convert the
probabilistic constraint into its equivalent deterministic one and then obtain a solution
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using standard techniques involving deterministic constraints only. Secondly, extensive
simulation has been performed to compare the proposed predictive network selection
mechanism with an existing RBSE based network selection mechanism [35]. Simulation
results confirm that the proposed approach significantly outperforms the RBSE based ap-
proach in terms of number of handovers, handover failure probability and goodput.

In chapter 5, an analytical framework has been proposed to compare the perfor-
mances of DCwith hard handover in C/U split LTE HetNet in terms of system through-
put and saturation probability, i.e., the probability that the total demand for resources
exceeds the total capacity of the serving cells. Contributions in this chapter can be sum-
marized as follows: First, the service coverage of an MT has been modeled as the lower
bound on the expected distance upto which the MT gets the requested data rate. In con-
trast to the existing analyses [73, 74], where service coverage regions are modeled as
circular regions based on only received signal strength at the MTs, in this analysis, the
effect of channel fading, call arrival pattern, network traffic load and data rate requests
of MTs have been considered to model the service coverage region. Then, based on this
model, we have derived the expressions for the coverage probability that an MT can be
served in DC mode (Pdc), the probability that the MT can be served only by the current
DBS (Pbs1), the probability that the MT can be served only by the target DBS (Pbs2), and
the probability that the MT is residing in the overlapping region and can be served by
both the current and target DBSs (Poverlap). These derivations explicitly consider the ef-
fect of terminal mobility. Next, based on the expression for Pdc, Pbs1, Pbs2 and Poverlap,
we analyze system throughput as well as upper bounds on saturation probability. We
formulate the user association problems for DC and traditional hard handover as integer
linear programs (ILPs). The objectives of the formulated ILPs are to maximize sys-
tem throughput. Here, the constraint set ensures that the total demand imposed by the
MTs do not exceed the total capacity of the serving eNBs. Since, the demand for RBs is
highly variable because of its dependence on several dynamic factors such as call arrival
rate, channel fading as well as network load, we have also analyzed the upper bounds
on saturation probability. Here saturation probability is defined as the probability that
the total demand imposed by the MTs exceeds system capacity. Finally, extensive system
level simulations have been performed to validate the results obtained from our proposed
analytical framework. Both analyses and simulations reveal that the performance gain
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of DC over traditional hard handover is actually conditional on underlying traffic load
density and call arrival rates.

Although HEMs have significant impact on L3 handover latency, existing handover
performance evaluations of MMPs do not adequately consider the effect of HEMs. In
chapter 6, we have developed an analytical framework to analyze the handover perfor-
mances of different classes of MMPs considering the effect of underlying HEMs in terms
of handover latency, handover packet loss and handover blocking rate. We have ana-
lyzed the performances of a network layer MMP namely FMIPv6, a transport layer MMP
namely SIGMA and a distributed MMP namely DMM, explicitly considering the effect of
underlying HEMs such as hard and semisoft. We have considered handover latency,
handover packet loss and handover blocking rate as performance evaluation metrics.
While deriving the analytical expressions for these metrics, we consider the values of
handover failure probabilities as input. Here handover failure probabilities for different
HEMs have been obtained through extensive system level simulations considering the
data rates of digital cinema package application (256 Mbps). Our analysis reveal the
conditional effect of underlying HEMs and traffic load on the handover performances
of FMIPv6, SIGMA and DMM in UDN scenario. Since IP address configuration delay
is the principle part of handover latency and the inclusion of such delay is determined
by underlying HEMs, we argue that similar observation hold for other MMPs operating
from network layer, transport layer and exhibiting distributed mobility management ar-
chitecture. Finally, based on these analytical results obtained from the framework, we
prioritize among different combinations of MMPs and HEMs using analytic hierarchy pro-
cess (AHP). This priority assignment would serve as a protocol selector in UDN scenario.
Such AHP based analysis of MMPs can be generalized for any kind of application (e.g.
conversational and best effort services) and HEMs by constructing the comparison matri-
ces consistently.

1.5 Organization of Thesis

The rest of the thesis is organized as follows. In chapter 2, analytical framework for
throughput analysis of real time applications in HetNet scenario has been presented.
In chapter 3, the SG based handover algorithm for HetNet scenario has been described
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to deal with the blackout period. In chapter 4, the predictive handover mechanism to
address the handover anomaly problem has been presented. In chapter 5, we describe our
proposed analytical framework to compare the performances of DC with hard handover
in C/U split architecture. In chapter 6, we present the analytical framework to evaluate
the joint effect of HEMs on MMPs. Finally, chapter 7 concludes the thesis.
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Chapter 2

An Analytical Framework for
Throughput Analysis of Real Time
Applications in All-IP Networks

Guaranteeing the QoS for real time applications is one of the challenging issues in next
generation all-IP networks. Analysing the user perceived throughput is essential to
measure the QoS experienced by real time applications. MAC mechanism of the serving
access network as well as the vertical handover (VHO) algorithm used by the MTs for tar-
get network selection have significant impact on user perceived throughput. Apart from
that the upper layer MMP also influences the throughput performance considerably. The
existing frameworks for throughput analysis do not adequately address the MAC specific
issues. In this chapter, we have developed an analytical framework to analyze user per-
ceived throughput considering the effect of both MAC specific details and upper layer
MMPs. Using our proposed framework, we have compared the throughput performance
when MIPv6 and SIGMA are used for mobility management. At L2, we have consid-
ered an RSS based and an SINR based VHO algorithm for performance evaluation. Our
analysis reveals that the superiority of SIGMA over MIPv6 is actually conditional on the
performance of the underlying VHO algorithm.

The rest of the chapter is organized as follows. In section 2.1, we describe the con-
sidered system model. In section 2.2, we describe our proposed analytical framework.
In section 2.3, we describe performance model for MIPv6 and SIGMA. In section 2.4,
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we describe the results obtained from our analytical framework. Finally, section 2.5
concludes the chapter. Important notations used in this chapter have been summarized
in Table 2.1.

Table 2.1: Important notations used to analyze throughput in all-IP networks

Notation Meaning
W b Carrier bandwidth of WCDMA.
C Code division multiple access (CDMA) chip rate.
χ0 Thermal noise power.
β Orthogonality factor.
ηkj(t) Total power received by MT j from UMTS BS k at time t.
ϕij(t) Physical rate at which MT j is associated with WLAN AP i at time t.
ξi(t) Total number of MTs associated with AP i including MT j at time t.
ρkj(t)

Eb
No

received from UMTS BS k by MT j at time t.
χkj(t) The traffic channel power received by MT j from UMTS BS k at time t.
ψij(t) The perceived throughput by MT j from WLAN AP i.
rreqj Requested data rate by MT j.
Eb
No

The perceived energy per bit relative to spectral noise density.
Eb
No

(rreqj ) Target threshold of Eb
No

to get rreqj .
ha Probability that an MT is served by a WLAN AP.
℘a
wl Probability that a packet is lost due to link error of the concerned WLAN AP.
PA
loss The packet loss probability in BS-AP dual coverage areas.
PB
loss The packet loss probability in BS only coverage areas.
ub Probability that an MT is served by a UMTS BS.
℘b
wl Probability that a packet is lost due to link error of the concerned UMTS BS.
Ploss The end-to-end packet loss probability.
dwl One-way packet delivery delay at wireless link.
Lp Processing delay at each hop.
dtranswl Transmission delay at wireless link.
T prop
wl Propagation delay at wireless link.
T prop
w Propagation delay at wired link.

∆avg
wl Time average value of user perceived data rate at the link layer.

D(.) Expected end-to-end delay.
τ (.) The user perceived throughput from transport layer.
δ
(.)
w The one-way packet delivery delay at wired links.
Bw The bandwidth of terrestrial links.
δd The packet encapsulation-decapsulation delay.
RTT (.) The round trip timer value, (.) is the indicator of upper layer MMP.
T
(.)
D One-way packet transportation delay.
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Figure 2.1: Considered network model

2.1 Considered System Model

We consider a loosely coupled UMTS-WLAN HetNet consisting of m base stations
(BSs) and n access points (APs). This is due to the fact that integration of third gener-
ation (3G) technologies (e.g., UMTS) and WLAN has got much attention from research
communities because of their complementary characteristics. The WLAN APs provide
high data rate in small coverage regions known as hotspot areas, whereas UMTS BSs
provide comparatively lower data rate over a wider coverage region. In our considered
scenario, the BSs are providing ubiquitous coverage. While roaming across HetNet, an
MT can be either in BS only coverage areas or in BS-AP dual coverage areas. User
residence time in BS only or BS-AP dual coverage areas are assumed to be exponentially
distributed with parameters ϵba and ϵb. Typically these rates and branching probabilities
are estimated either from the mobility traces collected from practical systems or from
the simulation results [75]. In our framework, we have estimated them from the simula-
tion results. We assume the MTs have strict rate requirements for video traffic. An MT
is associated with the system only if it is getting its requested rate. Consequently, all
packets communicated during the interval when an MT is not associated with the system
become lost. The communication entities of the considered network model as well as
possible protocol configurations for an MT are depicted in Figure 2.1. In our considered
network model, we denote by nc−h the average number of hops between correspondent
node (CN) and home agent (HA), by nh−a the average number of hops between HA and
access router (AR) and by nc−a the average number of hops between CN and AR. Here
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mobility is being managed either by MIPv6 from network layer or by SIGMA from
transport layer. At L2, either RSS based or SINR based VHO algorithm is used for tar-
get network selection. It is to be noted that the possibility of getting the requested rate
from the system explicitly depends on the VHO algorithm used at L2. Accordingly, the
VHO algorithm is expected to have a decisive role on both packet loss probability and
transmission delay at the wireless link.

2.2 Proposed Analytical Framework

In this framework, we first model the end-to-end packet loss probability (Ploss) and one-
way packet delivery delay at wireless link (dwl) considering the effect of link layer VHO
algorithm, MAC layer scheduling mechanism of the serving network and user mobility
characteristics. Then, based on Ploss and dwl, we derived the expression for end-to-
end delay D(.). It is to be noted that D(.) accounts the effect of upper layer mobility
management protocol. Finally, we derived user perceived throughput τ (.) based on D(.)

and Ploss. Here (.) is the indicator of upper layer mobility management protocol such as
MIPv6 or SIGMA.

2.2.1 End-to-end packet loss probability (Ploss)

We assume that the terrestrial links are reliable and packet send over the wired links reach
the destination MT without any retransmission trial as considered in [19]. So the end-to-
end packet loss probability is entirely dependent on the loss probabilities of 3G/WLAN
wireless links. While roaming across 3G-WLAN heterogeneous networks, an MT expe-
riences packet losses due to the following reasons: (a) the system is not providing the
requested physical rate and thereby the MT is not associated with the system. All pack-
ets communicated during this period of time become lost, and (b) the MT is getting its
requested rate and thereby associated with the system, but the packet is lost due to link
error occurred during transmission. We consider that an MT is served only if it is getting
its physical rate from the system.

Let ha be the probability that an MT is served by an AP and ℘a
wl be the probability that

a packet is lost due to link error of the concerned AP while residing in BS-AP dual

coverage areas. It is to be noted that according to the considered mobility model, the
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mean residence time of an MT in BS-AP dual coverage areas is 1
ϵba

. During this time
period, an MT will experience packet loss either because of not getting the requested rate
(with a probability 1− ha) or due to the link errors (with probability ha × ℘a

wl). Hence,
the packet loss probability in BS-AP dual coverage areas, PA

loss, can be derived as:

PA
loss =

1

ϵba
(1− ha + ha × ℘a

wl) (2.1)

Similarly, PB
loss, the packet loss probability in BS only coverage areas, can be ex-

pressed as:

PB
loss =

1

ϵb

(
1− ub + ub × ℘b

wl

)
(2.2)

where ub and ℘b
wl are the probabilities that an MT is served by a BS and a packet is

lost due to link error of the concerned BS while residing in BS-only coverage areas.
Assuming the losses in 3G and WLAN links are independent, the end-to-end packet loss
probability Ploss can be computed as:

Ploss = PA
loss + PB

loss =
1

ϵba
(1− ha + ha × ℘a

wl) +
1

ϵb

(
1− ub + ub × ℘b

wl

)
(2.3)

It is to be noted that both ha and ub depends on the MAC access mechanism of the
concerned AP and BS as well as on the link layer VHO algorithm run by the correspond-
ing MT. We estimate ha and ub as follows.

Estimation of ha

Assuming that APs are running proportional fairness [28] as MAC access mechanism,
data rate perceived by MT j from AP i at time t can be computed as:

ψij(t) =
ϕij(t)

ξi(t)
(2.4)

Here ϕij(t) is the physical rate at which the MT j is associated with AP i at time t.
Note that ϕij(t) belongs to a finite data rate set ϑ. In 802.11b standard, rate set is
ϑ = {1, 2, 5.5, 11}. Here ξi(t) is the total number of MTs associated with AP i including
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MT j at time t. Now, MT j will be associated with AP i if it gets the requested rate rreqj .
That is:

ψij(t) ⩾ rreqj (2.5)

The cumulative distribution function of the random variable ψij(t) explicitly depends
on the VHO algorithm run by MT j at link layer. An RSS based VHO algorithm always
selects the network residing in minimum Euclidean distance as the target network. This
often causes handover to a highly loaded network. Consequently, the user perceived
data rate decreases. On the other hand, SINR based VHO algorithms implicitly consider
network load while measuring interference level of the received signal. As a result,
SINR based VHO algorithms perform better than RSS based VHO algorithms in terms of
user perceived throughput [76]. For simplicity, we assume that ψij(t) is exponentially
distributed with cumulative distribution function F T

a (t). Thus ha, the probability of an
MT being served in BS-AP dual coverage area, can be expressed as:

ha = Pr
(
ψij(t) ⩾ rreqj

)
= 1− F T

a (r
req
j ) (2.6)

Here, the cumulative distribution function F T
a (t) has been estimated from simulation

traces as has been done in [19] and [75].

Estimation of ub

In WCDMA system such as UMTS, an MT gets its requested service if in addition to
adequate pilot channel power, sufficient traffic channel power is also allocated to that
MT [29]. In other words, MT j will get rreqj from BS k if the perceived energy per bit

relative to spectral noise density
(

Eb

No

)
from BS k is greater than the target Eb

No
to get the

requested data rate. The expression for ρkj(t), the Eb

No
received from BS k by MT j at

time t, can be written as [29]:

ρkj(t) =
C

rreqj

× χkj(t)

χ0 + (1− β)ηkj(t) +
∑
x ̸=k

ηxj(t)
(2.7)
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where χkj(t) is the traffic channel power received by MT j from BS k at time t, ηkj(t)
is the transmission power received by MT j from both pilot and traffic channels of BS k
at time t, β is the orthogonality factor, χ0 is the thermal noise power and C is the CDMA
chip rate.

The target threshold of Eb

No
to get rreqj can be computed as [77]:

Eb

No

(rreqj ) =
W b

rreqj

×
(
2

r
req
j

Wb − 1

)
(2.8)

where W b is the carrier bandwidth of WCDMA. Clearly, MT j will get rreqj from BS k if:

ρkj(t) ⩾
Eb

No

(rreqj ) (2.9)

Similar to ψij(t), the perceived throughput by MT j from AP i, ρkj(t) is also dependent
on the link layer VHO as described previously. Assuming that ρkj(t) is exponentially
distributed with cumulative distribution function F T

b (t), the expression for ub, the prob-
ability that an MT being served in BS-only coverage area, can be given by:

ub = Pr

(
ρkj(t) ⩾

Eb

No

(rreqj )

)
= 1− F T

b (r
req
j ) (2.10)

Similar to F T
a (t), F

T
b (t) can also be estimated from simulation traces. Substituting the

values of ha (Equation 2.6) and ub (Equation 2.10) in Equation 2.2, the expression for
Ploss can be computed as:

Ploss =
1

ϵba

(
℘a
wl + F T

a (r
req
j )− ℘a

wl × F T
a (r

req
j )
)

+
1

ϵb

(
℘b
wl + F T

b (r
req
j )− ℘b

wl × F T
b (r

req
j )
)

(2.11)

2.2.2 One-way packet delivery delay at wireless link (dwl)

One-way packet delivery delay at wireless link includes the processing delay (Lp), trans-
mission delay (dtranswl ) and the propagation delay (T prop

wl ) at the corresponding wireless
link. Note that Lp and T prop

wl can be assumed to be constants. The transmission delay
can be expressed as dtranswl = θ

∆avg
wl

where θ and ∆avg
wl are the segment size and time av-
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erage value of user perceived data rate at the link layer respectively. Here ∆avg
wl can be

computed as:

∆avg
wl =

1

ϵba

(
ha × ψij(t)

)
+

1

ϵb

(
ub × ρkj(t)

)
(2.12)

where ψij(t) and ρkj(t) are the time average data rate perceived by MT j while residing
in BS-AP dual coverage areas and BS-only coverage areas respectively.

Hence the expression for one-way packet delivery delay at wireless link can be com-
puted as:

δwl = Lp + dtranswl + T prop
wl = Lp +

θ

∆avg
wl

+ T prop
wl (2.13)

After computing Ploss (Equation 2.11) and δwl (Equation 2.13), we derive expres-
sions for the expected end-to-end delay D(.) and the user perceived throughput τ (.) from
transport layer considering the effect of upper layer mobility management protocol.

2.2.3 Expected end-to-end delay
(
D(.)

)
Expected end-to-end delay (D(.)) is defined as the expected amount of time required
to successfully deliver a packet from CN to MT. Here D(.) includes delay due to one-
way packet transportation delay

(
T

(.)
D

)
from CN to MT as well as congestion avoidance

mechanism of SCTP caused by transmission losses. The value of T (.)
D includes the one-

way packet delivery delay at wired links (δ(.)w ) as well as wireless links (δwl). Note that
the delay at wired terrestrial backbone δ(.)w is protocol specific as it depends on the route
along which the mobility management protocol delivers the packet. Hence, expression
for T (.)

D can be written as:
T

(.)
D = δwl + δ(.)w (2.14)

Now, to determine the delay due to congestion avoidance, we first compute the ex-
pected number of transmissions (y) required to successfully deliver a packet from CN to
MT as:

y =
∞∑
i=0

i× P i−1
loss(1− Ploss) =

1

1− Ploss

(2.15)
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In the expected case, after every transmission failure caused by the first y − 1 packet
losses, the congestion avoidance algorithm increases the retransmission time out value
by a factor of α (typically 2) [26]. Finally, in y-th transmission attempt the packet
got delivered to MT in T

(.)
D time. There is an upper limit m on number of possible

retransmissions after which the timeout value will not be increased further. Denoting
by To the initial timeout value, the end-to-end packet transportation delay (D(.)) can be
computed following [26] and [27] as:

D(.) =


y−1∑
i=1

Toα
i−1 + T

(.)
D , y ≤ m

m∑
i=1

Toα
i−1 + To(y −m)αm−1 + T

(.)
D , y > m

=

To
α

Ploss
1−Ploss −1

α−1 + T
(.)
D , 1

1−Ploss
≤ m

To
αm−1
α−1 + To(

1
1−Ploss

−m) + T
(.)
D , 1

1−Ploss
> m

(2.16)

2.2.4 User perceived throughput
(
τ (.)
)

The user perceived throughput at transport layer can be measured as [31]:

τ (.) =
θ

RTT (.)
× Q√

Ploss

(2.17)

where Q is the constant of proportionality, θ is the segment size and RTT (.) is the round
trip timer value. Here RTT (.) can be estimated by doubling the value of expected end-
to-end delay D(.). That is, RTT (.) = 2×D(.).

2.3 Performance Analysis of MIPv6 and SIGMA

Using our proposed framework, in this section we analyse throughput performance when
MIPv6 and SIGMA are used for mobility management. For each of these protocols, we
first derive the expression for delay δ(.)w at wired terrestrial network as it depends on the
route along which the MMP delivers the packet. Subsequently, we get the expressions for
user throughput using Equations (2.14), (2.16) and (2.17).
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When MIPv6 is used for mobility management, the transmission path that a packet
takes to be delivered from CN to MT is: CN → terrestrial network → HA → terrestrial
network → AR → wireless link → MT (depicted in Figure 2.1). Hence, delay at wired
network when MIPv6 is used, δmipv6

w can be expressed as:

δmipv6
w =

(
Lp +

θ

Bw
+ T prop

w

)
× (nc−h + nh−a) + δd (2.18)

where Bw is the bandwidth of terrestrial links and δd is the packet encapsulation and
decapsulation delay. From the calculated values of δwl (Equation (2.13)) and δmipv6

w

(Equation (2.18)), the one-way packet transportation delay Tmipv6
D when MIPv6 is in

use can be computed from Equation (2.14) as: Tmipv6
D = δwl + δmipv6

w . Then, using the
values of Tmipv6

D and Ploss (Equation (2.11)), Dmipv6, the expected end-to-end delay for
MIPv6 can be computed from Equation (2.16). Accordingly, τmipv6, the user perceived
throughput for MIPv6 can be calculated from Equation (2.17) as follows:

τmipv6 =


θ

2×

To
α

Ploss
1−Ploss −1

α−1
+δwl+δmipv6

w

 × Q√
Ploss

, 1
1−Ploss

≤ m

θ

2×
(
To

αm−1
α−1

+To

(
1

1−Ploss
−m

)
+δwl+δmipv6

w

) × Q√
Ploss

, 1
1−Ploss

> m

When SIGMA is used for mobility management of MT, the transmission path of a
packet from CN to MT is: CN → terrestrial network → AR → wireless link → MT (de-
picted in Figure 2.1). Unlike MIPv6, here the packet is not redirected through HA.
Hence delay in wired network when SIGMA is in use, δsigma

w , can be expressed as:

δsigma
w = nc−a ×

(
Lp +

θ

Bw
+ T prop

w

)
(2.19)

From the calculated values of δwl (Equation (2.13)) and δsigma
w (Equation (2.19)), T sigma

D ,
the one-way packet delivery delay when SIGMA is in use can be computed as : T sigma

D =

δwl + δsigma
w . Then, using expressions for T sigma

D and Ploss (Equation (2.11)), Dsigma,
the expected end-to-end delay for SIGMA can be calculated from Equation (2.16). Ac-
cordingly, τ sigma, the user perceived throughput for SIGMA is obtained from Equation
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(2.17):

τ sigma =


θ

2×

To
α

Ploss
1−Ploss −1

α−1
+δwl+δsigma

w

 × Q√
Ploss

, 1
1−Ploss

≤ m

θ

2×
(
To

αm−1
α−1

+To

(
1

1−Ploss
−m

)
+δwl+δsigma

w

) × Q√
Ploss

, 1
1−Ploss

> m

2.4 Results and Discussions

To investigate the performances of different protocol configurations, we have prepared
a MATLAB based simulator to carry out system level simulations. We consider that in
conjunction with MIPv6 which operates from network layer for mobility management,
the combined SINR based vertical soft handover (CSVSH) algorithm [76] is used at
link layer for target network selection. In contrast, while evaluating the performance
of SIGMA operating from transport layer, we employed both cross layer based adap-
tive vertical handover with predictive RSS (Pre-RSS) [51] algorithm and SINR based
CSVSH algorithm for selecting the target network. The Pre-RSS [51] handoff algo-
rithm determines the optimal target network based on RSS predictions from candidate
access networks. Here the RSS predictions have been performed in two steps namely
preprocessing step and prediction step. In preprocessing step, for each candidate ac-
cess network, a new sequence of RSS has been generated from previous sequence of
RSS by adding s′ number of previous samples, where s′ is a predefined integer. Next,
in the prediction step, the new data sequence is used as the input data for curve fitting
using polynomial regression. On the other hand, CSVSH [76] considers SINR received
from different candidate networks as the fundamental decision indicator for selecting the
target network. In order to make the SINR values obtained from WLAN and WCDMA net-
works comparable, the authors have derived a relationship between the required SINR
from WLAN and received SINR from WCDMA network while offering the same downlink
data rate to the MT.
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2.4.1 Simulation setup

We have used the simulation environment similar to that of [78] where 7 BSs and 50

APs are deployed in a 4000 × 4000 square meters area. The BS coverage radius is set
to 1200 meters [78]. BSs are providing ubiquitous coverage and the APs are placed at
the boundary points of the BSs. The maximum transmitting power of BSs and APs are
set to 43 dBm and 20 dBm respectively [78]. We have introduced all kind of overlapping
in our simulation environment: BS ↔ BS, AP ↔ AP, and AP ↔ BS. We consider
that MTs are moving according to smooth random mobility model [79]. According to
this model, speed behavior of an MT at time t is described by three parameters: current
velocity v(t) (in km/hr), current acceleration f(t) (in m/s2) and target speed v∗(t).
Here v∗(t) ∈ {0, 20, 60} and f(t) ∈ {0, 10, 20} as considered in [78]. An MT accelerates
or decelerates based on current and target velocity. An MT travels with constant speed
until a new target speed is decided from a predefined set. Here we have selected the
target velocity from the set {0, 20, 60} randomly.

We have considered macrocell propagation model for urban and suburban areas to
calculate path loss [76]. Based on this model, pathloss (in dB) can be computed as 58.8
+ 21log10(f) + 37.6log10(R) + log(F ), when antenna height is 15 meters. Here f is
the carrier frequency (2 GHz for WCDMA and 2.4 GHz for WLAN), R is the distance in
meters between the MT and the corresponding BS or AP, and log(F ) is the log-normal
shadowing with standard deviation 10 dB. The physical rate obtained from an AP can be
derived from the received signal strength indicator (RSSI) values as described in [80].
Parameter values considered in our simulation are depicted in Table 2.2.

Table 2.2: Parameter settings to evaluate MIPv6+Pre-RSS and SIGMA+CSVSH

Parameter Value Parameter Value
W b [76] 5 MHz nc−h [19] 4
nh−a [19] 4 nc−a [19] 6
℘a
wl 0.01 C [29] 3840000 Kbps
β [29] 0.5 χ0 [76] −99 dB
℘a
wl 0.1 δd [19] 1 ms
Bw [19] 100 Mbps Lp [31] 1 ms
θ [31] 2 KB T prop

w [19] 0.5 ms

T prop
wl [19] 10 ms Q [31]

√
3
2
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Figure 2.2: End-to-end packet loss probability vs. number of users

2.4.2 Results

Figures 2.2, 2.3 and 2.4 depict the effect of total number of users on packet loss proba-
bility, end-to-end delay and user perceived throughput respectively. The figures present
both analytical and simulation results. An excellent match can be observed between the
analytical and simulation results with less than 5 percent discrepancy. The users are
assumed to have a typical data rate demand for video traffic (384 Kbps). We vary the
traffic load in the system from 100 users to 700 users with a step of 100 users. Figure
2.2 shows the effect of traffic load on end-to-end packet loss probability. The SINR
based CSVSH has been shown to outperform the RSS based Pre-RSS VHO algorithm
in terms of end-to-end packet loss probability. Moreover, the packet loss probability
increases with an increase in total number of users in the system. It is to be noted that
the packet loss probability is governed by the losses at 3G-WLAN wireless link which
in turn is dependent on both the service probabilities in BS-only coverage areas (ub)
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Figure 2.3: Expected end-to-end delay vs. number of users

and BS-AP dual (ha) coverage areas. At any instant of time, an user is considered
to be served if it getting its requested rate. Otherwise, the user is not associated with
the system. Consequently, all packets communicated during the time interval when the
user perceives a degraded data rate become lost. When RSS based Pre-RSS VHO

algorithm is used for target network selection at link layer, usually the nearest BS or
AP is chosen as the optimum network irrespective of its traffic load. This often leads
handover to a highly loaded network. In WCDMA system, the user perceived data rate
decreases with an increase in traffic load due to self interference. On the other hand,
the user perceived data rate from an AP is inversely proportional to the number of users
associated with that AP for the proportional fair access mechanism. Accordingly, the
service probabilities decreases with an increase in system load resulting in higher packet
losses. In contrast to Pre-RSS VHO algorithm, the CSVSH algorithm considers the
network load of the candidate networks while measuring SINR. Due to this advanced
QoS awareness, the CSVSH approach always make a handover to an access network
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which is more likely to provide the requested rate to the user. Accordingly, the service
probabilities in CSVSH approach is greater compared to Pre-RSS approach. As a con-
sequence, CSVSH outperforms Pre-RSS in terms of end-to-end packet loss probability.
The packet loss probability shows an increasing trend because the service probabilities
decreases with an increment of system traffic load. Figure 2.3 depicts the effect of total
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Figure 2.4: User perceived throughput vs. number of users

number of users on expected end-to-end packet transportation delay for various mobility
management protocols. An MT using MIPv6 +CSVSH for mobility management suffers
from greater delay at terrestrial network due to the redirection mechanism of MIPv6
through home agent, but at the same time, experiences lower delay at wireless links
due to reduced packet loss probabilities caused by CSVSH. On the other hand, when
SIGMA+Pre-RSS is used for mobility management, an MT experiences lower delay at
terrestrial network due to end-to-end communication of SCTP, but it suffers from in-
creased delay at wireless links due to the higher packet loss probabilities of Pre-RSS
VHO algorithm. At each transmission failure SCTP protocol doubles its retransmission

43



timer value resulting in exponential growth of end-to-end packet transportation delay.
Due to the advanced QoS awareness of link layer VHO algorithm, MIPv6+Pre-RSS
outperforms SIGMA+CSVSH in terms of end-to-end delay. When, CSVSH is used with
both of the mobility management protocols, SIGMA outperforms MIPv6 due to its re-
duced delay at terrestrial network.

Figure 2.4 depicts the effect of total number of users on user perceived throughput
for different mobility management protocols. SIGMA has been shown to outperform
MIPv6 when both of them are using the SINR based CSVSH algorithm at link layer
for target network selection. But we get the opposite result when RSS based Pre-RSS
VHO algorithm is used with SIGMA at link layer. The reason is very much similar to
that described previously as user perceived throughput explicitly depends on end-to-end
packet loss probability and delay.

2.5 Conclusions

We have developed an analytical framework for throughput analysis of real time appli-
cations accounting the effect of MAC access mechanism of serving network, link layer
VHO algorithm, and upper layer MMP. We compared the throughput performance of video
traffic application for MIPv6 and SIGMA using our proposed framework. From the anal-
ysis, we conclude that the superiority of SIGMA over MIPv6 is actually conditional on
the performance of the underlying link layer VHO algorithm.
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Chapter 3

A Blackout Aware Handover
Mechanism for Ultra Dense Networks

While switching from a macrocell to a small cell in ultra dense networks (UDN) sce-
nario, an MT has to defer the handover initiation until the A3 event occurs, i.e., RSRP
received from serving macrocell falls below a predefined threshold. Since, RSRP can
not measure the user perceived throughput precisely, the data rate perceived from the
macrocell may fall below the requested data rate prior to handover. We refer to this
period as blackout period. In UDN scenario, MTs usually prefer to remain connected
to the macrocells as the transmitting powers of macrocells are much higher compared
to that of small cells [1]. As a result, the MTs cannot utilize the offloading capacity
of the small cells in hotspot areas predominantly. This makes the problem of blackout
period more severe. The existing handover mechanisms cannot deal with the blackout
period adequately as they can not deal with the rapid fluctuation of interference level.
In this chapter, we propose a handover decision metric namely service goodness (SG)
and a blackout discovery mechanism which consider MAC scheduling details as well as
the fluctuation of interference level to deal with the blackout period. Then, we propose
a SG based handover algorithm (SGHO) for UDN scenario. Simulation results confirm
that our proposed SGHO outperforms the existing handover mechanisms. Furthermore,
to minimize the throughput degradation at the cell edges under high load condition, we
also propose a soft handover technique (SHT) which combines the data rates received
from multiple access networks using DC support. Our proposed SHT can be used with
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any existing handover algorithm for throughput enhancement under heavy load scenario.
The superiority of SHT over semisoft handover has been established based on Markov
model analysis and simulation.

Table 3.1: Important notations used to illustrate the proposed SGHO and SHT

Notation Meaning
rreqj Requested rate of MT j.
γij(t) The SINR received by MT j from eNB i at t-th TTI.
N(i, j) The set of all nearby active eNBs of eNB i from which MT j is

experiencing co-channel interference.
τij(t) The traffic channel power received from eNB i and MT j at t-th TTI.
Pcol(i) The sub-carrier collision probability at eNB i.
Γij(t) The maximum achievable throughput by MT j from eNB i at t-th TTI.
Rij(t) The past average throughput experienced by the users having data rate

request rreqj from eNB i measured at t-th TTI.
ν(i) The number of allocated sub-carriers in eNB i.
Λ(i) Total number of available sub-carriers in eNB i.
Gij Service goodness of eNB i with respect to MT j.
Cij Estimated throughput by MT j from eNB i.
C

′
ij The rate of change of user perceived throughput at MT j from eNB i.

Eij Estimated time that MT j will get rreqj from eNB i.
dmac The average MAC layer delay required to request and acquire a channel

from the target eNB.
O (j) The set of candidate networks constructed MT j.
Ω (j) The set of SG values of the candidate networks belonging to O (j).

The rest of the chapter is organized as follows. In section 3.1, the considered system
model has been described. In section 3.2, our proposed throughput estimation algorithm
has been presented. Based on the proposed throughput estimation algorithm, we propose
a handover decision metric namely SG and a blackout discovery mechanism in sections
3.3 and 3.4 respectively. In section 3.5, the SGHO algorithm has been proposed. In
section 3.6, we present our proposed SHT. In section 3.7, we analyze the performance of
our proposed SHT as well as semisoft handover mechanism based on Markov models.
In section 3.8, we describe simulation results. Finally, section 3.9 concludes the chapter.
Important notations used in this chapter have been summarized in Table 3.1.
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MT 1

MT 2

MT with single connectivity

MT with dual connectivity

(SeNB)

(SeNB)

Figure 3.1: An instance of HetNet consisting of n number of MeNBs and m number
of SeNBs

3.1 Considered System Model

We consider an LTE-A HetNet consisting of m + n number of evolved node Bs
(eNBs) including n number of macro cell evolved node Bs (MeNBs) and m number
of small cell evolved node Bs (SeNBs) (depicted in Figure 3.1). Without loss of gener-
ality, we represent by eNB 1 to eNB n as MeNBs and by eNB n + 1 to eNB n + m as
SeNBs. Here the MeNBs are providing ubiquitous coverage. As considered in 3rd gen-
eration partnership project (3GPP) release 12 [5], the distance between MeNBs has been
considered to be 500 meters. Within the coverage region of the MeNBs, the SeNBs are
randomly deployed in condensed clusters. Here the minimum distance between SeNBs
has been set to 20 meters. We assume that the MeNBs and SeNBs are connected through
non-ideal X2 interface having limited capacity. We consider that u number of MTs are
assumed to be uniformly distributed and roaming according to smooth random waypoint

mobility model [79]. We assume that each MT j (1 ≤ j ≤ u) has strict rate requirement
rreqj . In the considered scenario, MTs are assumed to be DC supported. In our consid-
ered DC mechanism, traffic arrived from core network are split at MeNBs and a fraction
of the traffic is forwarded to the connected SeNBs over the X2 interface. Here MT j

is benefited in DC mode if the aggregated data rate from multiple access networks is
greater than rreqj . In this work, we concentrate on downlink traffic as they require higher
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bandwidth than that of uplink traffic [76]. We also consider that the eNBs are using
PF as MAC access mechanism. Assuming intra-cell interference and background noise
are negligible compared to inter-cell interference in OFDMA systems, γij(t), the SINR
received by MT j from eNB i (1 ≤ i ≤ m + n) at t-th transmission time interval (TTI)
has been computed as [15]:

γij(t) =
τij(t)

Pcol(i)
∑

v∈N(i,j)

τvj(t)
(3.1)

where N(i, j) is the set of all nearby active eNBs of eNB i from which MT j is experi-
encing co-channel interference, τij(t) is the traffic channel power received from eNB i

by MT j at time t and Pcol(i) is the sub-carrier collision probability at eNB i. Here Pcol(i)

has been computed as:

Pcol(i) =
ν(i)

Λ(i)
(3.2)

where ν(i) and Λ(i) represent the number of allocated sub-carriers in eNB i and total
number of available sub-carriers in eNB i respectively. Based on γij(t), the maximum
achievable throughput Γij(t) by MT j from eNB i at t-th TTI has been computed as [59]:

Γij(t) =
SrSe

Ts
log2 (1 + γij(t)) (3.3)

where Sr is the number of sub-carriers in a RB, Se is the number of effective OFDMA
symbols per LTE-A frame and Ts is the frame length. It may be noted that the Γij(t)

samples capture the varying channel conditions at different TTIs. In the next section,
we propose a throughput estimation algorithm which utilizes the Γij(t) samples.

3.2 Proposed Throughput Estimation Algorithm

In this section, to estimate throughput from nearby access networks, we propose a
throughput estimation algorithm which explicitly considers the effect of MAC scheduling
mechanism as well as spiky behavior of user perceived data rate in UDN scenario. Our
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proposed throughput estimation algorithm consists of three phases. In sample vector

preparation phase, our proposed algorithm jointly considers past average throughput,
sub-carrier availability and channel conditions to capture the effect of MAC scheduling
mechanisms. In cluster formation phase, to capture the effect of the spiky behavior
of user perceived data rates caused by varying channel conditions at different TTIs, we
have employed the hierarchical agglomerative clustering (HAC) algorithm [81]. The HAC
algorithm categorizes the data rate samples into three clusters containing low, moderate

and high data rate samples. Finally, in throughput computation phase, the estimated
throughput is computed as an weighted average of the data rate samples belonging to
different clusters. Here, weight assignments are based on cluster size.

Our proposed throughput estimation algorithm can be implemented through access
network discovery and selection function (ANDSF) [35]. The role of the ANDSF is
to assist the MTs in discovering potential 3GPP/non-3GPP access networks and to be
associated with them. In our case, the ANDSF assists the MT in collecting necessary
measurements such as sub-carrier availability and past average throughput values of
users having similar data rate services in nearby access networks, and in computing the
estimated throughput based on the proposed HAC based algorithm. In the subsequent
subsections, we describe the steps of our proposed algorithm in detail.

Sample vector preparation

For each MT j and eNB i, the serving access network of MT j maintains an one dimen-
sional array Vij[ ] of length l, where l is the number of RSRP samples retained by eNBs
for network discovery purpose. Here Vij[k] contains the throughput value for MT j from
eNB i estimated at k-th TTI (1 ≤ k ≤ l). Based on the channel quality information
(CQI) of eNB i reported by MT j, our algorithm computes Vij[k] as follows:

Vij[k] = Pcol(i)Rij(k) + (1− Pcol(i)) Γij(k) (3.4)

Here Rij(k) denotes the past average throughput experienced by the users having data
rate request rreqj from eNB i measured at k-th TTI. Typically, such values remain avail-
able to the eNBs for scheduling purposes [30]. It may be noted that the value of Rij(k)

explicitly depends on the MAC access mechanism used by eNB i. The value of Γij(k)
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has been computed using equation (3.3). It may be noted that Γij(k) represents the the-
oretical upper bound on Rij(k). Unit of both Γij(k) and Rij(k) is bits/sec. The value of
Pcol(i) has been computed using equation (5.5). A higher Pcol(i) indicates higher num-
ber of sub-carrier allocations at eNB i which in turn indicates a lower possibility of MT
j being scheduled by eNB i and vice-versa.

While computing Vij[k], Pcol(i) has been used as a weighting factor. When Pcol(i) is
high, i.e., the probability of MT j being scheduled is low, then the past average through-
put Rij(k) gets higher priority. On the other hand, when Pcol(i) is low, i.e., the prob-
ability that MT j will be scheduled by eNB i is high, then the instantaneous estimated
throughput Γij(k) gets the higher priority. By jointly considering the value of Rij(k),
Γij(k) and Pcol(i), the Vij[k] measurement captures the effect of MAC access mechanism
used by eNB i which lead to precise throughput estimation.

Cluster formation

Due to varying channel conditions in every TTI, the throughput perceived from eNB

i over different TTI intervals may exhibit spiky behavior. To capture this effect, we
have adopted the HAC [81]. The HAC is a clustering approach for analyzing data having
hierarchal relationship among them. To capture the spiky behavior of user perceived
data rate in UDN scenario, here we develop a 3-step HAC algorithm. The proposed HAC
algorithm classifies the data rate samples into three clusters containing low, average and
high data rate samples.

Using HAC, in the first step we construct a component-attribute data matrix from
Vij[ ]. We consider the TTI period k as component and the throughput estimated at k-th
TTI period Vij[k] as attribute. Each such component-attribute pair (k, Vij[k]) constitutes
a node.

Then, based on these nodes, we compute the resemblance matrix consisting of re-
semblance coefficients for every pair of nodes. Resemblance coefficient for a given pair
of nodes indicate the degree of similarity or dissimilarity between those nodes, i.e., the
extent the considered data rate samples are close to each other. We compute the resem-
blance matrix A as follows.

A = [ax,y]l×l (3.5)
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where ax,y is the resemblance coefficient between nodes (x, Vij[x]) and (y, Vij[y]) where
1 ≤ x ≤ l and 1 ≤ y ≤ l. We compute ax,y as ax,y = abs(Vij[x] − Vij[y]), where
abs(.) represents the absolute value function. A smaller ax,y value indicates that the
nodes (x, Vij[x]) and (y, Vij[y]) are highly similar and vice-versa.

In the next step, we determine the clusters based on the resemblance matrix. Initially,
each cluster consists of a single node. In each iteration, the minimal coefficient in the
resemblance matrix is identified, corresponding clusters are merged and the resemblance
matrix is updated by the HAC algorithm. Here, we use single linkage (SLINK) to mea-
sure the similarity between two clusters. In SLINK, the similarity measure between two
clusters is defined as the minimum resemblance coefficient among all pair of nodes be-
longing to the considered pair of clusters. This process is continued until we have three
clusters namely θ1, θ2 and θ3 which corresponds to low, average and high throughput
values. Based on these clusters, in the next phase, we compute the estimated throughput
value from eNB i.

Throughput computation

In this step, we first compute the weights for the elements belonging to different clusters
based on cluster sizes. Then based on these weights we compute the final throughput
value as the weighted sum of the throughput samples. Here weight of a throughput
sample is proportional to the size of the corresponding cluster. Denoting by nα the
number of nodes in cluster θα (1 ≤ α ≤ 3), weights for the elements belonging to cluster
θα have been computed as:

wα =
nα

3∑
β=1

nβ

(3.6)

Denoting by exα the x-th element of cluster θα (1 ≤ x ≤ nα), the estimated throughput
Cij for MT j from eNB i has been computed as weighted sum of θα and exα as follows:

Cij =
3∑

α=1

(
wα

nα∑
x=1

exα

)
(3.7)
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Algorithm 1: Proposed throughput estimation algorithm
Input : Pcol(i), Rij(k), Γij(k) and l.
Output: Cij , the estimated throughput value for MT j from eNB i.

1 /* Sample vector preparation */
2 for k = 0; k ≤ l; k = k + 1 do
3 Vij[k] = Pcol(i)Rij(k) + (1− Pcol(i)) Γij(k)
4 end
5 /* Cluster formation based on HAC */
6 Determine the component-attribute data matrix Vij[ ].
7 Determine the resemblance matrix A based on Vij[ ].
8 Determine clusters θ1, θ2 and θ3 based on A using SLINK.
9 Determine the sizes n1, n2 and n3 of θ1, θ2 and θ3 respectively.

10 /* Throughput computation */
11 for α = 0;α ≤ 3;α = α + 1 do
12 wα = nα

3∑
β=1

nβ

13 end

14 Cij =
3∑

α=1

(
wα

nα∑
x=1

exα

)

The proposed throughput estimation algorithm in psudocode format is presented in al-
gorithm 1.

Time complexity

Since we are employing HAC algorithm for throughput estimation, time required to es-
timate the achievable throughput by MT j from eNB i is O(l3). Now, let us consider
that the serving network is a unit circle and user density in the considered scenario is
Λu. Hence, the number of MT requesting handover to the serving cell is O(Λu). As per
the definition of UDN [82], the network density should be comparable to the user den-
sity to exploit the potential of dense deployment scenario. Accordingly, the number of
neighboring access networks of each MT is also O(Λu). Hence, the total time required
by the serving cell to estimate throughput from neighboring networks for all the MTs is
O(Λ2

ul
3). Based on our proposed throughput estimation algorithm, in subsequent sub-
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sections, we propose a handover decision metric namely service goodness (SG) and an
efficient blackout discovery mechanism.

3.3 Notion of Service Goodness (SG)

In this section, we analytically present our proposed decision metric SG for target net-
work selection in UDN scenario. The notion of SG of an access network represents the
possibility of getting the requested rate from the concerned access network by an MT.
The proposed metric makes use of our proposed throughput estimation mechanism in
order to capture the effect of MAC scheduling details.

Service goodness Gij of eNB i with respect to MT j is defined as a state variable which
represents the possibility of getting the requested rate rreqj from eNB i. Here Gij ∈ {
safe, unsafe, descend, intermittent }. The value of Gij is determined based on Cij ,
the estimation of achievable throughput by MT j from eNB i and C ′

ij , the rate of change
of user perceived throughput at MT j from eNB i. Here, we computeC ′

ij from Vij[ ] using
Newton’s backward interpolation formulae for numerical differentiation as follows:

C
′

ij = ∇yl +
1

2
∇2yl +

1

3
∇3yl +

1

4
∇4yl . . . (3.8)

where ∇ is the standard backward difference operator. Here ∇yk is computed as: ∇yk =
Vij[k]− Vij[k− 1], where 1 ≤ k ≤ l. Positive value of C ′

ij indicates that eNB i is highly
probable to provide rreqj , on the other hand a negative value of C ′

ij indicates eNB i is
less probable to provide rreqj . Based on C ′

ij and Cij the current estimated throughput
value from eNB i by MT j, Gij has been defined as follows. The value of Gij is safe if
Cij ≥ rreqj and C ′

ij > 0, i.e., eNB i is highly probable to provide rreqj in near future. In
contrast, Gij is unsafe if Cij ≤ rreqj and C ′

ij ≤ 0, i.e., eNB i is less probable to provide
rreqj . Here Gij becomes descend if Cij > rreqj , but may not be able to provide the rate in
near future, i.e., C ′

ij ≤ 0. Finally, Gij is intermittent if Cij ≤ rreqj but is highly probable
to provide the data rate in near future. In brief, Gij can be defined as follows.
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Gij =



safe, if Cij ≥ rreqj and C
′
ij > 0.

unsafe, if Cij < rreqj and C
′
ij ≤ 0.

descend, if Cij ≥ rreqj and C
′
ij ≤ 0.

intermittent, if Cij < rreqj and C
′
ij > 0.

3.4 Proposed Blackout Discovery Mechanism

The role of this phase is to predict an upcoming blackout period. The blackout discovery
phase makes use of our proposed throughput estimation algorithm. In this phase, an MT
periodically measures the estimated time after which a blackout period is going to start.
Based on the values of Cij and C ′

ij , the estimated time Eij that MT j will get rreqj from
eNB i can be computed as follows:

Eij =
Cij − rreqj

abs(C
′
ij)

(3.9)

where abs(.) represents the absolute value function. The blackout discovery phase trig-
gers handover if:

Eij ≤ dmac (3.10)

where dmac is the average MAC layer delay required to request and acquire a channel
from the target access network.

Based on the proposed blackout discovery and notion of SG, in the next section we
propose a SG based handover algorithm (SGHO) for UDN scenario.

3.5 Proposed Service Goodness Based Handover Algo-
rithm (SGHO)

The proposed SGHO algorithm consists of three phases. In candidate network discovery

phase, MT j periodically determines the set of candidate networks based on RSRP mea-
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surements. The handover decision phase starts as soon as an upcoming blackout period
is predicted by the proposed blackout discovery mechanism. In this phase, the target net-
work is determined from the set of candidate networks based on their SG values. Finally,
in handover completion phase, all active sessions are switched from current network to
the target network.

3.5.1 Candidate network discovery

In this phase, MT j constructs the set of candidate networks O (j) based on RSRP mea-
surements. Assuming that O (j) includes m′ number of eNBs (m′ < m), we represent
O (j) as:

O (j) = [eNB 1,eNB 2, . . . ,eNB m′]

It may be noted that eNBs belonging to O (j) can be both MeNB and SeNBs.

3.5.2 Handover decision

This phase starts as soon as an upcoming blackout period is predicted and handover
is triggered by our proposed blackout discovery mechanism. The handover decision
phase is presented in flowchart form in Fig. 3.2. In this phase, first the SG values of
the candidate networks belonging to O (j) are computed and then the target network
is determined based on the SG values. We represent Ω (j) the set of SG values of the
candidate networks belonging to O (j) as follows:

Ω (j) = [G1j, G2j, . . . , Gm′j]

where Gij is the SG value of eNB i (1 ≤ i ≤ m′) with respect to MT j.

To determine the best network from Ω (j), we partition Ω (j) based on the SG val-
ues of the candidate networks. The partition consists of four subsets namely S, U , D
and I which contain the access networks having the SG values safe, unsafe, decay and
intermittent respectively. It may be noted that these subsets are mutually exclusive and
exhaustive. After computing the partition, target network selection is performed as fol-
lows. If S is non-empty, then an access network from S is selected randomly. If S is
empty but I is non-empty, then we defer the decision for q× Ts time period where q is a
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Figure 3.2: Handover decision phase of SGHO algorithm

positive integer and Ts is the sampling interval of RSRP measurements used in candidate
network discovery phase. This is because, it is highly probable that an access network
of I will have a SG value safe after q × Ts time period, i.e., the set S may become non-
empty. To keep track of the fact that whether MT j has waited q × Ts time period when
I ̸= ϕ, we have used a binary variable namely Flag. If S is found non-empty after
q × Ts time period, then an access network is selected from S randomly as the target
network. Otherwise, we look for the set D. If D is non-empty, then an access network
is selected randomly from D, else we randomly select an access network from I as the
target network. If all of the sets S, D and I are empty then the call is dropped as the
remaining candidate networks are unsafe, i.e., those networks are unable to provide the
rate at present and in near future as well.

3.5.3 Handover completion

In this phase, resources are released from the current network and all active sessions are
switched from current network to the target network.
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In a previous study [83], it has been shown that a single access network can provide
the requested data rate as long as the traffic load in the system is below a particular limit.
When the traffic load increases beyond that limit, then a single access network can not
provide the requested data rate due to scarcity of RBs. In that situation, it is worthy to
combine the data rates perceived from multiple access networks in order to satisfy the
requested data rate. To deal with the blackout period under high traffic load condition, in
the next section, we propose an SHTwhich can be used with any of the existing handover
algorithms.

3.6 Proposed Soft Handover Technique

The SHT is invoked as soon as an upcoming blackout period is encountered by our pro-
posed blackout discovery mechanism. Our proposed SHT can be used with any existing
handover algorithm to minimize the blackout period. The proposed SHT consists of two
phases. In throughput enhancement phase, data rates perceived from multiple eNBs are
combined using DC support at the user end. In access network switch phase, all the ac-
tive sessions of MT j are switched to the target eNB as soon as the estimated throughput
from the target eNB become higher than rreqj .

3.6.1 Throughput enhancement

The throughput enhancement phase utilizes DC support as well as our proposed through-
put estimation mechanism. In this phase, data rates perceived from serving as well as
target eNBs are aggregated at the receiver end using DC mechanism. To illustrate the
throughput enhancement phase, let us consider that MT j is currently associated with
eNB i and is getting the data rate δij which is less than rreqj . Let eNB t has been selected
as the target eNB depending on a predefined decision metric. In order to get rreqj in DC
mode, MT j needs to get atleast rreqj − δij from eNB t. Here MT j switches to the DC
mode if Ctj , the estimated throughput from eNB t by MT j is greater than rreqj − δij . In
this phase, a binary variable Temp is used to indicate whether MT j can get rreqj from
eNB i and eNB t in DC mode. The call is dropped if MT j can not get rreqj in DC mode,
i.e., Ctj < rreqj − δij .
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Figure 3.3: Flowchart of the proposed SHT algorithm

This phase adopts the 3C architecture of DC where the serving eNB acts as the
master-cell and the neighboring target eNB as secondary-cell. Here, a single packet
data convergence protocol (PDCP) layer is located at the master-cell, however radio link
control (RLC) layers are present in both the master-cell and the secondary-cell. In this
architecture, an MT is served by a single bearer and its flow split occurs at the master-
cell. In DC mode, an MT can utilize resources across both master-cell and secondary-cell
for the same bearer. Such resource utilization increases the per-user throughput for a
given application.

3.6.2 Access network switch

All active sessions are switched to eNB t as soon as the time average value of throughput
perceived from eNB t become sufficient to meet rreqj , i.e., Ctj ≥ rreqj . The overall
operation of the proposed SHT algorithm in flowchart format is shown in Figure 3.3.

In the next section, we compare the performances of our proposed SHT with that of
semisoft handover mechanism based on Markov model analysis. We consider the steady
state probabilities of experiencing blackout period as performance evaluation metrics.
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Figure 3.4: Markov model for the proposed SHT

3.7 Performance Analysis of Proposed SHT and Semisoft
handover

In this section, we develop a Markovian model to trace the system behavior when SHT
and semisoft handover are used. It may be noted that the actual system behavior is highly
stochastic as it involves several random factors such as fading, user mobility, call arrival
rate and interference in overlay networks. For the sake of tractability, we approximate
the system behavior through a Markov process. The states of the proposed Markov based
model is mainly concerned about whether the MT is getting the requested rate only from
MeNB/SeNB or both. The past effect of all other factors (e.g., user mobility) is encoded
in the present state of the Markov process. The future state in turn depends only on the
present state and thereby satisfy the Markov property. In subsequent subsections, we
analyze the probability of experiencing blackout by an MT based on Markov models for
both the proposed SHT and semisoft handover mechanisms.

3.7.1 Markov model for the proposed SHT

Our proposed SHT can provide the requested data rate by combining data rates from
MeNB and SeNB at the cell edge when neither MeNB nor the SeNB alone can provide
the requested data rate. While roaming across the considered UDN scenario, an MT can
reside in one of the four states:
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• State 1: the state that the MT is getting the requested data rate entirely from MeNB.

• State 2: the state that the MT is getting the requested data rate entirely from SeNB.

• State 3: the state that neither serving MeNB nor target SeNB alone can provide the
requested data rate to the MT, however the data rate service can be provided in DC
mode by combining the data received from current and target eNBs.

• State 4: the state that neither serving MeNB nor target SeNB is providing the
requested data rate to the MT, and the requested data rate can not even be provided
in DC mode.

Denoting by pi′j′ the transition probability from state i′ (1 ≤ i′ ≤ 4) to state j′ (1 ≤ j′ ≤
4), the transition probability matrix Z can be defined as follows.

Z =


p11 p12 p13 p14

p21 p22 p23 p24

p31 p32 p33 p34

p41 p42 p43 p44

 (3.11)

The resulting Markov model has been shown in Figure 3.4. It may be noted that for all
pair of possible states (i′, j′) in the considered Markov model, if state j′ is reachable
from state i′, then state i′ is also reachable from state j′. Hence the Markov chain has a
single recurrent class. Markov chain is aperiodic because there exists no integer f such
that the set of all states can be partitioned into disjoint subsetsW1, W2, . . . , Wf in such a
way that for all pi′j′ > 0 the following conditions hold: (1) If i′ ∈ Wk′ then j′ ∈ Wk′+1,
1 ≤ k′ ≤ f − 1 and (2) if i′ ∈ Wf then j′ ∈ W1. Since the Markov chain is aperiodic
and has only one recurrent class, from Chapman-Kolmogorov equations we get:

πj′ =
4∑

k=1

πkpkj′ and
4∑

j′=1

πj′ = 1 (3.12)

where πj′ is the steady state probability of reaching state j′ starting from any state.
Clearly, π4 represents the steady state probability that an MT will experience a black-

out period. Here π4 can be computed by solving the system of linear equations (3.12).
The final expression for π4 has been depicted in Equation (3.13).
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3.7.2 Markov model for semisoft handover

On the other hand, in semisoft handover mechanism, an MT can get the requested data
rate either from MeNB or from SeNB [15]. The Markov model for semisoft handover
consists of three states. State 1 and state 2 are common for both SHT and semisoft
handover. It may be noted that unlike SHT, an MT can not receive data from multiple
access network simultaneously in order to satisfy the data rate request. Hence, state 3

and state 4 of SHT is merged in one state, i.e., state 3 in semisoft handover. Denoting by
p′i′j′ the transition probability from state i′ to state j′ for semisoft handover mechanism,
the transition probability matrix Z ′ can be written as:

Z ′ =

p
′
11 p′12 p′13

p′21 p′22 p′23

p′31 p′32 p′33

 (3.14)

Since state 1 and state 2 are identical in both the models for SHT and semisoft handover
mechanism, p′11 = p11, p′12 = p12, p′21 = p21 and p′22 = p22 holds. On the other hand,
state 3 and state 4 of SHT is merged in one state, i.e., state 3 in semisoft handover. Hence
p′13 > p13 and p′23 > p23 holds good. Consequently, transition probabilities to state 3

increases. The resulting Markov chain is shown in Figure 3.5. Similar to the Markov
chain for SHT, the Markov chain for semisoft handover is aperiodic and also has one
recurrent class. Hence, applying Chapman-Kolmogorov equation we get:

π′
j′ =

3∑
k=1

π′
kpkj′ and

3∑
j′=1

π′
j′ = 1 (3.15)

Here π′
j′ denotes the steady state probability of reaching state j′ starting from any state.

π4 = 1−p14
a11

−M1

K1

(
1− a12

a11

)
−L1

K1

(
M2L1 −M1K2

L2K1 −K2L1

)
−
(
M2K1 −M1K2

L2K1 −K2L1

)(
1− a23

a11
− L1

K1

)
(3.13)

where a11 = 1 − p11 + p14, a13 = p14 − p13, a21 = p24 − p21, a12 = p14 − p12,
a22 = 1−p22+p24, a31 = p34−p31, a23 = p24−p23, a32 = p34−p32, a33 = 1−p33+p34,
M1 = p24−p11p24+p14p21

1−p11+p14
, K1 = a11a22−a12a21

a11
, K2 = a11a32−a12a31

a11
, L1 = a11a23−a21a13

a11
,

L2 =
a11a33−a31a13

a11
and L2 =

p34−p11p34+p31p14
1−p11+p14

.
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Figure 3.5: Markov model for semisoft handover

Clearly, π′
3 represents the steady state probability that an MT will experience a blackout

period. Here also π′
3 can be computed solving the system of linear equations (3.15). The

final expression for π′
3 is depicted in Equation (3.16).

3.8 Results and Discussions

3.8.1 Simulation setup

To evaluate the performance of our proposed SGHO algorithm as well as the proposed
SHT, we have prepared a MATLAB based simulator to carry out system level simulations.
We consider a LTE-A HetNet scenario where 7 MeNBs are providing ubiquitous cov-
erage in a 2 km× 2 km area. As per the specification given in 3rd generation partnership
project (3GPP) release 12 [5], the minimum distance between MeNBs has been set to
500 meters. Within the coverage region of the MeNBs, 28 SeNBs are randomly deployed
in condensed clusters. Each cluster consists of 4 SeNBs and has a circular area with 50

meters radius. Here minimum distance between SeNBs has been set to 20 meters.

π
′

3 = 1−
[

p′14
1− p′11 + p′14

+
M ′

1

K ′
1

(
1− a′12

a′11

)]
(3.16)

where a′11 = 1 − p′11 + p′13, a′12 = p′13 − p′12, a
′
21 = p′23 − p′21, a

′
22 = 1 − p′22 + p′23,

M ′
1 =

p′23−p′11p
′
23+p′13p

′
21

1−p′11+p′13
and K ′

1 =
a′11a

′
22−a′12a

′
21

a′11
.

62



Transmitting powers of the MeNB and SeNBs have been set to 46 dBm and 23 dBm

respectively [84]. To compute the path loss in MeNBs, we have employed the propagation
model for urban and suburban areas. Here pathloss in dB is computed as Pathloss =

128.1 + 37.6 log10R where R is distance between the MeNB and the corresponding MT
in kilometers [85]. In SeNBs, we compute the path loss in dB as Pathloss = 24 +

45 log10(R + 20) [85]. Total bandwidth for the MeNB and the SeNBs have been set
to 10 MHz and 5 MHz respectively. Both MeNB and SeNBs are assumed to use PF

as MAC access mechanism. In our considered simulation scenario, MTs are assumed
to be uniformly distributed and roaming according to smooth random waypoint mobility
model [79]. The velocity of an MT can vary from 3 km/h (pedestrian) to 100 km/h (high
mobile). Acceleration of the MTs ranges from 0 m/s2 to 5 m/s2. An MT accelerates or
decelerates depending on its current and target velocity. MTs are assumed to have data
rate requests for constant bit rate (CBR) youtube video traffic and variable bit rate (VBR)
videoconferencing traffic. Here CBR and VBR traffic have been modeled similar to that
of [51]. CBR traffic are assumed to arrive following a Poisson distribution with arrival
rate λ. The average holding time of CBR traffic is exponentially distributed and its mean
is normalized to unity. On the other hand, VBR traffic is assumed to arrive based on a
Pareto distribution with parameters αon, αoff and αs. Here αon and αoff are shaping
parameters whereas αs is the scale parameter. Considered parameter values are depicted
in Table 3.2.

3.8.2 Performance evaluation metrics

To compare the performances of our proposed SGHO with traditional RSRP based and
reference base station efficiency (RBSE) based [35] approaches, we have considered user

throughput and system throughput as performance evaluation metrics. User throughput

Table 3.2: Parameter settings to evaluate the proposed SGHO and SHT

Parameter Value Parameter Value
λ [51] 6 ∼ 16 Sr [59] 12
Se [59] 10 symbols Ts [59] 1 ms
αon [51] 1.1 αoff [51] 1.5
αs [51] 1.0
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is defined as the amount of data communicated per unit time through downlink data
channels while roaming across the considered LTE-A HetNet. System throughput is
defined as the absolute amount of data communicated to the MTs per unit time by the
system. It may be noted that these two metrics are not sufficient to measure how long

an MT is getting its requested data rate as those metrics are only concerned about the
absolute amount of data communicated per unit time. To measure the quality of service
experienced by an MT, we introduce an additional metric namely user goodness. We
define user goodness as the fraction of time that an MT is getting its requested data rate
during simulation time interval. This metric is particularly important to measure the
quality of service for video applications. To compare the performances of our proposed
SHT with that of semisoft handover, we have considered throughput and call dropping

probability as performance evaluation metrics. Call dropping probability is defined as
the probability of a call being dropped due to throughput degradation at the cell edge.
Here, we assume that a call is being dropped by an MT if it is not getting the requested
rate for a predefined period of time. This time interval depends on the concerned data
rate service. For video traffic application, the time interval is typically set to 300 ms [86].

3.8.3 Performance evaluation of the proposed throughput estima-
tion mechanism

Figure 3.6 depicts the effect of traffic load on blackout period based on simulation re-
sults. Here traditional hard handover has been used for radio link management at the
cell edges. The result shows that the blackout period monotonically increases with in-
creasing traffic load. This is because the distance upto which an eNB can provide the
requested data rate decreases with increasing traffic load due to the scarcity of RBs as
investigated in [83].

Figure 3.7 shows that throughput estimated by our proposed algorithm is much closer
to the actual throughput compared to that of SINR based estimation. This is because, un-
like SINR based estimate, our algorithm explicitly considers the effect of MAC schedul-
ing mechanism and rapid fluctuation of user perceived throughput. Such spiky behavior
of maximum achievable throughput in UDN scenario has been depicted in Figure 3.8.
Here we have traced the maximum achievable throughput of a user for a period of 20
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TTIs while keeping its position fixed. It may be observed that the achievable throughput
fluctuates over a wide range of values (794 Kbps to 3244 Kbps). This is because the in-
terference received by an MT in OFDMA networks primarily depends on the overlapping
sub-carrier allocation in nearby access networks. Such sub-carrier allocations in turn are
critically influenced by the variable traffic load in UDN scenario.

Figure 3.6: Blackout period
vs. traffic load

Figure 3.7: Evaluating the
proposed throughput

estimation mechanism

Figure 3.8: Spiky behavior of
user throughput

3.8.4 Performance evaluation of SGHO

In this section, we compare our proposed SG based SGHO algorithm with that of tra-
ditional RSRP based [87] and reference base station efficiency (RBSE) based [35] han-
dover algorithms. The traditional RSRP based handover is also known as 3GPP A3

handover. This algorithm collects RSRP measurements from the serving as well as the
neighboring cells in every TTI. The handover process is triggered when RSRP of a
neighboring cell becomes higher than the serving cell, i.e., A3 event occurs. On the
other hand, the RBSE metric accounts the cumulative effect of transmission power, traf-
fic load and the users’ spectral efficiency to select the target network. Here also the
handover initiation is based on A3 event. In this study, we consider the data rate re-
quests for CBR youtube video standards. Here the considered data rates are 1.5 Mbps

(for YouFlash), 0.2 Mbps (for YouHtml), 2.5 Mbps (for YouHD) and 2.7 Mbps (for
YouMob) [88]. An MT can have data rate request for any one of these video standards
with equal probability.
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Figures 3.9-3.11 depict the effect of traffic load on various performance evaluation
metrics. Total number of MTs in the system varies from 100 MTs to 500 MTs with a step of
100 MTs. Figure 3.9 shows that the proposed SGHO algorithm significantly outperforms
the RSRP based and RBSE based handover algorithms in terms of user throughput. The
underlying impetus of this phenomenon is efficient blackout discovery mechanism of
SGHO, and better QoS-awareness of the proposed SG compared to that of RSRP and
RBSE. It is to be noted that the user perceived throughput depends on the interference
level of the received signal, user density and the MAC scheduling mechanism of the
serving access network. In RSRP based approaches, usually the MeNB is selected as
the target network due to its higher transmission power. As a result, the MeNB be-
come highly loaded whereas the SeNBs remain underutilized. Increasing traffic load in
LTE-A HetNet cause higher sub-carrier collision probability which in turn increases
the interference level of the received signal. As a result, target network selection based
on RSRP causes serious degradation of user perceived throughput. In contrast to the
RSRP based approach, the RBSE based algorithm explicitly considers the cumulative
effect of transmission power, network traffic load as well as interference level of the re-
ceived signal while selecting the target network. Due to this advanced QoS-awareness,
the user perceived throughput in RBSE based approach is higher compared to that of
RSRP based approach. Although RBSE based handover mechanism increases the user
perceived throughput, it can not guarantee whether an user will get its requested data rate
from the target network. This is because, RBSE do not consider the effect of MAC access
mechanism and the spiky behavior of user throughput in UDN scenario. In contrast to the
proposed RBSE based approach, the proposed SG explicitly considers the effect of MAC
scheduling details by jointly considering the past average throughput, sub-carrier avail-
ability and channel condition. The proposed SGHO algorithm also employs a throughput
estimation mechanism which captures the spiky behavior of user throughput using HAC
algorithm. In addition, SGHO triggers handover as soon as an upcoming blackout period
is encountered. As a result, MTs do not suffer from throughput degradation at the cell
edges. Due to all such features, the proposed SGHO algorithm significantly outperforms
the RSRP based (performance gain 58%-76% approximately) and RBSE based (perfor-
mance gain 51%-73% approximately) approaches in terms of user perceived throughput.

The effect of traffic load has also been investigated on user goodness as depicted in
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Figure 3.9: User throughput
vs. traffic load
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Figure 3.10: User goodness
vs. traffic load
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Figure 3.11: System
throughput vs. traffic load

Figure 3.10. The figure shows that the proposed SGHO algorithm significantly outper-
forms both the RSRP based and RBSE based algorithms. The reasons behind are as fol-
lows. The achievable data rates from an access network can not be estimated precisely
through RSRP or RBSE measurements. In contrast, being equipped with the efficient
throughput estimation mechanism, achievable throughput from the target network can
be better estimated through SG measurements. Consequently, the SGHO algorithm al-
ways selects the network which is able to provide the data rate request for a long period
of time. As a result, the SGHO algorithm significantly outperforms the RSRP based (per-
formance gain 7%-20% approximately) and RBSE based (performance gain 3%-16%
approximately) approach in terms of user goodness. It may also be noted that the perfor-
mance gain of SGHO over RSRP and RBSE based algorithms decreases with increasing
traffic load for both user throughput and user goodness. This is because the sub-carrier
collision probability increases with increasing traffic load, which in turn decreases user
throughput.

Figure 3.11 depicts the effect of traffic load on system throughput. Simulation results
show that the SGHO algorithm significantly improves the system throughput compared
to RBSE based (1%-22% percent approximately) and RSRP based (2%-36% percent ap-
proximately) algorithms. System throughput depends on both the user throughput and
the total number of MTs associated with the system, which in turn depend on load balanc-
ing among different access networks. The RBSE based algorithm outperforms the RSRP
based approach because the RBSE measurements lead to better utilization of SeNBs.
Although RBSE based approach provides fairer load distribution, it can not address the
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strict throughput requirements of the MTs. This is because RBSE measurement do not
consider availability of sub-carriers as well as MAC scheduling information. On the other
hand, being equipped with MAC access mechanism and sub-carrier collision probability,
the SG based SGHO algorithm have better insight regarding achievable data rate from
different candidate networks. As a result, SGHO outperforms RSRP and RBSE based
approaches.

3.8.5 Performance comparison between the proposed SHT and
semisoft handover mechanism

Figure 3.12: Probability of experiencing
blackout vs. traffic load
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Figure 3.13: Throughput vs. traffic load
(VBR traffic)

In this section, we have compared the performance of the proposed SHT with semisoft
handover mechanism. In this study, network selection has been performed based on
RSRP metric [35]. We first present the result obtained from the Markov models pro-
posed in section 3.7. Then, we describe the results obtained from system level simu-
lations where throughput and call dropping probability have been considered as perfor-
mance evaluation metrics. Results obtained from analyses and simulations generate a
consensus that our proposed SHT significantly outperforms the existing semisoft han-
dover mechanism.

Figure 3.12 depicts the effect of traffic load on steady state probabilities of expe-
riencing blackout period in semisoft handover mechanism and our proposed SHT. In
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Figure 3.14: Call dropping probability vs. traffic load (VBR traffic)

this study, the transition probabilities pi′j′ have been estimated from simulation traces as
follows:

pi′j′ =
Number of transitions from state i′ to state j′

Number of transitions from state i′ to any other state

Analytical results obtained from our proposed Markov model have also been validated
against simulation results. It may be observed that both analytical and simulation results
are following similar trends. Results show that the probability of experiencing blackout
period in our proposed SHT is much lower compared to that of semisoft handover mech-
anism. This is because, in semisoft handover an MT experiences blackout when none of
the access networks alone can provide the data rate request. On the other hand, our pro-
posed SHT can combine data rates from current as well as target access networks when
neither of the networks alone can provide the data rate request. Since, data rate from
multiple access networks can not be combined in semisoft handover, the probability of
experiencing blackout in SHT is much lower compared to that of semisoft handover
mechanism.

Figures 3.13 and 3.14 demonstrate the performance gain of SHT over semisoft han-
dover mechanism when the system load varies from 100 MTs to 700 MTs with a step of
100 MTs. Figure 3.13 depicts the effect of traffic load on goodput. The results show that
the proposed SHT significantly outperforms the semisoft handover mechanism (perfor-
mance gain 2% to 60% percent approximately) when the traffic load is in between 100

MTs to 500 MTs. In this study, we consider the data rate requests for VBR videoconfer-

encing whose data rate request varies from 20 Kbps to 320 Kbps [89]. This is because,
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in LTE-A HetNet, the sub-carrier collision probability increases with an increase in
traffic load which in turn increases the inter-cell interference. Consequently, the per-
ceived throughput from an access network decrease when the traffic load increases from
100 MTs to 500 MTs. An MT is not able to get the requested data rate from a single access
network at cell edges during handover and frequently encounters blackout periods. This
essentially invokes the proposed SHT which can predict the downfall of user perceived
throughput through blackout discovery mechanism and enhances the performance in DC
mode. It may be noted that the proposed SHT does not provide significant gain when
the traffic load is too low (< 100 MTs) or too high (> 500 MTs). This is because un-
der low load condition, the MTs need not to invoke the SHT as most of the time they
get the requested rate from a single access network. Under high traffic load condition
(> 500 MTs), the SHT can not prevent the downfall of throughput below the requested
rate due to scarcity of sub-carriers and increased inter-cell interference. Consequently,
the performance gain shows a decreasing trend under high load condition.

Figure 3.14 depicts the effect of traffic load on call dropping probability. We con-
sider that a call is dropped if the concerned MT gets the requested data rate neither from
a single radio access network nor in DC mode for 300 ms time duration. A call can
survive as long as the serving access network can allocate enough RBs to the concerned
MT and the interference level of the received signal is small enough to provide the tar-
get SINR threshold. The inter-cell interference increases with increasing traffic load in
LTE-A HetNet. As a result, call dropping probability shows an increasing trend with
increasing traffic load. It may be observed that the proposed SHT significantly outper-
forms semisoft handover mechanism (performance gain upto 90%) when traffic load is
in between 100 MTs to 500 MTs. It may also be noted that the SHT do not have much
effect (performance gain 1% − 2%) on call dropping probability when the system load
is too low, i.e., < 100 MTs. The performance gain also shows a decreasing trend when
the system load is very high, i.e., > 500 MTs. The reason behind is similar to that of user
throughput described previously.

Figure 3.15 and 3.16 demonstrate the performance gain on different metrics under
high traffic load condition. Here we set traffic load to 1000 MTs whereas the requested
rate varies from 192 Kbps to 512 Kbps with a step of 64 Kbps. Figure 3.15 compares
the performances of semisoft handover mechanism with that of the proposed SHT in
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Figure 3.15: Throughput vs. requested rate
(VBR traffic)
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Figure 3.16: Call dropping probability vs.
requested rate (VBR traffic)

terms of user perceived throughput. The result shows that the proposed SHT significantly
outperforms the semisoft handover mechanism (performance gain 45% − 50%) when
the requested data rate is in between 192 Kbps and 448 Kbps. In LTE-A HetNet,
requirements for RBs increases with increasing data rate request. As a result, duration
of blackout period increases as the requested data rate increases from 192 Kbps to 448

Kbps. Consequently, the proposed SHT is invoked to deal with the blackout period.
The SHT remain ineffective for lower data rate services (< 192 Kbps) as the concerned
MT can get the requested data rate from a single access network. The performance gain
shows a decreasing trend when the requested data rate increases beyond 448 Kbps. This
performance degradation is due to the scarcity of RBs under high traffic load condition.
It may also be noted that the throughput under both SHT and semisoft handover shows
an increasing trend upto a threshold (384 Kbps for semisoft handover and 448 Kbps for
the proposed SHT). Beyond that threshold the goodput decreases for both the cases. This
is because, the system attains maximum resource utilization when the data rate request
reaches that threshold. It is also important to note that the threshold for SHT is higher
compared to that of semisoft handover. This phenomenon implies that our proposed SHT

ensures higher resource utilization compared to that of the semisoft handover.

Figure 3.16 depicts the performance comparison between the proposed SHT and
semisoft handover mechanism in terms of call dropping probability. The results show
that the proposed SHT significantly outperforms the semisoft handover mechanism in
terms of call dropping probability when the requested data rate is in between 192 Kbps
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and 512 Kbps. The SHT remain ineffective for low data rate service (< 192 Kbps).
The performance gain decreases as the requested data rate increases beyond a certain
threshold (> 448 Kbps). The reason behind is similar to that described previously.

3.9 Conclusions

In this work, we have addressed the problem of blackout period in UDN scenario. We
have proposed an efficient algorithm for throughput estimation explicitly considering the
MAC scheduling details as well as random fluctuation of interference level in different
TTIs. Based on the throughput estimation mechanism, we have proposed a decision
metric SG and an efficient blackout discovery mechanism. Further, based on SG and
blackout discovery mechanism, we propose a handover algorithm namely SGHO for tar-
get network selection in UDN scenario. To deal with the blackout period under high
traffic load situation, we have proposed an SHT and analyzed its performance based on
Markov models. From analyses and simulation results, we conclude that the proposed
SGHO significantly outperforms the RSRP and RBSE based approaches in terms of user
throughput and system throughput. Moreover, it has been shown that the proposed SHT
can significantly reduce the blackout period compared to that of the semisoft handover.
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Chapter 4

A Predictive Handover Mechanism for
5G Ultra Dense Networks

The 5G UDN is envisioned as a very dense deployment of low power eNBs where hetero-
geneous RATs are used to satisfy the data rate demand of MTs employing both licensed

and unlicensed spectrum. In UDN scenario, conditions of the channels operating in li-
censed band may exhibit intermittent characteristics due to the varying level of interfer-
ence received from large number of nearby access networks. On the other hand, channel
conditions in unlicensed band may fluctuate drastically due to the interference caused
by the co-existence of long term evolution in unlicensed band (LTE-U) cellular network
and WLAN. The traditional handover mechanisms rely on the instantaneous assessments
of link qualities such as RSS and SINR. The target network selected based on such in-
stantaneous values may not be the appropriate one when the actual handover is executed.
This causes in higher packet losses and severe throughput degradation. We refer to this
problem as handover anomaly problem. In this chapter, we have proposed a predictive

handover mechanism which can estimate achievable throughput values from different
candidate access networks prior to handover execution. Simulation results confirm that
our proposed predictive handover mechanism significantly outperforms an existing ref-
erence base station efficiency (RBSE) [35] based approach.

The rest of the chapter is organized as follows. In section 4.1, the considered network
architecture has been described. In section 4.2, we present our proposed predictive han-
dover mechanism. In section 4.3, we present the simulation results. Finally, section 4.4
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Table 4.1: Important notations used to illustrate the proposed predictive handover

Notation Meaning
γlij(t) SINR received from LBS i by MT j at time t.
τ lij(t) The traffic channel power received from LBS i by MT j at time t.
I lkj(t) The co-channel interference received from LBS k by MT j at time t.
N l(i, j) The set of nearby eNBs of eNB i from which MT j is experiencing

co-channel interference through licensed spectrum.
P l
col (i) Subcarrier collision probability at LBS i in licensed spectrum.
τuij(t) Traffic channel power received from UBS i by MT j at time t.
Iukj(t) Total interference received from UBS k by MT j at time t.
Nu(k, j) The set of all nearby eNBs of UBS k from which MT j experiences

co-channel interference.
Q(i, j) The set of all nearby APs of AP i from which MT j

experiences co-channel interference.
Iakj(t) The interference received from AP k by MT j at time t.
P u
col (i) The subcarrier collision probability at UBS i in unlicensed spectrum.
π
(.)
ij (t) The achievable bit rate from eNB i by MT j at time t,

(.) indicates either licensed or unlicensed band.
ψij(t) Achievable bit rate by MT j from AP i at time t.
ξi(t) The total number of MTs associated with AP i at time t.
ϕij(t) The physical bit rate at which MT j is associated with AP i at time t.
τ The threshold value defining the handover decision criteria.
δj(t) The time to handover for MT j at time t.
µj(t) The mean throughput vector for MT j after handover execution at time t.
T n
j (t) The normalized instantaneous throughput vector after handover at time t.
µn
j (t) The normalized mean vector after handover execution at time t.

∆ Target overflow probability.
R Distance between macrocell and picocell.

concludes the chapter. Important notations used in this chapter have been summarized
in Table 4.1.

4.1 Considered network architecture

We consider a loosely coupled integration between different radio access networks as
depicted in Figure 4.1. We consider that an LTE macrocell eNB is providing ubiq-
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Figure 4.1: Considered network architecture

uitous coverage. Within the coverage region of the macrocell, several LTE-U pico-
cell eNBs and IEEE 802.11n femtocell access points (APs) are deployed in an un-
coordinated manner. Here the macrocell is connected to the evolved packet core (EPC)
via mobility management entity (MME) and serving gateway (SGW). The macrocell is
connected to MME and serving gateway (SGW) through S1-MME and S1-U interfaces re-
spectively [90]. The picocell LTE-U eNBs are connected to a common gateway namely
picocell gateway (PGW) through S1 interfaces [91]. Here PGW can act as concentrator,
distributor as well as security gateway [91]. The IEEE 802.11n femtocell APs are
also connected to a common gateway namely WLAN-gateway. The PGW, WLAN-gateway
and SGW are independently connected to the Internet. Here PMIPv6 based DMM archi-
tecture [22] can be used to manage terminal mobilities. The mobile access gateways
(MAGs) of PMIPv6 protocol are co-located with the LTE-U eNBs and WLAN APs. The
PGW, WLAN-gateway and SGW can act as distributed mobility management gateways
(DMM-GWs). The DMM-GWs are connected to the control mobility database (CMD). The
CMD keeps track of current and target access networks of the MTs. In our proposed
handover mechanism, the CMD assists the MTs in network selection phase.
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4.2 Proposed predictive handover mechanism

Our proposed predictive handover mechanism consists of four phases namely candi-

date network discovery, throughput estimation, target network selection and handover

execution. The network discovery and handover execution phases are based on stan-
dard methods [35, 92]. In network discovery phase, a set of candidate access networks
is determined based on RSS measurements. In handover execution phase, all the ac-
tive sessions are switched from the current network to the selected target network. Our
main focus is on other two phases. In throughput estimation phase, throughput that the
candidate networks can provide after handover execution is estimated. Based on these
estimated throughput values, the target network selection problem is formulated as a
stochastic integer programming (SIP) problem in the target network selection phase.
The constraint set of the SIP imposes a lower bound on the probability that the se-
lected target network will provide the requested data rate after handover execution. The
SIP has been solved by converting the probabilistic constraint into its equivalent deter-
ministic one using Hoeffding bound [93]. The functionalities of individual phases are
described as follows:

4.2.1 Candidate network discovery

The candidate network discovery phase is based on background inter-frequency mea-
surements (BIM) and relaxed measurement gap pattern [92]. We consider that, after
candidate network discovery phase, the set of candidate networks for MT j contains p
number of LTE-U eNBs operating in unlicensed band namely UBS 1, UBS 2, . . ., UBS
p; q number of LTE-U eNBs operating in licensed band namely LBS p+ 1, LBS p+ 2,
. . ., LBS p+ q and r number of WLAN eNBs namely WLAN 1, WLAN 2, . . . , WLAN r.

4.2.2 Throughput estimation

In OFDMA based systems, channel conditions are not significantly effected by intra-cell

interference and the noise power is negligible compared to the power received through
inter-cell interference [15]. Hence γlij(t), the SINR received from LBS i by MT j at time
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t through licensed spectrum, is given by:

γlij(t) =
τ lij(t)

P l
col (i)×

∑
k∈N l(i,j)

I lkj(t)
(4.1)

where τ lij(t) is the traffic channel power received from LBS i by MT j at time t through
the allocated subcarrier in the licensed spectrum; I lkj(t) is the co-channel interference
received from LBS k by MT j at time t in licensed spectrum; N l(i, j) is the set of nearby
LBSs of LBS i from which MT j is experiencing co-channel interference in licensed
spectrum; P l

col (i) is the subcarrier collision probability which can be computed as the
ratio of the total number of used subcarriers to the total number of available subcarriers
operating in the licensed spectrum.

In unlicensed band communication, MT j experiences co-channel interference from
neighboring LTE-U eNBs as well as WLAN APs. Following the formulation presented in
[94], γuij(t), the SINR received from AP i by MT j at time t through unlicensed spectrum,
can be computed as:

γuij(t) =
τuij(t)

P u
col (i)×

∑
k∈Nu(i,j)

Iukj(t) +
∑

k∈Q(i,j)

Iakj(t)
(4.2)

where τuij(t) is the traffic channel power received from UBS i by MT j at time t through
the allocated subcarrier in the unlicensed spectrum; Iukj(t) is the total interference re-
ceived from UBS k by MT j at time t in unlicensed spectrum; Nu(k, j) is the set of all
nearby UBSs of UBS k from which MT j experiences co-channel interference through
unlicensed spectrum; Q(i, j) is the set of all nearby APs of AP i from which MT j expe-
riences co-channel interference; Iakj(t) is the interference received from AP k by MT j at
time t; P u

col (i) is the subcarrier collision probability in unlicensed spectrum which can
be computed similar to that of P l

col (i).

Now, π(.)
ij (t), the achievable bit rate from eNB i (either LBS or UBS) by MT j at time t,

can be computed as [95]:

π
(.)
ij (t) =

bz × γ
(.)
ij

H(k)
×G3,1

2,3

(
1, 2; k + 1, 1, 1;

k

γ
(.)
ij

)
(4.3)
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where H(k) = ln(2) × Γ (k) × k, bz is the bandwidth of the allocated subcarrier z,
G3,1

2,3 (.; .; .) is the Meijer’s G function, k ∈ [0.5,∞) is a parameter representing fading
severity and (.) is the spectrum type indicator representing either licensed or unlicensed
band. For k = 1, Equation (4.3) reduces to the expression of achievable throughput
from Rayleigh fading channels. For the sake of readability, the detailed computation of
G3,1

2,3 (.; .; .) has been presented at the last of this chapter as an Appendix.

The achievable bit rate ψij(t) by MT j from AP i at time t in proportional fair access
mechanism is given by [96]:

ψij(t) =
ϕij(t)

ξi(t)
(4.4)

where ξi(t) denotes the total number of MTs associated with AP i at time t; ϕij(t) denotes
the physical bit rate at which MT j is associated with AP i at time t. The information
regarding scheduling and load ξi(t) can be communicated to the MTs by overloading the
service set identifier (SSID) field of 802.11 beacon frame [78]. The physical bit rate
ϕij(t) at which MT j can be associated with AP i has been derived from the received
signal strength indicator (RSSI) values.

Let θj(t) be the value of a generic metric measured from the current access network
by MT j at time t. Note that θj(t) may be RSS, SINR or packet loss rate. Let τ be the
corresponding threshold value defining the handover decision criteria. Hence δj(t), the
time to handover for MT j at time t, is computed as:

δj(t) =
θj(t)− τ

Sj(t)
(4.5)

where Sj(t) is the rate of change of θj(t) measured by MT j at time t. Here Sj(t) has
been measured using the standard techniques of moving average method [78] as follows:

Sj(t) =
F ′
j(t)− L′

j(t)

ω′ × T ′
b

(4.6)

where F ′
j(t) and L′

j(t) are the average θj(t) measurements at MT j in first half and last
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half of the slope estimator window ω′. Here F ′
j(t) and L′

j(t) can be measured as:

F ′
j(t) =

2

ω′

ω′
2
−1∑

x=0

θj(t− ω′ + 1 + x) and

L′
j(t) =

2

ω′

ω′∑
x=ω′

2

θj(t− ω′ + 1 + x)

Using δj(t), Tj(t′), the instantaneous throughput vector for MT j after handover exe-
cution can be estimated as:

Tj(t
′) =

{
πu
αj(t

′), πl
βj(t

′), ψγj(t
′)
}

(4.7)

where t′ = t + δj(t), πu
αj(t

′) = πu
αj(t) + Su

αj(t) × δj(t), πl
βj(t

′) = πl
βj(t) + Sl

βj(t) ×
δj(t) and ψγj(t

′) = ψγj(t) + Sa
γj(t) × δj(t). Here and in the subsequent sections, α ∈

{1, 2, . . . p}, β ∈ {p+ 1, p+ 2, . . . p+ q} and γ ∈ {1, 2, . . . r}, where p, q and r are
the numbers of UBSs, LBSs and number of WLAN APs respectively. Here Su

αj(t), S
l
βj(t)

and Sa
γj(t) represent rate of change of πu

αj(t), π
l
βj(t) and ψγj(t) respectively and can be

computed similar to that of Sj(t). Similarly, µj(t
′), the mean throughput vector for MT

j after handover execution, can be estimated similar to Tj(t′) as follows:

µj(t
′) =

{
πu
αj(t

′), πl
βj(t

′), ψγj(t
′)
}

(4.8)

Here πu
αj(t

′), πl
βj(t

′) and ψγj(t
′) can be computed from πu

αj(t), π
l
βj(t) and ψγj(t) re-

spectively similar to that computed in Tj(t′). The values of πu
αj(t), π

l
βj(t) and ψγj(t)

represent the average values of πu
αj(t), π

l
βj(t) and ψγj(t) respectively over the time in-

terval [t− ω′, t]. Here ω′ is the slope estimator window interval of the employed moving
average method. It may be noted that contextual information such as Tj(t′) and µj(t

′)

can be periodically computed by MT j with the help of connection manager and can be
communicated to the CMD through measurement reports [41, 42].
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4.2.3 Target network selection

In this section, we formulate the target network selection problem as a stochastic integer
program (SIP). To formulate the SIP, we introduce the following binary variables.

xαj =

1 if MT j is associated with UBS α

0 otherwise

yβj =

1 if MT j is associated with LBS β

0 otherwise

zγj =

1 if MT j is associated with AP γ

0 otherwise

(4.9)

Now, the normalized instantaneous throughput vector after handover execution, T n
j (t′),

can be estimated using Tj (t′) (Equation (4.7)) as:

T n
j (t

′) =
{
πu,n
αj (t

′), πl,n
βj (t

′), ψn
γj(t

′)
}

(4.10)

where πu,n
αj (t

′), πl,n
βj (t

′) and ψn
γj(t

′) denote the normalized values of πu
αj(t

′), πl
βj(t

′) and
ψγj(t

′) respectively. Similarly, µn
j (t

′), the normalized mean vector after handover exe-
cution, can be estimated using µj (t

′) (Equation (4.8)) as follows:

µn
j (t

′) =
{
πu,n
αj (t

′), πl,n
βj (t

′), ψ
n

γj(t
′)
}

(4.11)

where πu,n
αj (t

′), πl,n
βj (t

′) and ψ
n

γj(t
′) denote the normalized values of πu

αj(t
′), πl

βj(t
′) and

ψγj(t
′) respectively. Using T n

j (t
′) (Equation (4.10)), χj(t

′), the estimated throughput of
MT j after handover execution, can be written as:

χj(t
′) =

p∑
α=1

πu,n
αj (t

′)× xαj +

q∑
β=1

πl,n
βj (t

′)× yβj +
r∑

γ=1

ψn
γj(t

′)× zγj. (4.12)

The goal of this phase is to maximize χj(t
′). We consider that the radio link management
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at cell edge is performed by traditional hard handover mechanism. Hence, the following
constraint must hold:

p∑
α=1

xαj +

q∑
β=1

yβj +
r∑

γ=1

zγj ≤ 1. (4.13)

It may be noted that when the left hand side of the inequality evaluates to 0, MT j com-
municates through the macrocell LTE eNB. Now, applying linearity of expectation and
the fact that E [UV ] = E [U ] .E [U ] where U and V are independent random variables,
the mean value of χj(t

′) can be computed using µn
j (t

′) (Equation (4.11)) as follows:

E [χj(t
′)] =

1

p
.

p∑
α=1

πu,n
αj (t

′) +
1

q
.

q∑
β=1

πl,n
βj (t

′) +
1

r
.

r∑
γ=1

ψ
n

γj(t
′)

Here each candidate network belonging to same radio access technology have been con-
sidered as equally likely to be selected as target network. To deal with the handover
anomaly problem, we set a target overflow probability ∆ ∈ [0, 1] corresponding to a
desired service guarantee. This can be stated as the following probabilistic constraint:

P
[
χj(t

′) ≥ r
′

j

]
≥ ∆ ⇒ P [χj(t

′) ≥ E [χj(t
′)] + temp(j)] ≥ ∆

(4.14)

where temp(j) = r
′
j − E [χj(t

′)]. Here r′j is the normalized value of the requested data
rate rreqj . Now, to solve the SIP, we first convert the probabilistic constraint (4.14) into
deterministic one using Hoeffding’s bound [93]. The Hoeffding’s bound for a series of
n independent random variables Yi (1 ≤ i ≤ n) with known mean values E [Yi] states
that:

P [Yi ≥ E[Yi]± ϵ] ≤ e
−2ϵ2

n (4.15)

It may be noted that, the Hoeffding’s bound can be applied even if the distributions of
Yis are completely unknown. Using Hoeffding bound, the probabilistic constraint (4.14)
can be rewritten as:
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∆ ≤ P [χj(t
′) ≥ E [χj(t

′)] + temp(j)] ≤ e
−2×temp(j)2

p+q+r (4.16)

Now, the probabilistic constraint can be converted to its equivalent deterministic con-
straint as:

∆ ≤ e
−2×temp(j)2

p+q+r ⇒ r
′

j ≤ E [χj(t
′)] +

√
(p+ q + r) ln

(
1√
∆

)
(4.17)

So, the overall optimization problem is to maximize (4.12) subjected to the con-
straints (4.13) and (4.17). The solution of the formulated optimization problem is ob-
tained by the CMD component of the considered network architecture and communicated
to MT j through downlink control channels.

4.2.4 Handover execution

The handover execution phase is according to 3GPP standard [35]. Here, an MT selects
a new target network from the set of available candidate networks in case of handover
failure.

4.3 Results and Discussions

To evaluate the performance of the proposed predictive handover mechanism, we have
prepared a MATLAB based simulator. We have compared the performances of our pro-
posed handover mechanism with that of the RBSE based handover mechanism [35]. The
RBSE metric considers the instantaneous values of transmitted power, traffic load and
bandwidth requirement of the MTs to select the target network.

4.3.1 Performance evaluation metrics

To evaluate the performance of the proposed predictive handover mechanism we have
considered goodput, handover failure probability and number of handover as perfor-
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mance evaluation metrics. Goodput is defined as the amount of data communicated per
unit time to an MT when the MT is getting the data rate request. Handover failure prob-
ability is defined as the probability that the target network will not be able to provide
the requested data rate after handover execution. The number of handover indicates the
normalized value of the total number of handovers during simulation time interval.
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Figure 4.2: Goodput vs. traffic load

4.3.2 Simulation setup

We have considered a simulation environment similar to that considered in [35] and [39].
We consider that a macrocell LTE eNB is providing ubiquitous coverage in a 300meter
× 300 meter area. The total number of subcarriers of the macrocell eNB is set to 1024

[15]. The macrocell is assumed to operate in frequency division duplex mode at 2.12
GHz frequency [35]. Within the coverage region of the macrocell, 20 IEEE 802.11n

femtocell APs and 10 LTE-U picocell eNBs are deployed in an un-coordinated manner.
Each of the picocell eNBs are assumed to have 10 channels operating in unlicensed
band where 3 channels are operating in 2.4 GHz band and 7 channels are operating in 5

83



GHz band [39]. All these channels are assumed to have Raleigh fading characteristics.
The APs are assumed to run proportional fair MAC access mechanism. The transmission
powers of the macrocell, picocells and femtocells are set to 35 dBm, 23 dBm and 13

dBm respectively [35]. The data rate at which an MT can associate with an AP has
been derived based on RSSI values [78]. We consider that MTs are roaming according
to smooth random waypoint mobility model [78] where the terminal velocity can vary
from 3 Km/h (pedestrian) to 100 Km/h (high mobile), and acceleration ranges from 0

m/s2 to 20 m/s2. The slope estimator window ω′ has been estimated depending on MT
velocity where the sampling interval has been set to 0.01 sec [78]. Pathloss (in dB) at
distanceRmeters from macrocell and picocells have been computed as 15.6+35 log(R)

(outdoor environment) and from femtocells as 38.46 + 20 log(R) (indoor environment).
Here MTs are assumed to have a strict data rate requirement for different Youtube video
standards. The considered data rates are 1.5 Mbps (YouFlash), 2 Mbps (YouHtml),
2.5 Mbps (YouHD) and 2.7 Mbps (YouMob) [88]. An MT can have data rate request for
any one of these video types with equal probability. We consider that the constant bit

rate video traffic arrival follows Poisson distribution with arrival rate 6 ∼ 16 where the
average holding time is exponentially distributed with its mean normalized to unity [51].
The value of ∆ has been set to 0.9. We have used the standard parameter values [19] to
simulate the PMIPv6 protocol.

4.3.3 Results

Figures 4.2-4.4 depict the effect of total number of MTs on various performance evalu-
ation metrics. We vary the total number of MTs from 500 MTs to 2500 MTs with a step
of 500 MTs. The result shows that our proposed predictive handoff mechanism signif-
icantly outperforms the RBSE based handoff mechanism in terms of goodput (perfor-
mance gain 6 ∼ 29 percent approximately), handover failure probability (performance
gain 52 ∼ 81 percent) and number of handover (performance gain 51 ∼ 75 percent).
This is because instantaneous measurements of RBSE can not capture the effect of vary-
ing link condition. The link conditions in licensed band fluctuates drastically due to the
varying level of interference caused by independent subcarrier allocation in neighbor-
ing access networks. On the other hand, channels operating in unlicensed band shows
an intermittent characteristics due to the interference caused by LTE-U and WLAN co-
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Figure 4.3: Handover failure probability vs. traffic load

existence in unlicensed band. Apart from that increased load in nearby LTE-U eNBs
may cause the energy level of WLAN channels to increase beyond clear channel assess-
ment (CCA) threshold. Consequently, some of the WLAN APs may temporarily suspend
data transmission. Clearly, these effects can not be captured through the instantaneous
measurements of RBSE. In contrast, our proposed predictive handover approach is based
on estimated values of achievable throughput from different candidate access networks
after handover execution. Moreover, the proposed approach ensures a service guarantee
through the probabilistic constraints of the formulated SIP. As a result, the predictive
approach significantly outperforms the RBSE based approach.

4.4 Conclusions

We have proposed a SIP based predictive handover mechanism to deal with the han-
dover anomaly problem in 5G UDN scenario. The SIP formulation is based on the
predicted throughput values from different candidate access networks after handover ex-
ecution. The SIP ensures a service guarantee by imposing a lower bound on the target
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Figure 4.4: Number of handover vs. traffic load

overflow probability. To solve the SIP, we have converted the probabilistic constraint to
its equivalent deterministic one and then used standard techniques involving determinis-
tic constraints only. Extensive simulation results confirm the superiority of the proposed
mechanism over RBSE based mechanism.

Appendix

The Meijer’s G function Gp,1
q+1,p (1, b1, b2, . . . , bq; a1, a2, . . . , ap;−z−1) can be computed

using the generalized hypergeometric function pFq (a1, a2, . . . , ap; 1, b1, b2, . . . , bq; z) as
follows [97]:
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Gp,1
q+1,p

(
1, b1, b2, . . . , bq; a1, a2, . . . , ap;−z−1

)

=

p∏
j=1

Γ(aj)

q∏
i=1

Γ(bi)

×p Fq (a1, a2, . . . , ap; 1, b1, b2, . . . , bq; z)

here p and q are integers, Γ(.) denotes the gamma function. Now a closed form ex-
pression for pFq (a1, a2, . . . , ap,m+ 1; b1, b2, . . . , bq, n+ 1; z) has been derived in [98]
which is presented below:

pFp (a1, a2, . . . , ap,m+ 1; b1, b2, . . . , bq, n+ 1; z)

= n!

(
n− 1

m

)
(−1)n(p−q)+m

zn
× (1− b1)n . . . (1− bq−1)n

(1− a1)n . . . (1− ap−1)n

×
{

m∑
k=0

(−m)k(a1 − n)k . . . (ap−1 − n)k
(1− n)k(b1 − n)k . . . (bq−1 − n)k

× S1 − S2

}

where S1 =p−1 Fq−1 (a1 − n+ k, . . . , ap−1 − n+ k; b1 − n+ k, . . . , bq−1 − n+ k; z) (−z)k

k!
,

S2 =p Fq (a1 − n, . . . ,−n+ 1 +m; b1 − n, . . . ,−n+ 1; z), {ak}p−1
k=1 /∈ {1, 2, . . . n},

{bk}q−1
k=1 /∈ {n, n− 1, . . . n−m+ 1} and (m+1)k

(n+1)k
= n!

m!
1

(k+m+1)(k+m+2)...(k+n)
. In our

case, p = 3, q = 1, m and n are natural numbers.
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Chapter 5

Performance Analysis of Dual
Connectivity in Control/User-plane
Split Heterogeneous Networks

Frequent handovers in HetNet cause increased control plane overhead and higher link
failures. To reduce such control overhead and to ensure seamless mobility, the concept
of logical separation between control plane and data plane has been evolved [4, 99].
In control/user plane (C/U) split network architecture, macrocell eNBs provide control
coverage using a low frequency band signal and support efficient radio resource control
(RRC) procedures for the MTs. Within the footprint of the macrocells, several small cells
provide high data rate transmissions to the MTs over high frequency band signals. In
C/U split network architecture, macrocells and small cells are commonly referred to as
control base stations (CBSs) and data base stations (DBSs) respectively. The concept of
C/U split architecture has got enough attention in the context of LTE cellular networks
[65, 100]. In C/U split LTE HetNet, control plane signaling is performed by the CBS
through a single link, whereas user plane data is transmitted to the MTs by the deployed
DBSs. Here, DBSs do not consume radio resources from the CBS.

To deal with the high data rate demand of the forthcoming 5G networks, recently
DC technology has been proposed for long term evolution (LTE) networks in Release
12. However, analyzing the performance of DC in control/user-plane (C/U) split LTE
HetNet is quite limited in the preceding literature. In this chapter, an analytical frame-
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work has been proposed to evaluate the performance of DC in C/U split architecture.
The proposed framework explicitly considers the data rate demands of the MTs, traffic
arrival pattern and channel conditions. The analytical results have also been validated
against simulation results. Our analyses reveal that the performance gain of DC over
traditional hard handover is actually conditional on underlying traffic load density and
call arrival rates.

The rest of this chapter is organized as follows. In section 5.1, we describe the
considered scenario. In section 5.2, we analyze the performances of DC and traditional
hard handovers in C/U split network architecture. In section 5.3, we describe the results
obtained from our proposed analytical framework. Finally, section 5.4 concludes the
chapter. Important notations used in this chapter are depicted in Table 5.1.

Table 5.1: Important notations used to analyze the performance of DC in C/U-split
HetNet

Notation Meaning
rreqj Data rate requested by MT j.
∆
(
rreqj

)
The service coverage of MT j.

ρij
Eb

No
received by MT j from DBS i through the allocated RB.

ρ
(
rreqj

)
The target Eb

No
threshold to get rreqj .

B The bandwidth of an RB.
Pij Power received by MT j from DBS i through the allocated RB.
Iij The inter-cell interference received by MT j from all neighboring DBSs

of DBS i.
Pcol The sub-carrier collision probability.
N(i, j) The set of all neighboring DBSs of DBS i from which MT j receives interference.
M Average number of active MTs within the coverage region of a DBS.
u Average call arrival rate of CBR traffic at any DBS.
U Total number of RBs in a DBS.
dij Distance between DBS i and MT j.
n Path loss exponent.
Pdc Probability that an MT can be served in DC mode.
Pbs1 Probability that the MT can be served only by master cell.
Pbs2 Probability that the MT can be served only by secondary cell.
Poverlap Probability that the MT is residing in the overlapping region.
λj Call arrival rate at MT j.
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Figure 5.1: C/U split network architecture

5.1 Considered scenario

We consider a C/U split LTE HetNet where control plane and data plane are logi-
cally separated as shown in Figure 5.1. Here, a control base station (CBS) is providing
ubiquitous coverage and support the necessary radio resource control (RRC) procedures.
Within the coverage region of the CBS, several data base stations (DBSs) are randomly
deployed. The DBSs provide high data rates over small coverage regions within the
footprint of the CBS. Here, MTs are assumed to be uniformly distributed and moving
according to random way point (RWP) mobility model [101]. Each MT is also assumed
to has a strict data rate requirement for CBR video traffic. We consider that MT j is con-
nected to the system only if the system is providing rreqj , i.e., the data rate requested by
MT j.

In the considered scenario, an MT can be served in either hard or DC mode at the cell
edges. In hard handover mode, the MT can be served by only one DBS. An MT is served
in DCmode if the requested data rate can not be served by only one DBS. In that case, the
concerned MT is served by two DBSs, one of which is called master cell and another as
secondary cell. The DC mechanism enables an MT to simultaneously receive data from
two DBSs operating on different carrier frequencies [5]. In the considered scenario, we
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adopt the 3C standard of DCwhere flow split occurs at the master cell and a single packet
data convergence protocol (PDCP) layer is located at the master cell [17]. However, the
master cell and secondary cell have two independent radio link control (RLC) layers. In
this architecture, an MT in DC mode can utilize resources across both master cell and
secondary cell for the same bearer. This increases the per-user throughput for a given
application, which is one of the important requirements for upcoming 5G networks.
Based on this scenario, in the next section, we analyze the performances of hard and DC
mechanisms.

5.2 Proposed analytical framework

In this section, firstly, we model the service coverage ∆
(
rreqj

)
as the lower bound on

the expected distance upto which MT j gets the requested data rate rreqj . Then, using
the expression for ∆

(
rreqj

)
, we derive the expression for Pdc, Pbs1, Pbs2 and Poverlap

representing the coverage probability that an MT can be served in DC mode, the proba-
bility that the MT can be served only by the current DBS namely BS 1, the probability
that the MT can be served only by the target DBS namely BS 2, and the probability that
the MT which is residing in the overlapping region can be served by both BS 1 and BS
2 respectively. Finally, based on these expressions, we formulate the user association
problems for DC and traditional hard handover as ILPs maximizing system throughput.
Since, call drop primarily occurs due to scarcity of resource blocks (RBs) and the total
demand for RBs is highly variable because of dynamic factors such as call arrival rate,
channel fading and network traffic load, we analyze the upper bound on the probabil-
ity that the total demand for RBs exceeds the total capacity of the serving DBSs. We
denote this probability as saturation probability. In this analysis, we consider system
throughput and saturation probability as performance evaluation metrics. Here, system
throughput is defined as the total amount of data communicated per unit time by the
system to the MTs and saturation probability is defined as the probability that the total
demand imposed by the MTs exceeds the system capacity.
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5.2.1 Analyzing service coverage ∆
(
rreqj

)
In preceding literature [73, 74], service coverage regions have been widely modeled
as circular regions mainly based on Euclidean distance and received signal strength
(RSS) of an MT from its serving access point. This is because the throughput perceived
by an MT is highly correlated with Euclidean distance and RSS values. In [73], the
service coverage region of an access point has been modeled as a circular region for
handover performance evaluation of voice over IP (VoIP) application. In [74], the
wireless local area network (WLAN) usage efficiency has been investigated assuming
circular service coverage region of WLAN access points. In practice, the area of service
coverage regions are much smaller compared to that of considered in circular modeling.
This is because the circular models do not consider the radio channel conditions as well
as service demands of the MTs adequately. In this analysis, we explicitly consider the
effect of log normal shadowing, Rayleigh fading, network traffic load, call arrival rate,
data rate requests of the MTs as well as inter-cell interference from neighboring access
networks to model ∆

(
rreqj

)
. Existing analyses for conventional cellular networks [43,

102] consider distributions of signal to interference plus noise ratio (SINR) for both
data and control channels while analyzing the service coverage regions. In contrast, in
our analyses, we focus only on data channel coverage while modeling ∆

(
rreqj

)
. This is

because, during U-plane handover in C/U split architecture, C-plane is kept connected
all the time and thereby saving the otherwise intensive C-plane handover signaling [44].
Consequently, RRC connection failure due to frequent handovers has no significant effect
on allocating resources to the users residing in overlapping region.

According to the specification of LTE systems [15], MT j gets rreqj from DBS i if

the received energy per bit compared to the spectral noise density
(

Eb

No

)
through the

allocated resource block (RB) is sufficient to get rreqj . That is:

ρij ≥ ρ
(
rreqj

)
(5.1)

where ρij is the Eb

No
received by MT j from DBS i through the allocated RB and ρ

(
rreqj

)
is the target Eb

No
threshold to get rreqj and can be computed as [54]:

ρ
(
rreqj

)
=

B

rreqj

×
(
2

r
req
j
B − 1

)
. (5.2)
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Here,B is the bandwidth of an RB. Assuming that the intra-cell interference is negligible
and the cumulative effect of interference is much higher than that of thermal noise as
considered in [15] and [103], ρij can be computed as:

ρij =
B

rreqj

× Pij

Iij
(5.3)

where Pij is the power received by MT j from DBS i through the allocated RB and Iij is
the inter-cell interference received by MT j from all neighboring DBSs of DBS i. Now,
Iij can be computed as:

Iij =
∑

k∈N(i,j)

Pkj × Pcol (5.4)

where Pcol is the sub-carrier collision probability, andN(i, j) is the set of all neighboring
DBSs of DBS i. Since resource allocations in adjacent cells are independent in OFDMA
systems [15], [103], Pcol can be computed as:

Pcol =
Mean allocated resource

Total amount of resource
=
M × u

U
(5.5)

where M is the average number of active MTs within the coverage region of a DBS,
u is the average call arrival rate of CBR traffic at any DBS, and U is the total number
of RBs in a DBS. Here, we are assuming that each call is served by a single RB of the
serving DBS. Therefore, M × u represents the mean demand for RBs on a DBS. Here,
CBR traffic arrival is assumed to follow Poisson distribution with rate u (6 ∼ 16) similar
to that of [51].

To provide the just required Eb

No
to satisfy rreqj , ρij should be at least ρ

(
rreqj

)
. Assum-

ing ρij = ρ
(
rreqj

)
, and using equations (5.4) and (5.5), from equation (5.3) we get:
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ρ
(
rreqj

)
=

B

rreqj

× Pij × U∑
k∈N(i,j)

Pkj × Pcol ×M × u

⇒

∑
k∈N(i,j)

Pkj

Pij

=
B × U

M × u× rreqj × ρ
(
rreqj

) .
(5.6)

To compute Pij , the power received by MT j from DBS i through the allocated RB, we
first compute the power attenuation at the receiver end considering path loss, log normal
shadowing and fast Rayleigh fading as follows [104]:

PLij = C ′ × d−n
ij × 10

G
10 × πij (5.7)

where PLij is the attenuation of the power transmitted from DBS i and computed at MT
j; C ′ is the constant which depends on the parameters of the considered path loss model
such as frequency of transmission, height of the base station antenna and height of the
mobile station antenna; dij is the distance between DBS i and MT j; n is the path loss
exponent depending on the considered path loss model; G is the Gaussian distributed
random variable with zero mean and standard deviation σ such that 10

G
10 is log normally

distributed; πij represents short term instantaneous power attenuation between MT j and
DBS i due to Rayleigh fading, i.e., magnitude of the received signal envelop at MT j has
a Rayleigh distribution. The probability density function (pdf ) of πij is:

fπ(x) =
x

2η2
× e

− x
2η2 , η ≥ 0 (5.8)

where η2 is the variance of received power. In the subsequent analysis, we assume that
all DBSs have equal downlink transmission power as the performance gain of DC over
traditional hard handover is maximized when the MT is served with equal data rates by
the serving DBSs [5]. Such an assumption is common in many studies such as [105].
Since, the allocated power to all the MTs are equal, power received at the receiver end
is proportional to the signal path power attenuation. Accordingly, from Equations (5.6)
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and (5.7) we get:

∑
k∈N(i,j)

d−n
kj 10

Gkj
10 πkj

d−n
ij 10

Gij
10 πij

=
B × U

M × uj × rreqj × ρ
(
rreqj

)
⇒ dnij =

K
(
rreqj

)
Yij

×Xij (5.9)

where Yij =
∑

k∈N(i,j)

d−n
kj Xkj , Xij = 10

Gij
10 πij and K

(
rreqj

)
= B×U

M×u×rreqj ×ρ(rreqj )
. We

know that d−n
kj Xkj, k ∈ N(i, j) are independent and log-normally distributed random

variables with logarithmic mean µ+40 log(dkj) dB [104]. It is also well known that the
distribution of a sum of independent and log normally distributed random variables has
no closed form expression [106]. As a result, closed form expression for the pdf of dij is
also not known. To obtain a lower bound on E[dij], we first compute the expectation of
log(dij) and then apply Jenson’s inequality. The Jensen’s inequality states that if R is a
random variable and τ is a convex function, then τ(E[R]) ≤ E (τ(R)). Taking logarithm
in both sides of Equation (5.9) and applying linearity of expectation we get:

E[log(dij)] =
log(K

(
rreqj

)
)

n
+

1

n
(E [log(Xij)]− E [log(Yij)]) . (5.10)

It may be noted that Xij is the product of two random variables representing log normal
shadowing and Rayleigh fading. Assuming that the log normal shadowing and Raylegh
fading components are independent, the pdf of Xij can be approximated as [104]:

fX(x) =
10

ln 10
√
2πρx

exp

[
−(10 log(x)− µ)2

2ρ2

]
(5.11)

where µ and ρ are the mean and standard deviation of log (Xij) respectively and can
be computed as µ = 10 log (2η2) − 2.5 dB and ρ =

√
σ2 + 5.572 dB. Since, Xij is a

non-negative random variable, E [log(Xij)] is computed as
∫∞
0

log(x)fX(x)dx. Now,
exponential functions of the form ep

2 are not integrable for real values of p. Hence, we
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compute the value of E [log(Xij)] using Simpson’s rule for solving numerical integra-
tion. Here, error bound has been set to 0.0001.

Note that Yij is a summation of a series of independent lognormally distributed random
variables. We know that it has no closed form expression. However, the resultant dis-
tribution can be well approximated by another lognormal random variable [106]. To
estimate the parameters of the resultant lognormal distribution, we have employed the
Fenton-Wilkinson method. This method has been shown to have better accuracy regard-
ing parameter estimation of the resultant log normal distribution [104, 106]. Following
the Fenton-Wilkinson method, the pdf of Yij can be approximated as:

fY (x) =
10

ln 10
√
2πbijx

exp

[
−(10 log(x)− vij)

2

2b2ij

]
(5.12)

where vij is computed as:

vij = 10 log

1.1247η2√10
ρ2

10

∑
k∈N(i,j)

dnkj

− b2ij
2
, where

b2ij = 10 log


1 +

(
10

ρ2

10 − 1
) ∑

k∈N(i,j)

d−n
kj ∑

k∈N(i,j)

d−n
kj

2


.

Similar to Xij , Yij is a non-negative random variable. Hence, the value of E[log(Yij)]
has been computed as

∫∞
0

log(x)fY (x)dx. Here also we employ Simpson’s rule where
error bound has been set to 0.0001. Substituting the value of E[log(Xij)] and E[log(Yij)]
in Equation (5.10), the final expression for E[log(dij)] can be written as:

E[log(dij)] =
log(K

(
rreqj

)
)

n
+

1

n

∫ ∞

0

log(x)fX(x)dx

− 1

n

∫ ∞

0

log(x)fY (x)dx. (5.13)
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(0; 0) (0; d)

Region where MTs that can be served in DC mode

Region where MTs that can be served by both BS 1 and BS 2

Region where MTs that can be served by only BS 1

Region where MTs that can be served only by BS 2

Neighboring cells contributing to
inter-cell interference

Master cell (BS 1) Secondary cell (BS 2)

Figure 5.2: Considered model

To compute the lower bound ∆
(
rreqj

)
on E [dij] from E [log (dij)], we apply Jensen’s in-

equality. Since 10x is a convex function for real values of x, applying Jensen’s inequality
we get:

∆
(
rreqj

)
= 10E[log(dij)] =

[
K
(
rreqj

)] 1
n × 10

1
n

∫∞
0 log(x)fX(x)dx

10
1
n

∫∞
0 log(x)fY (x)dx

(5.14)

In our considered scenario, for each MT there is one serving cell and multiple neighbor-
ing cells. As per the standard [5,56], DC mechanism can be applied between the serving
cell and any one of the neighboring cells where the MT can move. Here, the neighboring
cell located at minimum Euclidean distance from the user is considered as the target cell.
The serving cell is typically designated as master cell and the neighboring target cell as
secondary cell. The DC mechanism can be applied only between this pair of cells.

In Figure 5.2, we denote the master cell as BS 1 and secondary cell as BS 2. We
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model the service coverage regions of BS 1 and BS 2 by two circles each having unit ra-
dius by normalizing the value of ∆

(
rreqj

)
. We consider that BS 1 is centered at location

(0, 0) and BS 2 is centered at (0, d) where d < 1. While computing the service coverage
regions of BS 1 and BS 2, our model explicitly considers the inter-cell interference re-
ceived from all neighboring cells. This makes our model adaptable to dense deployment
scenarios in forthcoming 5G networks. Based on this model, in the next subsection, we
derive the expressions for Pdc, Pbs1, Pbs2 and Poverlap.

5.2.2 Analyzing Pdc, Pbs1, Pbs2 and Poverlap

In contrast to the existing analyses [73, 74] where circular models are based on Eu-

clidean distance and RSS values, in this work, we have considered the effect of log nor-

mal shadow fading, Rayleigh fading, network traffic load, call arrival rate and data rate

requests of the MTs to model ∆
(
rreqj

)
. We denote by R1 and R2, the random variables

representing normalized distance of an MT from BS 1 and BS 2 respectively. Further,
r1 and r2 denote the normalized value of ∆

(
rreqj

)
and ∆

(
rreqj /2

)
respectively. Here,

∆
(
rreqj /2

)
is the lower bound on the expected distance upto which an MT gets rreqj /2

rate and can be obtained from Equation (5.14). In this analysis, we explicitly consider
the effect of terminal mobility. Now, for an MT traveling under RWP mobility model
within a circle of unit radius, the pdf of the distance of the MT from center of a circle
can be approximated using polynomial approximation method as [73, 107]:

fR(x) =
6x

257
(1− x2)(189− 44x2 − 18x4) (5.15)

In our considered system model, R1 and R2 are two identically distributed random vari-
ables with pdf fR(x). Assuming that R1 and R2 are independent random variables,
fR1R2 (x, y), the joint cumulative probability distribution function of R1 and R2 can be
expressed as the product of individual probability density functions of R1 and R2 as
follows:

fR1R2 (x, y) = fR1 (x) fR2 (y) (5.16)

Here, fR1 and fR2 are pdfs of R1 and R2 respectively and are same as fR.

In this analysis, we consider that, an MT is served in DC mode when the MT is getting
the requested data rate neither from BS 1 nor from BS 2, but the cumulative data rate
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received from the serving base stations satisfy the requested data rate. More formally,
an MT is served in DC mode when both the events {r1 ≤ R1 ≤ r2} and {r1 ≤ R2 ≤ r2}
occur simultaneously (depicted in Figure 5.2). The performance gain of DC over tradi-
tional hard handover is maximized when the MT is served with equal data rates by the
serving DBSs [5]. Following the fact that R1 and R2 are independent and identically
distributed random variables, the expression for Pdc can be computed as:

Pdc = P {r1 ≤ R1 ≤ r2, r1 ≤ R2 ≤ r2}

=

∫ r2

r1

∫ r2

r1

fR1R2(x, y)dxdy

=

∫ r2

r1

fR1 (x) dx

∫ r2

r1

fR2 (y) dy

=

[∫ r2

r1

fR (x) dx

]2
= 4.84t4 − 5.94t6 + 1.38t8 + 0.48t10

−0.11t12 − 0.01t14 + 0.0025t16. (5.17)

where ti = ri2 − ri1, i ∈ {4, 6, 8, 10, 12, 14, 16}.

The MT can be served only by BS 1 if the MT is residing within the coverage region
of BS 1 but outside the service coverage region of BS 2, i.e., both the events {R1 ≤ r1}
and {R2 > r1} occur simultaneously. Hence, the expression for Pbs1 can be derived as
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follows:

Pbs1 = P {R1 ≤ r1, R2 > r1}
= P (R1 ≤ r1)− P (R1 ≤ r1, R2 ≤ r1)

=

∫ r1

0

fR1(x)dx−
∫ r1

0

∫ r1

0

fR1R2(x, y)dxdy

=

∫ r1

0

fR1(x)dx−
∫ r1

0

fR1(x)dx

∫ r1

0

fR2(y)dy

=

∫ r1

0

fR(x)dx−
[∫ r1

0

fR(x)dx

]2
= 2.20r21 − 7.55r41 + 12.02r61 − 7.73r81 − 0.322r101

− 0.26r121 + 0.01r141 + 0.0023r161 .

(5.18)

Similar to Pbs1, we derive the expression for Pbs2. The MT can be served only by BS 2 if
the MT is residing outside the service coverage region of BS 1 and within the coverage
region of BS 2, i.e., both the events {R1 > r1} and {R2 ≤ r1} occur simultaneously.
Hence, the expression for Pbs2 can be derived as follows:

Pbs2 = P {R1 > r1, R2 ≤ r1}
= P (R2 ≤ r1)− P (R1 ≤ r1, R2 ≤ r1)

=

∫ r1

0

fR2(x)dx−
∫ r1

0

∫ r1

0

fR1R2(x, y)dxdy

=

∫ r1

0

fR2(x)dx−
∫ r1

0

fR1(x)dx

∫ r1

0

fR2(y)dy

=

∫ r1

0

fR(x)dx−
[∫ r1

0

fR(x)dx

]2
= 2.20r21 − 7.55r41 + 12.02r61 − 7.73r81 − 0.322r101

− 0.26r121 + 0.01r141 + 0.0023r161 .

(5.19)

The MT can be served by both BS 1 and BS 2 if the MT is residing within the overlapping
region of service coverages of both BS 1 and BS 2, i.e., both the events {R1 ≤ r1} and
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{R2 ≤ r1} occurs simultaneously. Hence, the expression for Poverlap can be computed
as follows:

Poverlap = P {R1 ≤ r1, R2 ≤ r1}

=

∫ r1

0

∫ r1

0

fR1R2(x, y)dxdy

=

∫ r1

0

fR1(x)dx

∫ r1

0

fR2(y)dy

=

[∫ r1

0

fR(x)dx

]2
= 4.84r41 − 11.92r61 + 7.78r81 − 0.322r101

− 0.26r121 + 0.01r141 + 0.0025r161 .

(5.20)

It may be noted that during U-plane handover in C/U split architecture, C-plane is kept
connected all the time and thereby saving the otherwise intensive C-plane handover sig-
naling [44]. Due to such feature, RRC connection failure has no significant effect on Pdc

and Poverlap.

In subsequent subsection, based on Pdc, Pbs1, Pbs2 and Poverlap, we formulate the
user association problem explicitly considering the possibility of dual connectivity. It
may be noted that the traditional user association problem which is well known as NP-
hard [108], refers to the problem of assigning MTs to the serving base stations without
considering the possibility of dual connection.

5.2.3 Analyzing throughput performance of DC and hard handover

In this subsection, we formulate the user association problem as ILPs when DC and
hard handover mechanisms are used. The objectives of the formulated ILPs are to
maximize system throughput subject to the resource constraints that total demands for
RBs incurred by the MTs residing within the service coverage regions of BS 1 and BS 2

do not exceed the individual capacity of the serving DBSs.
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5.2.3.1 Performance model for DC

To formulate the ILPs, we first determine A, the set of MTs that can be served in DC

mode, B, the set of MTs that can be served by only BS 1, C, the set of MTs that can be
served by only BS 2 and D, the set of MTs that can be served by any one of BS 1 and
BS 2 in traditional hard handover mode without using DC facility. It may be noted that
A, B, C and D are mutually disjoint sets. Since, the MTs are uniformly distributed, the
cardinality ofA,B, C andD can be computed by multiplyingM with Pdc, Pbs1, Pbs2 and
Poverlap respectively, and finally considering the ceiling values. That is |A| = ⌈MPdc⌉,
|B| = ⌈MPbs1⌉, |C| = ⌈MPbs2⌉ and |D| = ⌈MPoverlap⌉. Clearly, these cardinalities are
integer values and explicitly depends on r1 and r2. Without loss of generality, we define
the index sets of A, B, C and D as JA = {1, . . . , |A|}, JB = {|A|+ 1, . . . , |A|+ |B|},
JC = {|A|+ |B|+ 1, . . . , |A|+ |B|+ |C|} and
JD = {|A|+ |B|+ |C|+ 1, . . . , |A|+ |B|+ |C|+ |D|} respectively. We also define
the set J = JA ∪ JB ∪ JC ∪ JD. To formulate the ILP, we define the following set of
binary variables.

xji =

1 if MT i is selected for association with BS j.

0 otherwise.

where i ∈ J and j ∈ {1, 2}. It may be noted that x1i = 0 for all i ∈ JC , and x2i = 0 for
all i ∈ JB. We denote by rreqi and λi, the data rate request of MT i and CBR call arrival
rate at MT i respectively. Here, our objective is to maximize S, the system throughput.
We define system throughput as the total amount of data communicated per unit time to
the MTs by the system. To serve the data rate request of an MT belonging to set A, both
BS 1 and BS 2 need to allocate one RB to the co-ordinating MT, i.e., 2 RBs are needed
to serve a call in DC mode. In that case, each of the base stations serves half of the data
rate request. On the other hand, to serve an MT belonging to sets B, C or D, one RB is
sufficient. Assuming CBR traffic arrival, the objective function S can be represented as:

S =
∑

i∈JB∪JD

λir
req
i x1i +

∑
i∈JC∪JD

λir
req
i x2i +

1

2

∑
i∈JA

λir
req
i

(
x1i + x2i

)
. (5.21)
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Next, we introduce a binary variable δi to indicate whether MT i is served in DC mode,
i.e., δi = 1 if MT i is served in DC mode, and δi = 0 otherwise. Clearly, δi = 0 for all
MTs belonging to sets B, C and D. For all MTs belonging to set A, the following constraint
must hold:

x1i + x2i = 2δi,∀i ∈ JA. (5.22)

To serve a call of an MT belonging to set D, only one RB need to be allocated either by
BS 1 or by BS 2. Hence, the following constraint must hold:

x1i + x2i ≤ 1,∀i ∈ JD. (5.23)

Now, the MTs belonging to set B can be served by only BS 1. On the other hand, MTs
belonging to set A and set D also consume resources from BS 1. In order to avoid call
drop, the total demand for RBs incurred by the MTs belonging to sets A, B and D should
be less than the capacity of BS 1. That is the following constraint must hold:∑

i∈JA∪JB∪JD

λix
1
i ≤ U. (5.24)

Similarly, the total demand for RBs incurred by the MTs belonging to sets A, C and D

should be less than the capacity of BS 2. That is the following constraint must hold:∑
i∈JA∪JC∪JD

λix
2
i ≤ U. (5.25)
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Hence, the user association problem for DC mechanism can be formulated as an ILP as
follows.

ILP 1: Maximize S

subject to∑
i∈JA∪JB∪JD

λix
1
i ≤ U∑

i∈JA∪JC∪JD

λix
2
i ≤ U

x1i + x2i = 2δi,∀i ∈ JA

x1i + x2i ≤ 1,∀i ∈ JD

x1i = 0, ∀i ∈ JC

x2i = 0, ∀i ∈ JB

δi = 0,∀i ∈ JB ∪ JC ∪ JD
x1i ∈ {0, 1}, x2i ∈ {0, 1}, δi ∈ {0, 1},∀i ∈ J.

5.2.3.2 Performance model for hard handover

In hard handover mode, an MT is connected to only one DBS at any time and therefore
can not be served in DC mode, i.e., δi = 0, ∀i ∈ J . Accordingly, MTs belonging to set
A can not be served. Hence, the objective function S ′ for hard handover mechanism can
be written as follows.

S ′ =
∑

i∈JB∪JD

λir
req
i x1i +

∑
i∈JC∪JD

λir
req
i x2i . (5.26)

Here, S ′ denotes the system throughput in hard handover mechanism. Similar to DC

mechanism, constraint (5.23) also holds for hard handover. In order to avoid call drop,
the total demand for RBs incurred by the MTs belonging to sets B and D should be less
than the capacity of BS 1. That is: ∑

i∈JB∪JD

λix
1
i ≤ U. (5.27)
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Similarly, the total demand for RBs incurred by the MTs belonging to sets C and D should
be less than the capacity of BS 2. Hence, the following constraint:∑

i∈JC∪JD

λix
2
i ≤ U. (5.28)

Hence, the ILP formulation for hard handover mechanism is as follows.

ILP 2: Maximize S ′

subject to∑
i∈JB∪JD

λix
1
i ≤ U∑

i∈JC∪JD

λix
2
i ≤ U

x1i + x2i ≤ 1,∀i ∈ JD

x1i = 0, ∀i ∈ JA ∪ JC
x2i = 0, ∀i ∈ JA ∪ JB
x1i ∈ {0, 1} , x2i ∈ {0, 1} ,∀i ∈ J.

The ILP 1 has 3 (|A|+ |B|+ |C|+ |D|) variables and |A| + 2|B| + 2|C| + 2|D| +
2 constraints. The ILP 2 has 2 (|A|+ |B|+ |C|+ |D|) variables and 2|A| + |B| +
|C| + |D| + 2 constraints. It may be noted that ILP 2 is a special case of ILP 1

when δi = 0, ∀i ∈ J . For both the ILPs, the numbers of variables and constraints
are determined by Pdc, Pbs1, Pbs2 and Poverlap, which in turn depends on r1 and r2 as
depicted in Equations (5.17)-(5.20).

5.2.3.3 Complexity and solution

The traditional user association problem is known to be an NP-hard problem [108].
The considered problem is a variation of the traditional one with a possibility of dual
connectivity. It may be noted that, a special case of the considered problem where
A = B = C = ϕ is the 0-1 multiple knapsack problem, which is also widely known
to be NP-complete. Here, each MT belonging to set D can be considered as an item.
Therefore, the special case of the considered problem has |D| number of items. Here,
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item j (j ∈ JD) has a reward value rreqj , i.e., the amount of throughput MT j can pro-
vide. Weight of each item is the number of RB required to serve the corresponding MT.
Hence, the weight of item i belonging to set D is λi. We have two knapsacks and the
maximum weight capacity of each knapsack is U . Given these capacity constraints, the
goal is to assign items to knapsacks in such a way that the total reward is maximized.
Thus, the considered problem boils down to the 0-1 multiple knapsack problem, which
is NP-complete. We have solved the formulated ILPs using GNU linear programming
kit (GLPK) [109]. The GLPK solver gives a solution of an ILP based on LP-relaxation
technique.

In the next subsection, we analyze the upper bounds on saturation probability. For
the sake of simplicity and tractability, in the subsequent analyses we consider the case
where the call arrival rate of all the MTs are equal, i.e., λj = λ, ∀ j ∈ J .

5.2.4 Analyzing upper bounds on saturation probability

In C/U split network architecture, call drop primarily occurs due to scarcity of RBs in
serving DBSs. It may be noted that the total demand for RBs T is a highly variable
quantity because it depends on several dynamic factors such as call arrival rate, channel
fading as well as network traffic load. So, it is worthy to analyze an upper bound β(.) on
the probability that the total demand imposed by the MTs exceeds the system capacity,
i.e., P (T ≥ 2U) where (.) indicates either hard or DC mechanism. We define this prob-
ability as saturation probability (sp). It may be noted that 2 RBs are required to serve
an MT belonging to set A, whereas 1 RB is required to serve an MT belonging to sets B,
C or D. Assuming λi = λ, ∀i ∈ J the expression for T can be written as:

T = 2λ
∑
i∈JA

δi + λ
∑

i∈J\JA

(
x1i + x2i

)
(5.29)

To ensure an upper bound β(.) on sp, the following probabilistic constraint must hold:

P (T ≥ 2U) ≤ β(.). (5.30)

Now, using Markov’s inequality we get:
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P (T ≥ 2U) ≤ E [T ]

2U
. (5.31)

Assuming that all MTs are equally likely of being selected and call arrival rate at all MTs
are λ, E [T ] can be computed using linearity of expectation as follows.

E [T ] = 2λ
∑
i∈JA

E [δi] + λ
∑

j∈J\JA

E
[
x1i + x2i

]
=

2λ|A|
M

+
λ (|B|+ |C|+ |D|)

M
= λ (2Pdc + Pbs1 + Pbs2 + Poverlap) .

From Equations (5.30) and (5.31), we get:

β(.) ≤ E [T ]

2U
. (5.32)

Putting the value of E [T ] in Equation (5.32), the expression for βdc, an upper bound on
sp for DC mechanism can be obtained as follows:

βdc ≤ λ

2U
(2Pdc + Pbs1 + Pbs2 + Poverlap) . (5.33)

It may be noted that for a given λ, U , Pdc, Pbs1, Pbs2 and Poverlap, Equation (5.33) depicts
an upper bound on βdc. Similarly, putting Pdc = 0 in Equation (5.33), βhard, an upper
bound on sp for hard handover mechanism can be computed as follows.

βhard ≤ λ

2U
(Pbs1 + Pbs2 + Poverlap) . (5.34)

5.3 Results and discussions

In this section, we present and validate the results obtained from our proposed analytical
framework. First, we analyze the effect of call arrival rates on both ∆

(
rreqj

)
and Pdc.

Then, we analyze system throughput under low traffic load (200 MTs), medium traffic
load (1000 MTs) and high traffic load (2000 MTs) conditions. Next, through extensive
system level simulations, we investigate call dropping probabilities considering differ-
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ent call arrival rates and traffic load conditions. Finally, we analyze upper bounds on
saturation probability (sp).

For the sake of tractability, our analyses incorporate several approximations. In our
analyses, while computing ∆

(
rreqj

)
, the inter-cell interference from all neighboring net-

works has been approximated by a log-normally distributed random variable (Equation
(5.12)). Further, while computing Pdc, the probability distribution function of the dis-
tance of an MT from the serving access network has been approximated using polynomial
approximation method. Finally, in order to compute system throughput, solutions of the
formulated ILPs have been obtained using GLPK solver. GLPK solves ILPs based on
LP relaxation techniques. For a maximization problem, LP relaxation techniques typi-
cally provide an upper bound on the actual solution. The parameter values considered in
our analyses are depicted in Table 5.2.

Table 5.2: Parameter settings to analyze the performance of DC

Parameter Value Parameter Value
η2 [104] 1 σ [104] 8
α [51] 0.1 λ [51] 6 ∼ 16
U 1000 n [104] 4

Since the proposed analytical framework incorporates several approximations, we vali-
date the analytical results against simulation results. In the next subsection, we describe
our considered simulation setup in detail. Subsequently, we discuss the results.

5.3.1 Simulation setup

The considered network configuration is similar to that considered in [84]. The simula-
tion framework proposed in [84] provides several features to evaluate the performances
of different interference mitigation techniques in LTE heterogeneous networks. How-
ever, this simulator do not have adequate features to simulate different handover mech-
anisms such as hard and DC. For that reason, we have developed our own system level
simulator to validate the results obtained from our proposed analytical framework. We
have developed our system level simulator in C++ programming language. We consider
that a CBS is providing ubiquitous coverage in a 250 × 250 square meters area. Within
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the coverage region of the CBS, several DBSs are randomly deployed. Following the
guidelines given in 3GPP Rel-12 [110], the minimum distance between two DBSs has
been set to 20 meters. Transmitting powers of the DBSs have been set to 20 dBm [84].
The propagation models for urban and suburban areas [85] have been considered to
compute the pathlosses in DBSs. Here, pathloss in DBSs has been computed as [85]:
Pathloss(dB) = 24 + 45 log10(d + 20) where d is distance in kilometers between the
DBS and the corresponding MT. Bandwidth of each DBS has been set to 10 MHz. Within
the considered simulation environment, MTs are assumed to be uniformly distributed and
roaming according to RWP mobility model [79]. Here, terminal velocity can vary from
3 Km/h (pedestrian) to 100 Km/h (high mobile). The CBR traffic is assumed to arrive
following a Poisson distribution with arrival rate λ (6 ∼ 16), where the average holding
time of the CBR traffic is exponentially distributed with mean normalized to unity [51].
We consider the data rates for standard video traffic (384 Kbps), CBR Youtube video
traffic as well as digital cinema package (DCP). Data rates considered for CBR Youtube

standards are 1.5 Mbps (YouFlash), 0.2 Mbps (YouHtml), 2.5 Mbps (YouHD) and
2.7 Mbps (YouMob) [88]. Data rate requirement for DCP has been set to 256 Mbps.
Here, the DBSs are assumed to use proportional fairness (PF) [111] as their MAC ac-
cess mechanism. The source code of the developed system level simulator is available
at [112].

5.3.2 Results

Figure 5.3 depicts the effect of call arrival rate on normalized service coverage region
r1. Note that r1 is the normalized value of ∆

(
rreqj

)
. Here, the call arrival rate varies

from 7 to 11 units with a step of unity. The traffic load in the system has been set to 1000

MTs. The result shows that r1 shows a decreasing trend with increasing call arrival rate.
It may also be noted that the value of r1 decreases with increasing data rate requests.
The reasons behind are as follows. Higher call arrival rate calls for higher number of
subcarrier allocation in the serving DBSs. Since, subcarrier allocation in adjacent DBSs
are independent, the subcarrier collision probability increases with increasing call arrival
rate. Consequently, the cell edge users suffer from higher inter-cell interference as the
call arrival rate increases. As a result, the expected distance upto which an MT can get
the requested data rate decreases and r1 shows a decreasing trend with increasing call
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Figure 5.3: r1 vs. call arrival rate

arrival rate for a fixed traffic load. On the other hand, for a fixed network traffic load,
increasing data rate request demands for higher Eb

No
. Since power transmitted through

each subcarrier is constant, achievable Eb

No
by an MT is limited by pathloss, log-normal

shadow fading and Raleigh fading effects. As a result, r1 decreases as the data rate
request increases.

The analytical results have also been validated against simulation results. It may
be noted that while computing the service coverage region, the cumulative interference
received from neighboring access networks have been modelled as a sum of a series of
log normally distributed random variables. It is well known that such a summation has
no closed form expression. Here, the resultant distribution has been approximated by
another lognormal random variable by employing the Fenton-Wilkinson method (Equa-
tion (5.12)). Since, such approximation can not entirely capture the randomness of radio
environment and variation of interference level, results obtained from analytical frame-
work do not exactly match with the simulation results (maximum discrepancy 12%).
However, it may be observed that both the results show a decreasing trend of r1 with
increasing call arrival rate. However, the rate of decrement is not the same because of
the approximation made to arrive the analytical expressions.
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Figure 5.4: Pdc vs. call arrival rate

Figure 5.4 depicts the effect of call arrival rate on Pdc. Here, call arrival rate varies
from 7 to 11 units with a step of 1 unit. The number of MTs in the system has been
set to 1000 MTs. We have shown the results in log scale in order to clearly demonstrate
the differences between numerical values. The result shows that Pdc shows a decreas-
ing trend with increasing call arrival rate. It may also be noted that the Pdc value de-
creases with increasing data rate request. The reasons behind are as follows. An MT is
served in DC mode if it can not be served by either BS 1 or BS 2 alone, but the cumu-
lative data rate received from both the base stations satisfies the data rate request of the
MT. More specifically, an MT is served in DC mode if both the events {r1 ≤ R1 ≤ r2}
and {r1 ≤ R2 ≤ r2} occurs simultaneously. An increased call arrival rate demands for
higher number of RBs. On the other hand, total number of RBs in BS 1 and BS 2 are
constant. As a result, both r1 and r2 decreases with increasing call arrival rate. Conse-
quently, probability of jointly occurring the events {r1 ≤ R1 ≤ r2} and {r1 ≤ R2 ≤ r2}
decreases. Since, a higher data rate request requires allocation of higher number of RBs,
Pdc value decreases as the data rate request increases. Here also, the analytical results
have been validated against simulation results. It may be noted that while computing Pdc,
the distance of an MT from an access network have been approximated using polynomial
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Figure 5.5: System throughput vs. call arrival rate
(under low traffic load)

approximation method (Equation (5.15)). Due to such approximation, the analytical re-
sults do not exactly match with the simulation results (maximum discrepancy of 10%).
Both the analytical and simulation results show a decreasing trend of Pdc with increasing
call arrival rate.

5.3.2.1 Comparing system throughput

In this subsection, based on our proposed analytical framework, we investigate system
throughput obtained in DC mode as well as in hard handover mode. This investigation
have been carried out for low traffic load (200 MTs), medium traffic load (1000 MTs) and
high traffic load (2000 MTs) conditions. Data rate request considered for low, medium
and high traffic load situations are 384 Kbps, 2.5 Mbps and 256 Mbps respectively.
Here, the call arrival rate varies from 7 to 11 units with a step of 1 unit.

Figure 5.5 depicts the effect of call arrival rate on system throughput under lower
traffic load condition. Analytical results show that the performance gain of DC over hard
handover is comparatively low when the call arrival rate is less than 7 units. As the call
arrival rate increases beyond 7 units, the performance gain of DC over hard handover
shows an increasing trend. The reasons behind are as follows. When both the number
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Figure 5.6: System throughput vs. call arrival rate
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of MTs present in the system as well as the data rate requests are low, expected number
of RBs to satisfy the data rate requests of all the MTs are also low. As a result, most of
the requests can be served in hard mode. As the traffic load grows beyond 7 units, the
requested number of RBs to serve the calls also increases. Consequently, the cell edge
users need to be served in DC mode as their demands for RBs can be served by neither
BS 1 nor BS 2. As a result, the performance gain of DC over hard shows an increasing
trend.

Figure 5.6 depicts the effect of call arrival rate on system throughput under medium
traffic load condition. Analytical results show that the DC mechanism outperforms hard
handover in terms of system throughput. In contrast to the low traffic load situation, here
the performance gain of DC over hard handover shows a decreasing trend with increasing
call arrival rate. The reasons behind are as follows. Under medium traffic load situation,
the probability of being served in DC mode decreases with increasing call arrival rate as
shown in Figure 5.4. As a result, the MTs can not make use of the DC facility.

Figure 5.7 depicts the effect of call arrival rate on system throughput under high
traffic load condition. Analytical results show that the DC mechanism significantly out-
performs the hard handover mechanism in terms of system throughput. This is because,
the service coverage region decreases exponentially with increasing data rate request. As
a result, the number of users that can be served in hard handover mode also decreases.
Consequently, most of the users are served in DC mode. It may also be noted that the
system throughput obtained in DC mode shows an increasing trend when call arrival rate
is less than 10. As the call arrival rate grows beyond 10, the performance gain of DC
become lower. This happens due to scarcity of RBs under high call arrival rate. We have
also compared the results obtained from our proposed analytical framework with that
of the framework proposed in [43]. Throughput analyses in [43] are based on stochas-
tic geometry tools which explicitly consider the effect of path loss and channel fading.
However, this analysis completely ignores the effect of call arrival rate, data rate request
of the users as well as capacity of the serving base stations. Due to such simplifications,
the framework [43] overestimates the service coverage region compared to that of our
framework which considers the effect of realistic system parameters in addition to radio
channel conditions. As a result, the system throughput measured by [43] is much higher
compared to that of our framework. It may be observed that, our analytical results are
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much closer to the simulation results compared to that of the results obtained from [43]
for both hard and DC mechanisms. This shows that our proposed framework exhibits
higher accuracy compared to that of [43].

The analytical results presented in figures 5.5, 5.6 and 5.7 have been validated against
simulation results. It may be noted that the analytical results presented in these figures
do not exactly match with the simulation results. In Figure 5.5, the analytical results
show a performance gain upto 34% (approximately) whereas simulation results show a
performance gain upto 86% (approximately). In Figure 5.6, the analytical results show
a performance gain of 2% − 40% approximately, whereas the simulation results show
a performance gain of 4% − 39% approximately. In Figure 5.7, the analytical results
show a approximate performance gain of 95% − 98%, whereas the simulation results
show an approximate performance gain of 94% − 98%. Here, the system throughput
value has been obtained by solving ILP 1 and ILP 2 using GLPK which uses LP relax-
ation technique to solve ILPs. For a maximization problem, LP relaxation technique
typically provides an upper bound on the actual solution. Apart from that, in our analy-
sis, the inter-cell interference from neighboring networks have been approximated by a
log-normally distributed random variable. Moreover, the probability distribution func-
tion of the distance of an MT from the serving access network has been approximated
using polynomial approximation method. Due to all such approximations, the analytical
results do not exactly match with the simulation results. Since the inter-cell interference
increases with increasing call arrival rate, the log-normally distributed random variable
exhibits poor approximation for high call arrival rates. Consequently, the gap between
analytical and simulation results increases with increasing call arrival rate. However, it
may be observed that both the analytical and simulation results follow similar trends.

From figures 5.5, 5.6 and 5.7 we conclude that under both low and high traffic load
conditions, the performance gain of DC over hard handover increases with increasing call
arrival rate. On the other hand, under medium traffic load condition, the aforementioned
performance gain shows a decreasing trend.

5.3.2.2 Comparing call dropping probabilities

In this section, we investigate the effect of traffic load and call arrival rate on call drop-
ping probabilities through extensive system level simulations. Figure 5.8 depicts the
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effect of traffic load on call dropping probabilities. Here, the traffic load varies from
1000 MTs to 5000 MTs with a step of 1000 MTs, whereas the call arrival rate has been
set to 7 units. The results show that when the traffic load is less than a threshold (in this
case 1250 MTs), the DC mechanism outperforms hard handover in terms of call dropping
probabilities. As the traffic load become higher than the threshold, the hard handover
outperforms the DC mechanism. The performance gain of hard handover over DC mech-
anism also shows an increasing trend with increasing traffic load. The reasons behind are
as follows. Serving MTs in DC mode calls for resources from both BS 1 and BS 2. When
the traffic load in the system is less than a threshold (< 1250 MTs), demands for RBs
are also low. As a result, serving the cell edge users in DC mode do not lead to resource
deficiency for the MTs that can be served by only BS 1 or BS 2. Since, higher number
of MTs are served in DC mode, the DC mechanism outperforms the hard handover in
terms of call dropping probability when the traffic load is less than the threshold. As the
traffic load increases beyond the threshold, both the demand for RBs in the system and
the number of MTs that can be served in DC mode increases. Consequently, serving MTs
in DC mode leads to resource scarcity for the MTs that can be served by only BS 1 or
BS 2. As a result, the call dropping probability for DC mechanism is higher compared
to that of hard handover when the traffic load is greater than the threshold. Since, the
number of MTs that can be served in DC mode increases with increasing traffic load, the
performance gain of hard handover over DC also shows an increasing trend. This obser-
vation is consistent with the results obtained in [15] where the outage probability for soft
handover mechanism has been shown to be higher compared to that of hard handover
due to high resource consumption. It can also be observed that for a fixed traffic load,
the call dropping probability for 2.7 Mbps data rate is higher compared to that of 2.5
Mbps data rate. This is because the total demand for RBs incurred by the MTs increases
with increasing data rate request as described previously.

Figure 5.9 depicts the effect of call arrival date on call dropping probabilities (shown
in log scale). Here, the call arrival rate varies from 7 to 11 units with a step of 1 unit,
whereas the traffic load is set to 1000 MTs. The result shows that the call dropping
probability for hard handover mechanism is considerably lower compared to that of the
DCmechanism for both 2.5 Mbps and 2.7 Mbps data rate. The performance gain of hard
handover over DC mechanism shows an increasing trend with increasing call arrival rate.
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The reasons behind are similar to that described previously.

From figures 5.8 and 5.9, we conclude that the performance gain of DC over hard
handover in terms of call dropping probability is actually conditional on the underlying
network traffic load. When the traffic load is less than a threshold, the call dropping prob-
ability in hard handover is higher compared to that of DC. As the traffic load increases
beyond the threshold, the DC mechanism exhibits higher call dropping probability com-
pared to that of hard handover. On the other hand, for a fixed traffic load beyond the
threshold, the performance gain of hard over DC mechanism shows an increasing trend
with increasing call arrival rate. It is also important to note that using DC mechanism, a
higher system throughput can be achieved compared to that of hard handover (depicted
in Figure 5.5 and Figure 5.6). However, DC mechanism exhibits a higher call drop when
traffic load is beyond a threshold (depicted in Figure 5.8). From these observations it

is evident that the effectiveness of DC over hard handover is actually conditional on

underlying network traffic load and target call dropping probabilities.

5.3.2.3 Analyzing upper bounds on sp

In this section, for different data rates and traffic loads, we analyze upper bounds on sp,
i.e., the probability that the total demand incurred by the MTs on the system exceeds total
capacity. The goal of analyzing sp is to investigate the resource utilization efficiency un-
der hard and DC mechanisms. Here, an increased upper bound indicates higher resource
utilization.

Figure 5.10 depicts the effect of call arrival rates on upper bounds on sp (shown
in log scale) for different data rate requests. Here, call arrival rates vary from 6 to 16

units with a step of 1 unit, whereas the traffic load has been set to 1000 MTs. The upper
bounds shows an increasing trend with increasing call arrival rate for both 2.5 Mbps and
2.7 Mbps data rate requests. The reasons behind are as follows. Though an increased
call arrival rate decreases the service coverage region r1 as well as Pdc, the number
of allocated RBs increases drastically due to high call arrival rates. Consequently, the
probability of the total demand exceeding the total capacity also increases. As a result,
sp also shows an increasing trend with increasing call arrival rate. It is also interesting to
observe that for a fixed call arrival rate, the upper bound for 2.7 Mbps data rate is lower
compared to that of 2.5 Mbps data rate. This is because, under high data rate demand,
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Figure 5.10: Upper bounds on saturation probability vs. call arrival rate

lesser number of MTs are served by the base stations. More specifically, for increased
data rate request, the required Eb

No
to satisfy the data rate request also increases. As a

result, the value of r1 decreases. Due to such decrement of service coverage region, all
of the probabilities Pdc, Pbs1, Pbs2 and Poverlap also decreases. This leads to reduced
resource consumption as the number of RBs that can be allocated to an MT is fixed for
both hard and DC mode. Consequently, the upper bounds show a decreasing trend for
increased data rate request.

Figure 5.11 depicts the effect of traffic load on upper bounds for both 2.5 Mbps and
2.7 Mbps data rates. Here, the traffic load varies from 1000 MTs to 10000 MTs with
a step of 1000 MTs. The call arrival rate has been set to 7 units. The upper bound
shows a decreasing trend with increasing traffic load. The reasons behind are as follows.
The service coverage region decreases drastically with increasing traffic load as can
be found from Equation (5.14). A reduced service coverage region leads to reduced
resource consumption. Consequently, the probability of the total demand exceeding the
total capacity decreases. As a result, the upper bound shows a decreasing trend with
increasing traffic load. It may also be observed that the upper bound for 2.5 Mbps data
rate is higher compared to that for 2.7 Mbps data rate. This is because, for a fixed
traffic load, the service coverage region shows a decreasing trend for increasing data
rate request as depicted in Figure 5.3. Due to such decrement, the number of MTs that
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can be served by each DBS also decreases. Consequently, the number of allocated RBs
decreases with increased data rate request. As a result, the upper bound for 2.5 Mbps
data rate is higher compared to that of 2.7 Mbps data rate.

From the results presented in figures 5.10 and 5.11, we conclude that the resource
utilization increases with increasing call arrival rate when the traffic load is fixed. On
the other hand, the resource utilization shows a decreasing trend with increasing traffic
load when the call arrival rate is fixed.

5.4 Conclusion

In this chapter, we have proposed an analytical framework to compare the performances
of DC and traditional hard handover in C/U split LTE heterogeneous network architec-
ture. Our analysis explicitly considers the data rate demands of the MTs, network traffic
load, call arrival rate and channel conditions. We have considered system throughput
and saturation probability as performance evaluation metrics. The analytical results have
also been validated against extensive simulation results. From both analyses and simu-
lation results, we conclude the following:

• For low and high traffic load conditions, the performance gain of DC over hard

121



handover (in terms of system throughput) increases with increasing call arrival
rate. On the other hand, for medium traffic load condition, the performance gain
shows a decreasing trend.

• For both DC and hard handover mechanisms, analyzing saturation probability re-
veals that the resource utilization increases with increasing call arrival rate for a
fixed traffic load. On the other hand, the resource utilization decreases with in-
creasing traffic load for a fixed call arrival rate.

• The performance gain of DC over hard handover in terms of call dropping prob-
ability is actually conditional on the underlying network traffic load. When the
traffic load is less than a threshold, the call dropping probability in hard handover
is higher compared to that of DC. As the traffic load increases beyond the thresh-
old, the DC mechanism exhibits higher call dropping probability compared to that
of hard handover.

On the other hand, for a fixed traffic load beyond the threshold, the performance
gain of hard handover over DCmechanism shows an increasing trend with increas-
ing call arrival rate.

• The effectiveness of DC over hard handover is conditional on underlying network
traffic load and target call dropping probabilities.
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Chapter 6

Analyzing Handover Performances of
Mobility Management Protocols in
Ultra Dense Networks

To deal with the exponential increase of mobile data traffic, ultra dense network (UDN)
has been evolved as a promising solution for the forthcoming 5G cellular networks. In
UDN, a mobile terminal (MT) experiences frequent handovers due to limited coverage re-
gions of the deployed small cells. Such frequent handovers cause increased packet loss
and blocking rate if the handover latency is very high. The handover latency explicitly
depends on the layer 3 (L3) handover mechanisms of upper layer mobility management
protocols (MMPs) as well as handover execution mechanisms (HEMs) operating at layer
2 (L2). The HEMs also have significant impact on L3 handover latency. Despite such
dependencies, existing handover performance evaluations of MMPs do not adequately
consider the effect of underlying HEMs. In this chapter, we analyze the handover per-
formances of different class of MMPs considering the effect of underlying HEMs in terms
of handover latency, handover packet loss and handover blocking rate. For analysis
purpose, we consider a network layer MMP namely fast mobile IPv6, a transport layer
MMP namely seamless IP diversity based generalized mobility architecture (SIGMA),
and a distributed mobility management (DMM) protocol as candidate MMPs. Here hard
and semisoft handovers have been considered as underlying HEMs. Our analysis reveal
the conditional effect of underlying HEMs on the handover performances of upper layer
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MMPs. Further, based on such analysis, we prioritize among different combinations of
MMPs and HEMs employing analytic hierarchy process (AHP). Such priority assignment
would serve as a protocol selector in UDN scenario.

Table 6.1: Important notations used to analyze handover latency, handover packet loss
and handover blocking rate

Notation Meaning
TL2 The L2 switching delay.
TUNA Time to receive the UNA message.
Tbuff Time to receive the first buffered packet from the target eNB.
TDAD Delay associated with DAD which is a part of IP address configuration.
TFBU Time required to deliver the FBU message to the target eNB.
Tb Time required for signaling through backhaul network.
L
(.)
ho The handover latency for protocol (.).

B(.) The handover blocking rate for protocol (.).

The rest of the chapter is organized as follows. In section 6.1, we present the perfor-
mance models for FMIPv6, SIGMA and DMM in terms of handover latency, handover
packet loss and handover blocking rate. In section 6.2, we present the results obtained
from our analyses. Based on these analytical results, we propose an AHP based ranking
of different MMPs in section 6.3. Important notations used to develop the performance
models for FMIPv6, SIGMA and DMM have been enlisted in Table 6.1.

6.1 Performance analysis

In this analysis, we have considered handover latency, handover packet loss and han-
dover blocking rate as performance evaluation metrics. Handover latency is defined as
the expected delay between disconnection of the MT from the current evolved node B
(eNB) and receipt of first packet from the target eNB. Analysis of handover latency ex-
plicitly considers the effect of traffic load, data rate request, call arrival rate and HEMs.
Handover packet loss is defined as the sum of all lost data packets belonging to downlink
IP flows during handover. Such packet loss depends on call arrival rate, average session
length as well as handover latency. Further, handover blocking rate for an MMP has been
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defined as the number of handover failed per unit time due to high handover latency,
signal strength deterioration at cell edges and resource scarcity at the target eNB.

In the subsequent subsections, we first describe the considered network scenario.
Then, in section 6.1.2, we have computed handover latencies for FMIPv6, SIGMA and
DMM when hard and semisoft handovers are used. In sections 6.1.3 and 6.1.4, we have
computed handover packet loss and handover blocking rate respectively.

6.1.1 Considered network scenario

To carry out the performance evaluation, we have considered a typical HetNet archi-
tecture as depicted in Figure 6.1. Here the macrocell belongs to long term evolution ad-
vanced (LTE-A) standard. The macrocell is connected to the mobility management en-
tity (MME) and serving gateway (SGW) through S1-C and S1-U interfaces respectively.
The MME and SGW are in turn connected to the Internet backbone through evolved packet
core (EPC). Within the coverage region of macrocell, several orthogonal frequency di-
vision multiple acess (OFDMA) based femtocell access points (FAPs) are randomly de-
ployed. These FAPs may belong to different radio access technologies such as LTE-A,
IEEE 802.11 wireless local area network (WLAN) and worldwide interoperability for
microwave access (WiMAX). We assume that the deployed FAPs are using OFDMA tech-
nology. Hence, semisoft handover is supported by the system [15]. We consider a loose
coupling [6], [90] between the macrocell and FAPs to provide unified access to the MTs
within the HetNet. In loose coupling, FAPs are independently deployed and are indi-
vidually connected to the Internet. FAPs belonging to LTE-A technology are connected
to the SGW through S1 interface. FAPs belonging to radio access technologies other
than LTE-A standard (e.g., WLAN, WiMAX) are connected to a separate gateway which
in turn is connected to the Internet. Within the coverage region of macrocells, several
MTs are uniformly distributed and moving according to smooth random waypoint mo-
bility model [79]. Here, MTs are assumed to have data rate request for constant bit rate
(CBR) video traffics. In the considered scenario, both macrocell and FAPs are assumed
to use proportional fairness as MAC access mechanism. Due to heterogeneous architec-
ture, we consider that mobility management is performed from upper layer by different
MMPs such as FMIPv6, SIGMA and DMM.
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Figure 6.1: Considered HetNet scenario

6.1.2 Handover latency

FMIPv6 is a network layer MMP which can operate either in predictive mode or in re-

active mode depending on situation [19]. In predictive mode operation, an MT predicts
the target eNB and configures an IP address for future use while residing in the current
eNB. As a result, handover latency in predictive mode operation is quite lower because
IP address configuration delay is not a part of handover latency. In case of handover
failure, the FMIPv6 switches to reactive mode. In this mode, an MT needs to configure
the IP address after being attached to the target eNB. Consequently, IP address configu-
ration delay becomes part of handover latency and the resulting latency becomes higher.
Here we have computed handover latencies for MIPv6, SIGMA and DMM considering
the effect of underlying hard and semisoft handover mechanism.

Handover latency for FMIPv6

Assuming hard handover as underlying handover execution mechanism, we first derive
P hard, the handover latency in predictive mode and Rhard, the handover latency in reac-
tive mode. Then, based on P hard, Rhard and handover failure probability (p), we derive
the expression for F hard the expected handover latency for FMIPv6 protocol when hard
handover is used. In this analysis, handover failure probability (p) is defined as the prob-
ability that the target network is unable to provide the requested data rate due to high
traffic load, congestion and low signal strength at the cell edges. Here we assume that p
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Figure 6.2: FMIPv6 handover in predictive mode operation

is known and it is computed later through simulations.

In predictive mode operation, the MT performs necessary signaling to obtain a new
care of address (NCoA) for future use in target eNB while associated with current eNB.
The configuration of NCoA is confirmed to the MT through fast binding acknowledge-
ment (FBACK) message. After performing L2 switching, the MT sends an unsolicited
neighbor advertisement (UNA) message to the target eNB informing the already config-
ured NCoA. After the receipt of UNA message, the target eNB starts sending packets to
the MT. In this case L2 switching delay is a part of handover latency because of hard

handover mechanism. Denoting by TL2 as the L2 switching delay, by TUNA the time re-
quired to receive UNA message by the new eNB from the co-ordinating MT and by Tbuff
as the time required to receive the first buffered data packet which has been forwarded
from current eNB to target eNB over the X2 interface, the expression for P hard can be
written as:

P hard = TL2 + TUNA + Tbuff . (6.1)

Components of P hard are depicted in Figure 6.2. If the target eNB cannot provide suf-
ficient number of RBs to serve the data rate request of the MT then handover failure
occurs. In case of handover failure, the target eNB may deny to configure an NCoA.
Consequently, the MT cannot receive the FBACK message while associated with the cur-
rent eNB. As a result, the FMIPv6 protocol switches to reactive mode. In reactive mode,
after performing L2 switching, the MT requests for NCoA to the target eNB. The config-
uration of NCoA involves duplicate address detection (DAD) delay. After configuration
of NCoA, the MT sends an UNA message and fast binding update (FBU) to the target
eNB. After that the target eNB performs necessary signaling with current eNB through
the backhaul network. The delay in backhaul network includes exchanges of handover
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initiate (HI) and handover acknowledgement (HACK) messages, and forwarding all the
buffered data packets from current eNB to the target eNB. After completion of signal-
ing through backhaul network, the target eNB starts delivering packets to the associated
MT. Denoting by TDAD as the delay associated with DAD which is a part of IP address
configuration, by TFBU as the time required to deliver the FBU message to the target
eNB, by Tb as the time required for signaling through backhaul network and by Tbuff as
the delay required to receive the first data packet from the buffered packet queue of the
target eNB, the expression for Rhard can be written as:

Rhard = TL2 + TDAD + TFBU + Tb + Tbuff . (6.2)

Components of Rhard are depicted in Figure 6.3. Here Tb has been computed as the cu-
mulative delay required for control message communication between current and target
eNBs. Signaling delay for each control message includes processing delay, transmis-
sion delay and propagation delay at each hop and encapsulation-decapsulation delay at
the tunnel end points. It may be noted that here also L2 switching delay is a part of

handover latency because of hard handover mechanism. Based on p, P hard and Rhard

the expression for F hard is computed as:

F hard = (1− p)× P hard + p×Rhard

= (1− p)× (TL2 + TUNA + Tbuff )

+ p× (TL2 + TDAD + TFBU + Tb + Tbuff ) .

(6.3)

Now, assuming semisoft handover as underlying handover execution mechanism, we

NCoA already

configured
TL2 TDAD Tbuff

Rhard

Current network Future network

Rsoft

TFBU Tb

Rhard: Handover latency in reactive mode for FMIPv6+hard.

Rsoft: Handover latency in reactive mode for FMIPv6+semisoft.

Figure 6.3: FMIPv6 handover in reactive mode operation
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derive P soft, the handover latency in predictive mode and Rsoft, the handover latency in
reactive mode. It may be noted that the effect of semisoft handover has not been con-
sidered in existing performance analysis of FMIPv6 [19], [21]. Based on P soft, Rsoft

and p we derive the expression for F soft, the expected handover latency for FMIPv6
protocol when semisoft handover is used. In semisoft handover, multiple control links
remain active over the handover region. As a result, in predictive mode operation of
FMIPv6, one control link can be utilized to maintain connectivity with the current eNB
while another one can be used to send UNA message to the target eNB during handover
execution. The control channel with the current eNB is released after the MT receives the
first data packet from the target eNB. As a result, TL2 and TUNA delay components are
eliminated from handover latency. Hence, the expression for P soft, the handover latency
for predictive mode operation of FMIPv6 protocol when semisoft handover is used can
be written as:

P soft = Tbuff . (6.4)

Components of P soft are depicted in Figure 6.2. When FMIPv6 operates in reactive
mode, an MT can receive data from the current eNBwhen DADmechanism is in progress.
After successful configuration of NCoA, the MT releases the control channel with current
eNB. As a result, TL2 and TDAD delay components are eliminated from handover latency.
Hence, the expression for Rsoft, the handover latency for FMIPv6 protocol in reactive
mode when semisoft handover is used can be written as:

Rsoft = TFBU + Tb + Tbuff . (6.5)

Components of Rsoft are shown in Figure 6.3. Now, based on P soft, Rsoft and p, the
expression for F soft, the expected handover latency of FMIPv6 protocol when semisoft
handover is used can be written as:

F soft = (1− p)× P soft + p×Rsoft

= (1− p)× Tbuff + p× (TFBU + Tb + Tbuff ) .

(6.6)
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Handover latency for SIGMA

In contrast to FMIPv6, SIGMA is a transport layer MMPwhich exploits the multi-homing

and multi-streaming capacity of SCTP to reduce the handover latency. Handover mech-
anism in SIGMA consists of three phases. The NCoA configuration phase starts as soon
as the MT moves into the overlapping region and receives agent advertisements from tar-
get eNB. Delay associated to NCoA configuration includes the delay for requesting an
IP address and obtaining it through standard mechanisms of dynamic host configuration
protocol (DHCP). In NCoA update phase, the MT notifies the correspondent node (CN)
about the availability of NCoA through address dynamic reconfiguration option of SCTP.
The location manager component, which acts as an anchor point for SIGMA protocol,
is also updated using location update and location update ACK messages accordingly.
The path switch phase starts as soon as MT moves further into the overlapping zone and
informs the CN that the IP address corresponding to current eNB is obsolete. Accord-
ingly, the CN sets the NCoA as the primary IP address for communicating the MT and
deletes the old IP address from available list of IP address. The basic idea of SIGMA
is to exclude the delay required for NCoA configuration (Tconf ) and the delay required
in NCoA update phase (Tupdate) from handover latency by exploiting multi-homing and
multi-streaming capacity of SCTP protocol. However, when hard handover is used at
link layer, SCTP cannot configure the NCoA in the overlapping region when data com-
munication is in progress with current eNB. Here, handover process starts after the MT
releases the control channel with current eNB. As a result, TL2 becomes a part of han-
dover latency. Denoting by Tpath−switch, the delay in path switch phase, S ′′ , the handover
latency for SIGMA protocol in case of successful handover, can be written as:

S
′′
= TL2 + Tconf + Tupdate + Tpath−switch. (6.7)
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Components of S ′′ are depicted in Figure 6.4. Subsequently, the expression for Shard,
the handover latency for SIGMA protocol when hard handover is used, can be computed
as:

Shard =
1

1− p
(TL2 + Tconf + Tupdate + Tpath−switch) . (6.8)

In semisoft handover, the MT can simultaneously maintain control links with current
as well as target eNBs over the handover region. During handover execution, con-
trol signaling corresponding to NCoA configuration and NCoA update can be performed
through the control link with target eNB whereas data can be received from current eNB
utilizing the multi-homing features of SCTP. As a result, TL2, Tconf and Tupdate delay
components are excluded from handover latency. Hence, the handover latency S ′ in case
of successful handover can be written as:

S
′
= Tpath−switch (6.9)

However, when handover failure occurs, the MT have to experience a handover latency
as long as Shard. Hence, the expression for Ssoft, the handover delay for SIGMA when
used with semisoft handover, can be written as:

Ssoft = (1− p)× S
′′
+ p× S

′
(6.10)

Components of S ′ and S ′′ are depicted in Figure 6.4.

Handover latency for DMM

The proxy MIPv6 (PMIPv6) based DMM consists of two components namely DMM gate-
way and control mobility database (CMD). DMM gateways act as a plain access router
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to forward packets to and from the Internet. During handover, the DMM gateways can
switch IP flows from current to future access network without any disruption. The CMD
stores the prefixes advertised to the MTs, which DMM gateway advertised those prefixes
and to which DMM gateway the MT is currently connected to. By means of extended
PBU and PBA signaling, the CMD sends instruction to recover the MN’s ongoing IP flows
after a handover. The handover latency of DMM consists of three components: (a) L2
switching delay (TL2), (b) delay associated to router solicitation, extended proxy bind-
ing update (PBU) and proxy binding acknowledgement (PBA) signaling and reception
of router advertisement from the target network (Tsignal), and (c) the delay for the first
packet delivered to MT while connected to the target network (TD). Hence, the expres-
sion for handover latency in case of successful handover can be written as:

D
′′
= TL2 + Tsignal + TD. (6.11)

Components of D′′ have been depicted in Figure 6.5. Hence, the expected handover
latency can be computed as:

Dhard =
1

1− p
(TL2 + Tsignal + TD) . (6.12)

If semisoft handover is used at L2, TL2 and Tsignal delays are omitted from handover
latency. As a result, the handover latency reduced to D′ = TD. Hence, the expected
latency can be computed as:

Dsoft = p×D
′′
+ (1− p)×D′. (6.13)

6.1.3 Handover packet loss

While an MT experiences its handover, data packets destined for the MT will be lost.
Assuming that there is no buffer management at the network side, handover packet loss
P (.) can be defined as the sum of all lost data packets belonging to downlink IP flows
during handover. Here (.) is the protocol indicator (e.g., DMM + hard). Following the
formulation presented in [19], P (.) has been computed as:

P (.) = λs × L
(.)
ho (6.14)
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where λs is the call arrival rate and L(.)
ho is the handover latency for protocol (.). It may

be noted that P (.) is directly proportional to L(.)
ho.

6.1.4 Handover blocking rate

Handover blocking rate for an MMP is defined as the number of handover failed per
unit time due to high handover latency, signal strength deterioration at the cell edge
and resource scarcity at the target eNB. In previous analyses of handover blocking rate
[19], [113], handover latency has been considered as the principle factor without any
consideration of other factors. In this analysis, first we compute the handover latency
L
(.)
ho considering the effect of traffic load, data rate request, call arrival rate and HEMs,

and then based on L(.)
ho we compute B(.) the handover blocking rate. To compute the

expression for B(.) we have adopted the formulations presented in [19], [113]. The
expression for B(.) can be given as follows:

B(.) =
µ× L

(.)
ho

1 + µ× L
(.)
ho

, (6.15)

where µ is the border crossing rate for MTs and can be computed as:

µ =
2v

πR
. (6.16)

Here v is the average velocity of the MT and R is the radius of the radio access network.

6.2 Evaluating the combined effect

To evaluate p under different traffic load conditions, call arrival rates, data rate request
and HEMs, we have developed our own system level simulator in C++. In the next sub-
section, first we describe the models considered in our developed system level simulator
to evaluate p. Then, based on the values of p, we analyze the combined effect HEMs
and MMPs on handover latency, handover packet loss and handover blocking rate. The
input-output relation between simulation framework and analytical models have been
demonstrated in Figure 6.6.
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Figure 6.6: Input-output relation between simulation framework and analytical models.

6.2.1 Simulation framework to determine p

We have considered a realistic simulation environment similar to that of [84]. We con-
sider that 7 LTE-A based macro cell eNBs (MeNBs) are providing ubiquitous coverage
in a 1000 × 1000 m2 area. Within the coverage region of MeNBs, multiple LTE-A

based FAPs are arbitrarily deployed. Radii of MeNBs and FAPs have been set to 250

meters [84] and 100 meters [3] respectively. Transmitting powers of MeNBs and
FAPs have been set to 46 dBm and 23 dBm respectively [84]. For MeNBs, the path
loss have been computed using the propagation model for urban and suburban areas
as described in [85]: Pathloss(dB) = 128.1 + 37.6 log10(d) where d is the distance
in kilometers between the MeNB and the corresponding MT. For FAPs, path loss have
been computed as [85]: Pathloss(dB) = 24 + 45 log10(d + 20). Total bandwidth for
MeNBs and FAPs have been set to 10 MHz and 5 MHz respectively. Within the consid-
ered HetNet, MTs are assumed to be uniformly distributed and roaming according to
smooth random waypoint mobility model [79]. Here, terminal velocity can vary from 3

Km/h (pedestrian) to 100 Km/h (high mobile), and acceleration ranges from 0 m/s2 to
20 m/s2. An MT accelerates or decelerates depending on its current and target velocity.
Here CBR traffic is assumed to arrive following a Poisson distribution with arrival rate
λ [51]. The average holding time of the CBR traffic is exponentially distributed and its
mean is normalized to unity. Here MTs are assumed to have data rate requirements for
digital cinema package (DCP) application. Considered data rate for DCP is 256 Mbps.
Such a scenario is particularly relevant to the forthcoming 5G HetNet scenario where
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MTs are expected to have very high data rate request.

In the considered simulation environment, both MeNBs and FAPs are assumed to use
proportional fairness (PF) [111] as their MAC access mechanism. According to PF, RB k
of eNB x is allocated to MT y∗ if the metric mk

xy attains the maximum value for y = y∗.

Here mk
xy can be computed as: mk

xy =
dkxy(t)

Rxy(t−1)
where dkxy(t) denotes the achievable data

rate by MT y from eNB x over RB k at time instant t and Rxy(t − 1) denotes the past
average data rate achieved by MT y from eNB x upto time instant t− 1. Here dkxy(t) has
been estimated from received SINR values. To deal with the ping-pong effect, we have
used standard moving average method [114] to compute Rxy(t − 1) instead of relying
on instantaneous data rate. The SINR received by MT y from eNB x through sub-carrier
c has been computed as [85]:

γcxy =
P c
xy

FN0B + Icy
. (6.17)

Here P c
xy denotes the received power by MT y from eNB x through sub-carrier c, F

denotes the noise figure, N0 denotes the noise spectral density, B denotes the bandwidth
of an RB and Icy denotes the interference perceived by MT y through sub-carrier c.

To compute the effective SINR perceived by an MT through the sub-carriers of RB
k, we have employed the exponential effective SINR mapping (EESM) model which is
frequently used as a physical layer abstraction tool in system level simulations [115],
[116]. Using EESM model, the effective SINR perceived at an MT through the sub-
carriers of RB k can be computed as:

γeffxy = −β ln
(

1

Nk

Nk∑
c=1

exp

(
−γ

c
xy

β

))
.

Here Nk represents the total number of sub-carriers in RB k and β is an SINR scaling
parameter depending on the modulation and coding scheme (MCS). The values of β for
different MCS can be found in [116]. It may be noted that in EESM model, same MCS is
used for all the sub-carriers allocated to a particular MT. Finally, cumulative throughput
achieved by MT y from eNB x through RB k has been computed as [59]:

Dk
xy =

NkSeff

Ts
log2

(
1 + γeffxy

)
.
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Table 6.2: Parameter settings to evaluate p

Parameter Value Parameter Value
F [85] 2.5 N0 [85] −174 dBm
B [85] 180 KHz Nk [59] 12
Seff [59] 10 symbols Ts [59] 1 ms
αon [51] 1.1 αoff [51] 1.5
γ [51] 1.0 λ [51] 6 ∼ 16
v 50 Km/h R 100 meter

HereNk is the number of sub-carriers in RB k, Seff is the number effective OFDMA sym-
bols per LTE-A frame in time domain and Ts is the frame length. It may be noted that
FAPs belonging to radio access technologies other than LTE-A (e.g. 802.11n WLAN)
can be easily added in our simulation environment by configuring the base stations ap-
propriately. The physical rate obtained from 802.11n FAPs can be derived from the
received signal strength indicator (RSSI) values as described in [80]. Further, actual
throughput obtained from a FAP can be measured as the ratio of the physical data rate
to the total number of MTs associated with that FAP. Important parameter values used in
our simulations are depicted in Table 6.2. The source code of our developed simulator
is available at [117]. Based on this simulation framework, in the next section, the values
of p for different traffic load have been computed.

6.2.1.1 Evaluating p for different traffic load conditions

Figure 6.7 depicts the effect of network traffic load on handover failure probability. Here
the network traffic load varies from 500 MTs to 1300 MTs with a step of 100 MTs. The
parameter of the Poisson distribution modeling CBR traffic arrival rate has been set to 7.
The result shows that the outage probability in semisoft handover is considerably lower
(performance gain 42%-46% approx.) compared to that of the hard handover. This per-
formance gain for semisoft handover shows a decreasing trend with increasing traffic
load. This is because the L2 switching delay associated with hard handover is consider-
ably higher compared to that of semisoft handover. Since hard is a break-before-make
mechanism, the MT cannot receive any data from the system during handover. This leads
to severe degradation of user perceived throughput. In contrast, in semisoft handover, the
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MT can concurrently maintain control links with both the current and target eNBs which
minimizes handover latency as well as user throughput degradation during handover.
Consequently, throughput degradation in semisoft handover is much lower compared to
that of hard handover. As the traffic load becomes higher, achievable throughput from
both the current and target eNBs degrades due to co-channel interference perceived from
neighboring cells. Apart from that forwarding all user plane packets from current eNB
to target eNB causes high congestion delay and packet losses under extreme load. As a
result, semisoft handover cannot arrest the downfall of user perceived throughput when
the traffic load is very high. The simulation results presented here have been obtained
through Monte Carlo simulation method. The 99% confidence interval (CI) of the sim-
ulation results originate from 10, 000 independent runs of the simulator. CIs along with
margin of errors (MOE) in measurements of p under different traffic load conditions have
been depicted in Table 6.4.

6.2.2 Analysing the combined effect based on the analytical models

In this section, handover performances of different combinations of MMPs and HEMs
have been evaluated based on the performance evaluation metrics presented in subsec-
tions 6.1.2, 6.1.3 and 6.1.4. In this analysis, we have used the p values obtained from
simulation as input. We have used standard parameter values [19], [21], [118] to ana-
lyze handover latencies of FMIPv6 and SIGMA. The considered parameter values are
depicted in Table 6.3. Figure 6.8 shows the effect of various HEMs on handover latency

Table 6.3: Parameter settings to evaluate handover latency

Parameter Value
TL2 45.35 ms
Es 10 packets
TDAD, Tconf 1000 ms
Bandwidth of wired links 100 Mbps
Processing delay at each hop 1 ms
Propagation delay of wired links 0.5 ms
Propagation delay of wireless links 10 ms
Encapsulation-decapsulation delay 1 ms
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Figure 6.7: Handover failure probability vs. Traffic load

Table 6.4: CI and MOE measurements for p

Traffic load Hard Semisoft
CI (99%) MOE CI (99%) MOE

500 (0.129, 0.205) 0.038 (0.037, 0.123) 0.0432
700 (0.19, 0.256) 0.032 (0.085, 0.161) 0.0383
900 (0.255, 0.311) 0.027 (0.130, 0.197) 0.0334
1100 (0.276, 0.325) 0.026 (0.165, 0.224) 0.0293
1300 (0.306, 0.349) 0.021 (0.190, 0.242) 0.0259
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Figure 6.8: Handover latency (FMIPv6 vs. SIGMA)
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of different MMPs. The call arrival rate for CBR traffic varies from 7 to 11 units with a step
of 1 unit while traffic load is set to 1000 MTs. The result shows that for a given handover
execution mechanism, handover latency of FMIPv6 is significantly lower compared to
that of SIGMA. It may be observed that the performance gain of FMIPv6 + hard

over SIGMA + hard is approximately 82 % to 84 %, whereas the performance gain of
FMIPv6 + Semisoft over SIGMA + Semisoft is approximately 86 % to 90 %.
The reasons behind are as follows. In predictive mode operation of FMIPv6, delay asso-
ciated with IP address configuration such as TDAD is not included as a part of handover
latency in FMIPv6 + hard. However, when handover failure occurs, the FMIPv6
protocol switches to reactive mode and TDAD becomes a part of handover latency. In
contrast to FMIPv6 + hard, the IP address configuration delay such as Tconf is an
essential part of handover latency for SIGMA + hard. As a result, FMIPv6 + hard

outperforms SIGMA + hard in terms of handover latency. On the other hand, in
FMIPv6 + Semisoft, delay associated with IP address configuration such as TDAD

is not a part of handover latency at all. However, in SIGMA + Semisoft, Tconf be-
comes a part of handover latency in case of handover failure. As a result, FMIPv6
+ Semisoft outperforms SIGMA + Semisoft. The result also shows that for a
given MMP, semisoft handover significantly outperforms hard handover in terms of han-
dover latency. It can be observed that SIGMA + Semisoft can achieve a perfor-
mance gain of 95 % to 98 % compared to that of SIGMA + hard. On the other hand,
FMIPv6 + Semisoft can achieve a performance gain of 92 % to 95 % compared
to that of FMIPv6 + hard. This is because in FMIPv6 + Semisoft, TDAD delay
is completely eliminated whereas it becomes a part of handover latency in FMIPv6 +

hard. Similarly, Tupdate and Tconf are included in handover latency when SIGMA +

hard are used, whereas they are eliminated from handover latency when SIGMA +

Semisoft is used. The result also shows that the superiority of FMIPv6 over SIGMA
is actually conditional on the underlying handover execution mechanism. According
to the analysis, FMIPv6 + hard outperforms SIGMA + hard, however SIGMA
+ Semisoft outperforms FMIPv6 + hard (performance gain 10 % to 30 % ap-
proximately). On the other hand, SIGMA+Semisoft outperforms FMIPv6+Hard,
whereas FMIPv6+Semisoft outperforms SIGMA+Semisoft (performance gain 11

% to 20 % approximately). The reasons behind are similar to that described previously.
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Figure 6.9: Handover latency (FMIPv6 vs. DMM)

This performance analysis reveals that the superiority of SIGMA over FMIPv6 is actu-

ally conditional on the underlying HEMs.

Figure 6.9 shows the effect of increasing traffic load on handover latency. Results
show that when hard handover is used at L2, DMM protocol outperforms FMIPv6 in
terms of handover latency (performance gain 15%-25% approximately). This is because
in DMM protocol, delay due to DAD procedure is not part of handover latency when the
handover is performed within same PMIPv6 domain. In contrast, DAD delay becomes
part of handover latency of FMIPv6 in case of handover failure. It may also be observed
that the performance gain of DMM over FMIPv6 increases with increasing traffic load
when hard handover is used at L2. This is because the handover failure increases with
increasing traffic load. When semi-soft handover is used at L2, then handover latency
for both FMIPv6 and DMM decreases. This is because DAD latency is eliminated from
the handover latency. In contrast to hard handover, DMM outperforms FMIPv6 when
semisoft handover is used at L2. This is because of the increased delay in DMM due to
extended PBU and PBA signaling. This performance analysis reveals that the superiority

of FMIPv6 over DMM is actually conditional on underlying HEMs.

Figure 6.10 shows the effect of increasing traffic load on handover latencies of
SIGMA and DMM. Results show that when hard handover in used at L2, DMM signif-
icantly outperforms SIGMA (performance gain upto 90% approximately). This is be-
cause SIGMA cannot exploit multihoming and multistreaming capacity of SCTP when
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Figure 6.10: Handover latency (SIGMA vs. DMM)
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Figure 6.11: Handover packet loss vs. traffic load

hard handover is used at L2. As a result, IP address configuration delay becomes part of
handover latency in SIGMA. In contrast, the handover latency of DMM protocol do not in-
clude such delay when the handover is performed within a PMIPv6 domain. As a result,
the handover latency of DMM+Hard is much lower than SIGMA+Hard. When semisoft
handover is used at L2, then the handover latency becomes much lower for both DMM

and SIGMA compared to that when hard is used at L2. Here also DMM+Semisoft out-
performs SIGMA+Semisoft. This is because in case of handover failure, the handover
process of SIGMA includes IP address configuration delay whereas the DAD latency is
completely eliminated from DMM. Apart from that the path switching delay in SIGMA
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Figure 6.12: Handover blocking rate vs. traffic load

is higher compared to that of DMM. As a result, for a given handover execution mech-
anism, DMM outperforms SIGMA in terms of handover latency. The result also shows
that the superiority of DMM over SIGMA is conditional on underlying handover execu-
tion mechanism for lower traffic load (< 1150 MTs). Here DMM+Hard outperforms
SIGMA+Hard, however SIGMA+Semisoft outperforms DMM+Hard. On the other
hand, DMM always outperforms SIGMA as the traffic load exceeds 1150 MTs. This is due
to rapid increase of handover failure under high traffic load condition. This performance

analysis reveals that the superiority of DMM over SIGMA is conditional on both traffic

load and underlying HEMs.

Figures 6.11 and 6.12 depict the effect of increasing traffic load on handover packet
loss and handover blocking rate respectively. Results show that for a given MMP, han-
dover packet loss is significantly reduced when semisoft handover is used at L2. This
is due to the reduced handover latency incurred by semisoft handover mechanism com-
pared to that of hard handover. Results also show that for a given handover execu-
tion mechanism, both DMM and FMIPv6 outperforms SIGMA. Moreover, superiority of
FMIPv6 over DMM is conditional on underlying handover execution mechanism as long
as traffic load is less than 1150 MTs. DMM always outperforms SIGMA as the traffic load
increases beyond 1150 MTs. The reasons behind such phenomenon are similar to that
described previously.
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6.3 Proposed ranking scheme

Based on the combined effect presented in section 6.2, in this section we prioritize
between different combinations of MMPs and HEMs employing analytic hierarchy pro-
cess (AHP). AHP is a well known mathematical tool to select the best option from
a set of alternative options based on a set of evaluation criteria [119], [120]. The
goal of AHP is to find the most suitable trade-off among the considered evaluation
criteria. In our case, the set of alternative options consists of six different combina-
tions namely FMIPv6+Hard, FMIPv6+Semisoft, DMM+Hard, DMM+Semisoft,
SIGMA+Hard and SIGMA+Semisoft. On the other hand, the set of alternative eval-
uation criteria consists of three different metrics namely handover latency, handover
packet loss and handover blocking rate. While evaluating different evaluation criteria,
we consider the requirements for video streaming applications. Streaming applications
need high data rate and reliability, however they are not affected by delay [119]. Differ-
ent steps of the adopted AHP are described below:

6.3.1 Computing the vector of criteria weights

In this phase, we construct the pairwise comparison matrix A based on pairwise com-
parisons of the considered criteria, i.e., handover latency, handover packet loss and han-
dover blocking rate. Here A is a 3×3 real matrix where each entry ajk represents the rela-
tive importance of j th criterion with respect to the k th criterion (1 ≤ j ≤ 3, 1 ≤ k ≤ 3).
In this matrix, ajk > 1 means criterion j is more important than criterion k. On the other
hand, ajk < 1 means criterion j is less important than criterion k. Here ajk = 1 when
j is equally important as k. Relative importances between pairs of criteria have been
measured according to the well known numerical scale from 1 to 9 [119], [120]. Since
streaming applications have strict data rate requirements, handover blocking rate has
been assigned highest priority. Further, handover packet loss has been assigned higher
priority compared to handover latency. This is because streaming applications require
high reliability whereas they are not severely affected by delay. The matrix A considered
in our analysis is depicted in Table 6.5. To check the consistency of the pairwise evalua-
tions made in A, we have computed consistency ratio (CR) which is a well known metric
in AHP. The CR of A (= 0.043) reveals that the pairwise evaluations are consistent as
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Table 6.5: Pairwise comparison matrix A and weight vector W
(CR = 0.043 < 0.1)

Blocking rate Packet loss Latency W
Blocking rate 1 3 5 1.90
Packet loss 1

3
1 3 0.77

Latency 1
5

1
3

1 0.31

the value of CR is less than 0.1. From the matrix A, the normalized pairwise comparison
matrix N is derived by making the sum of entries on each column equal to 1. Clearly, N
is also a 3× 3 real matrix where each element njk (1 ≤ j ≤ 3, 1 ≤ k ≤ 3) is computed
as njk =

ajk
3∑

i=1

aik

. Further, we compute the criteria weight vector W by averaging the

entries on each row of N. Here W is a 3× 1 matrix where each element wj =
1
3

3∑
k=1

njk

(depicted in Table 6.5).

6.3.2 Computing the matrix of option scores

In this phase, for a fixed criterion, a score to each option has been assigned based on the
pairwise comparisons of the options with respect to the considered criterion. Pairwise
comparison matrices for handover blocking rate, handover packet loss and handover
latency are depicted in Tables 6.6, 6.7 and 6.8 respectively. These matrices have been
constructed similar to that of A as described in section 6.3.1. Since we have six options,
each pairwise comparison matrix is a 6× 6 matrix. Here the relative importances of one

option with respect to the others have been determined based on the results obtained

from our proposed analytical framework (presented in section 6.2.2). While determining
the weights, we consider the performances of the considered options under high traffic
load condition (> 1150 MTs) which is more relevant to the UDN scenario. The CR

for each of these matrices establish the consistency of the pairwise evaluations. From
these pairwise comparison matrices, we have computed the score vectors X, Y and Z
following the similar method of computing W. Here the vectors X, Y and Z represent
the scores for different options when handover blocking rate, handover packet loss and
handover latency are of primary concerns respectively. Finally, the score matrix S has
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been computed as:
S =

[
X Y Z

]
(6.18)

i.e., the first, second and third columns of S corresponds to the vectors X, Y and Z
respectively. Clearly, S is a 6× 3 matrix.

6.3.3 Ranking the options

In this phase, we obtain the vector V of global scores by multiplying S and W, i.e., V =

S•W. Here the i th entry of V represents the global score assigned by the AHP to the i th
option. Finally, we obtain the option ranks by sorting the options based on global scores
in decreasing order. The option ranks have been depicted in Table 6.9. Such ranking
reveals the strong impact of underlying handover execution mechanism on FMIPv6

protocol in UDN scenario. It can be observed that the FMIPv6 protocol when used
with semisoft handover mechanism significantly outperforms all other considered MMPs.
The obtained ranking also shows that the DMM protocol always outperforms SIGMA
irrespective of underlying HEMs. Furthermore, the rank of SIGMA+Semisoft is better
than FMIPv6+Hard but their ranks are very close. From this analysis we argue that
the network layer MMPs such as FMIPv6 and DMM generally outperforms transport layer
MMPs such as SIGMA in UDN scenario. Such analysis of MMPs can be easily extended
for any kind of applications (e.g., conversational and best effort services) and HEMs by
constructing the comparison matrices consistently.
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Table 6.6: Pairwise comparison matrix for handover blocking rate
(CR = 0.0046 < 0.1)

Criterion: FMIPv6 FMIPv6 SIGMA SIGMA DMM DMM X
Handover blocking rate + Hard + Semisoft + Hard + Semisoft + Hard + Semisoft
FMIPv6+Hard 1 0.11 2 0.83 0.66 0.4 0.41
FMIPv6+Semisoft 9 1 11 7 6 4 3.38
SIGMA+Hard 0.5 0.09 1 0.5 0.4 0.35 0.25
SIGMA+Semisoft 1.2 0.14 2 1 0.9 0.7 0.51
DMM+Hard 1.5 0.16 2.5 1.11 1 0.8 0.61
DMM+Semisoft 2.5 0.25 2.85 1.42 1.25 1 0.81

Table 6.7: Pairwise comparison matrix for handover packet loss
(CR = 0.078 < 0.1)

Criterion: FMIPv6 FMIPv6 SIGMA SIGMA DMM DMM Y
Handover packet loss + Hard + Semisoft + Hard + Semisoft + Hard + Semisoft
FMIPv6+Hard 1 0.55 1.2 0.625 0.5 0.25 0.497
FMIPv6+Semisoft 8 1 10 5 4 2 2.694
SIGMA+Hard 0.83 0.1 1 0.5 0.4 0.2 0.271
SIGMA+Semisoft 1.6 0.2 2 1 0.8 0.4 0.538
DMM+Hard 2 0.25 2.5 1.25 1 0.5 0.673
DMM+Semisoft 4 0.5 5 2.25 2 1 1.323
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Table 6.8: Pairwise comparison matrix for handover latency
(CR = 0.024 < 0.1)

Criterion: FMIPv6 FMIPv6 SIGMA SIGMA DMM DMM Z
Handover packet loss + Hard + Semisoft + Hard + Semisoft + Hard + Semisoft
FMIPv6+Hard 1 0.125 2 1.5 0.5 0.33 0.45
FMIPv6+Semisoft 8 1 11 6 7 3 3.175
SIGMA+Hard 0.5 0.09 1 0.5 0.66 0.25 0.266
SIGMA+Semisoft 0.66 0.16 2 1 1.5 0.5 0.514
DMM+Hard 2 0.14 1.5 0.66 1 0.4 0.483
DMM+Semisoft 3 0.33 4 2 2.5 1 1.106
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Table 6.9: Priority of different options in decreasing order of scores

Options Score
FMIPv6+Semisoft 9.476
DMM+Semisoft 2.896
DMM+Hard 1.804
SIGMA+Semisoft 1.535
FMIPv6+Hard 1.295
SIGMA+Hard 0.7635

6.4 Conclusions

In this chapter, we have analyzed the handover performances of a network layer (FMIPv6),
a transport layer (SIGMA) and a distributed mobility management (DMM) protocol for a
dense deployment scenario of LTE-A HetNet. In this analysis, we explicitly consider
the effect of underlying handover execution mechanisms such as hard and semisoft.
From the results obtained from analyses, we conclude the following:

• Superiority of semisoft over hard is conditional on network traffic load in LTE-A
HetNet. For lightly loaded situation, semisoft handover significantly outper-
forms hard handover. As the traffic load increases, the performance gain of semisoft
over hard shows a decreasing trend.

• Superiority of SIGMA over FMIPv6 is actually conditional on the underlying han-
dover execution mechanisms under dense deployment scenario.

• The performance of DMM is better compared to that of SIGMA irrespective of un-
derlying handover execution mechanism.

• The superiority of DMM over FMIPv6 is conditional on underlying handover exe-
cution mechanism.

Since IP address configuration delay is the principle part of handover latency and the
inclusion of such delay is determined by underlying handover execution mechanism, we
argue that similar observation hold for other mobility management protocols operating
from network layer, transport layer and exhibiting distributed mobility architecture.
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Chapter 7

Conclusions and Future Directions

In this thesis, some analytical frameworks have been developed to analyze the effect of
different system parameters on handover performances in heterogeneous network and
based on such frameworks, some efficient handover algorithms have been proposed.
Our study starts with an analytical framework to investigate the effect of medium ac-
cess control mechanisms, upper layer mobility management protocols and link layer
handover decision metrics on user perceived throughput. This analysis reveals that han-
dover decision metric plays a crucial role in determining user perceived throughput in
all-IP HetNet. Subsequently, we develop two handover decision metrics to deal with
the blackout period in UDN scenario and handover anomaly problem in unlicensed band
communications respectively. We also develop an analytical framework to investigate
the performances of DC in C/U split HetNet. Our analyses reveal the conditional effect
of traffic load density and call arrival rates on the performance gain of DC. Finally, we in-
vestigate the interdependence between handover execution mechanisms and upper layer
MMPs. Based on such analysis, different combinations of MMPs and handover execution
mechanisms have been prioritized using analytic hierarchy process. The significance of
the developed analytical frameworks lies in the fact that these analyses would provide
deeper insight towards service guarantee and system design in HetNet scenario.

In future, we aim to develop energy efficient component carrier selection algorithms
for the newly standardized DC mechanism between LTE-A and new radio (NR). Since,
the transmitting powers of macrocells are much higher compared to that of small cells,
the MTs often can not utilize the offloading capacity of small cell NR base stations. This
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causes load imbalance across the serving cells. Such load imbalance may cause high
queuing delay at the serving macrocell. Moreover, to minimize energy consumption in
DCmode, component carrier allocation per user need to be minimized. Towards this end,
some new component carrier selection algorithms for LTE-NR heterogeneous networks
will be developed. Our goal is to minimize the number of component carrier allocations
considering load balancing across the serving cells.
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DE SINAIS - SBrT2017, 2017.

[18] C. Makaya and S. Pierre. An analytical framework for performance evaluation
of ipv6-based mobility management protocols. IEEE Transactions on Wireless

Communications, 7(3):972–983, 2008.

152



[19] J. Lee, J. Bonnin, I. You, and T. Chung. Comparative handover performance
analysis of ipv6 mobility management protocols. IEEE Transactions on Industrial

Electronics, 60(3):1077–1088, 2013.

[20] K. Kong, W. Lee, Y. Han, M. Shin, and H. You. Mobility management for all-ip
mobile networks: mobile ipv6 vs. proxy mobile ipv6. IEEE Wireless Communi-

cations, 15(2):36–45, 2008.

[21] J. Lee, T. Ernst, and T. Chung. Cost analysis of ip mobility management proto-
cols for consumer mobile devices. IEEE Transactions on Consumer Electronics,
56(2):1010–1017, 2010.

[22] F. Giust, L. Cominardi, and C. J. Bernardos. Distributed mobility management
for future 5g networks: overview and analysis of existing approaches. IEEE Com-

munications Magazine, 53(1):142–149, 2015.

[23] Md. S. Hossain and M. Atiquzzaman. Cost analysis of mobility protocols.
Telecommunication Systems, 52(4):2271–2285, 2013.

[24] A. Mahmoud, A. Al-Helali, M. Abu-Amara, T. Al-Kharobi, and T. Sheltami.
Comparative performance study for integrated 3g/wlan networks using mobile
ip, sip, and m-sctp protocols. In IEEE 71st Vehicular Technology Conference,
pages 1–5, 2010.

[25] Shaojian Fu and Mohammed Atiquzzaman. Survivability evaluation of SIGMA
and mobile IP. Wireless Personal Communication, 43(3):933–944, 2007.

[26] S. Mohanty and I. F. Akyildiz. Performance analysis of handoff techniques based
on mobile ip, tcp-migrate, and sip. IEEE Transactions on Mobile Computing,
6(7):731–747, 2007.

[27] B. Sardar and D. Saha. Performance analysis of basic support protocol (bsp) in
nested network mobility (nenemo). In International Conference on Advances in

Computing, Communications and Informatics (ICACCI), pages 1430–1435, 2013.

[28] A. Kumar and V. Kumar. Optimal association of stations and aps in an ieee 802.11
wlan. In National Communications Conference (NCC), 2005.

153



[29] S. C. Ghosh, R. M. Whitaker, S. M. Allen, and S. Hurley. Dynamic data resolution
to improve the tractability of UMTS network planning. Annals of Operations

Research, 201(1):197–227, 2012.

[30] F. Capozzi, G. Piro, L. A. Grieco, G. Boggia, and P. Camarda. Downlink packet
scheduling in lte cellular networks: Key design issues and a survey. IEEE Com-

munications Surveys Tutorials, 15(2):678–700, 2013.

[31] P. K. Chowdhury, A. S. Reaz, M. Atiquzzaman, and W. Ivancic. Performance
analysis of sinemo: Seamless ip-diversity based network mobility. In IEEE Inter-

national Conference on Communications (ICC), pages 6032–6037, 2007.

[32] M. Laddomada, F. Mesiti, M. Mondin, and F. Daneshgaran. On the through-
put performance of multirate ieee 802.11 networks with variable-loaded stations:
analysis, modeling, and a novel proportional fairness criterion. IEEE Transac-

tions on Wireless Communications, 9(5):1594–1607, 2010.

[33] H. Wang, D. I. Laurenson, and J. Hillston. A general performance evaluation
framework for network selection strategies in 3g-wlan interworking networks.
IEEE Transactions on Mobile Computing, 12(5):868–884, 2013.

[34] R. Ahmad, E. A. Sundararajan, and A. F. Khalifeh. A survey on femtocell han-
dover management in dense heterogeneous 5g networks. Telecommunication Sys-

tems, 75(4):481–507, 2020.

[35] A. Orsino, G. Araniti, A. Molinaro, and A. Iera. Effective rat selection approach
for 5g dense wireless networks. In IEEE 81st Vehicular Technology Conference

(VTC Spring), pages 1–5, 2015.

[36] S. Boumard, I. Harjula, K. Horneman, and H. Hu. Throughput and energy con-
sumption trade-off in traffic splitting in heterogeneous networks with dual con-
nectivity. In 28th IEEE Annual International Symposium on Personal, Indoor,

and Mobile Radio Communications (PIMRC), pages 1–5, 2017.

[37] P. Hsieh, W. Lin, K. Lin, and H. Wei. Dual-connectivity prevenient handover
scheme in control/user-plane split networks. IEEE Transactions on Vehicular

Technology, 67(4):3545–3560, 2018.

154



[38] C. Cano, D. Lopez-Perez, H. Claussen, and D. J. Leith. Using lte in unlicensed
bands: Potential benefits and coexistence issues. IEEE Communications Maga-

zine, 54(12):116–123, 2016.

[39] Z. Guan and T. Melodia. Cu-lte: Spectrally-efficient and fair coexistence between
lte and wi-fi in unlicensed bands. In 35th Annual IEEE International Conference

on Computer Communications (INFOCOM), pages 1–9, 2016.

[40] A. Habbal, S. I. Goudar, and S. Hassan. Context-aware radio access technology
selection in 5g ultra dense networks. IEEE Access, 5:6636–6648, 2017.

[41] F. Bouali, K. Moessner, and M. Fitch. A context-aware user-driven framework
for network selection in 5g multi-rat environments. In IEEE 84th Vehicular Tech-

nology Conference (VTC-Fall), pages 1–7, 2016.

[42] A. Kaloxylos, S. Barmpounakis, P. Spapis, and N. Alonistioti. An efficient rat
selection mechanism for 5g cellular networks. In International Wireless Commu-

nications and Mobile Computing Conference (IWCMC), pages 942–947, 2014.

[43] X. Wang, M. Xiao, J. Yi, C. Feng, and F. Jiang. On the performance analysis
of downlink heterogeneous networks with dual connectivity. In 8th International

Conference on Wireless Communications Signal Processing (WCSP), pages 1–6,
2016.

[44] L. Yan, X. Fang, and Y. Fang. A novel network architecture for c/u-plane stag-
gered handover in 5g decoupled heterogeneous railway wireless systems. IEEE

Transactions on Intelligent Transportation Systems, 18(12):3350–3362, 2017.

[45] J. Zhao, Y. Liu, Y. Gong, C. Wang, and L. Fan. A dual-link soft handover scheme
for c/u plane split network in high-speed railway. IEEE Access, 6:12473–12482,
2018.

[46] C. J. Bernardos, A. Oliva, and F. Giust. A pmipv6-based solution for distributed
mobility management. In IETF Draft, draft-bernardos-dmm-pmip-09, 2017.

[47] S. K. Ghosh and S. C. Ghosh. An analytical framework for throughput analysis of
real time applications in all-ip networks. In IEEE 31st International Conference

155



on Advanced Information Networking and Applications (AINA), pages 508–515,
2017.

[48] L. Ma, F. R. Yu, and V. C. M. Leung. Performance improvements of mobile sctp
in integrated heterogeneous wireless networks. IEEE Transactions on Wireless

Communications, 6(10):3567–3577, 2007.

[49] X. Wang, T. Q. S. Quek, M. Sheng, and J. Li. Throughput and fairness anal-
ysis of wi-fi and lte-u in unlicensed band. IEEE Journal on Selected Areas in

Communications, 35(1):63–78, 2017.

[50] D. Liu, L. Wang, Y. Chen, M. Elkashlan, K. Wong, R. Schober, and L. Hanzo.
User association in 5g networks: A survey and an outlook. IEEE Communications

Surveys Tutorials, 18(2):1018–1044, 2016.

[51] B. Chang and J. Chen. Cross-layer-based adaptive vertical handoff with predic-
tive rss in heterogeneous wireless networks. IEEE Transactions on Vehicular

Technology, 57(6):3679–3692, 2008.

[52] J. Chen, Z. Wei, Y. Wang, L. Sang, and D. Yang. A service-adaptive multi-criteria
vertical handoff algorithm in heterogeneous wireless networks. In IEEE 23rd

International Symposium on Personal, Indoor and Mobile Radio Communications

(PIMRC), pages 899–904, 2012.

[53] H. Zhou, S. Mao, and P. Agrawal. Approximation algorithms for cell association
and scheduling in femtocell networks. IEEE Transactions on Emerging Topics in

Computing, 3(3):432–443, 2015.

[54] S. K. Ghosh and S. C. Ghosh. A goodness based vertical handoff algorithm for
heterogeneous networks. In 14th IFIP Wired/Wireless Internet Communications,
pages 254–267, 2016.

[55] A. Nazari, P. Branch, J. But, and H. L. Vu. Conservative soft handoff for hetero-
geneous wireless networks. In IEEE Wireless Communication and Networking

Conference, pages 1–6, 2010.

156



[56] C. Rosa, K. I. Pedersen, H. Wang, P. Michaelsen, S. Barbera, E. Malkamäki,
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