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Chapter 1

Introduction

In this thesis, by a measure µ on some locally compact Hausdorff space we will always mean

a complex Borel measure or a signed Borel measure such that the total variation |µ| is locally

finite, that is, |µ|(K) is finite for all compact sets K. It is well-known that if µ is such a

measure on some second countable, locally compact Hausdorff space then |µ| is regular (see

[Rud87, Theorem 2.18]). As we will always work with measures on some second countable,

locally compact Hausdorff space, we will always assume, without loss of generality, that the

total variation of a measure is regular. If µ(E) is nonnegative for all Borel measurable sets E

then µ will be called a positive measure. Our motivation is certain classical results of Fatou

and their converse which relates various differentiability properties of µ at a boundary point

x0 ∈ Rn, with various types of boundary behavior of the Poisson integral P [µ] of the measure

µ at x0.

Definition 1.0.1. Given a measure µ on Rn, the symmetric derivative Dsymµ(x0) of µ at a

point x0 ∈ Rn, is given by the limit

Dsymµ(x0) = lim
r→0

µ(B(x0, r))
m(B(x0, r))

, (1.0.1)

provided the limit exists. Here,

B(x, r) = {ξ ∈ Rn | ‖x− ξ‖ < r},

1



2 Chapter 1. Introduction

is the open ball of radius r > 0, with center at x ∈ Rn, with respect to the Euclidean metric

and m denotes the Lebesgue measure on Rn.

Given a measure µ on Rn, its Poisson integral P [µ] is given by the convolution

P [µ](x, y) =
∫
Rn
P (x− ξ, y) dµ(ξ), (1.0.2)

whenever the integral above converges absolutely for (x, y) ∈ Rn+1
+ . Here, the kernel P (x, y)

is the standard Poisson kernel of Rn+1
+ and is given by the formula

P (x, y) = cn
y

(y2 + ‖x‖2)n+1
2
, (x, y) ∈ Rn+1

+ , (1.0.3)

where cn = π−(n+1)/2Γ
(
n+1

2

)
. It is known that if the integral above converges absolutely

for some (x0, y0) ∈ Rn+1
+ , then it converges absolutely for all other points in Rn+1

+ . This

observation follows from the following limiting behavior (see (2.2.11)).

lim
‖ξ‖→∞

(
y2

0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2

)n+1
2

= 1, for any given (x1, y1) ∈ Rn+1
+ .

Moreover, P [µ] defines a harmonic function in Rn+1
+ . For a function f ∈ Lr(Rn), r ∈ [1,∞],

its Poisson integral is defined analogously and is denoted by Pf . So, Pf is the Poisson

integral of the measure µ, where dµ = f dm.

For a complex-valued function φ on Rn, we define

φt(x) = t−nφ
(
x

t

)
, x ∈ Rn, t ∈ (0,∞). (1.0.4)

It then follows that

P (x, y) = Py(x), P(x) = cn

(1 + ‖x‖2)n+1
2
, x ∈ Rn, y ∈ (0,∞), (1.0.5)

with ‖P‖L1(Rn) = 1. We say that the Poisson integral P [µ] of a measure µ is well-defined if

∫
Rn

1
(1 + ‖ξ‖2)n+1

2
d|µ|(ξ) <∞.
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Our starting point is the following well-known result which was proved by Fatou [Fat06] in

the case n = 1.

Theorem 1.0.2. Suppose µ is a measure with well-defined Poisson integral P [µ]. If there

exists x0 ∈ Rn, L ∈ C, such that

Dsymµ(x0) = L,

then

lim
y→0

P [µ](x0, y) = L.

It is important to note here that the theorem above concerns existence of limits at a single

point x0 ∈ Rn, and has nothing to do with almost everywhere existence of the above limits.

Fatou’s theorem were later generalized in various directions. One such generalization was

obtained by Saeki [Sae96], which generalizes the result of Fatou for more general approximate

identities like {φt}. The detailed version of Saeki’s result is as follows. We recall that a

function φ : Rn → C, is a radial function if

φ(x) = φ(ξ), whenever ‖x‖ = ‖ξ‖.

For a radial function φ : Rn → C, we will occasionally interpret φ as a function on [0,∞), in

the following way.

φ(r) = φ(x), whenever r = ‖x‖, x ∈ Rn.

Also, a function ψ : Rn → R, is said to be radially decreasing if

ψ(x) ≥ ψ(ξ), whenever ‖x‖ ≤ ‖ξ‖.

In this thesis, we will always assume that if ψ : Rn → [0,∞), is a nonzero radially decreasing

function, then ψ is bounded by ψ(0) ∈ (0,∞). More precisely,

ψ(x) ≤ ψ(0), for all x ∈ Rn.

We now define a notion called comparison condition which will be used several times in the

latter part of this thesis.
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Definition 1.0.3. We say that a function φ : Rn → (0,∞), satisfies the comparison condition

if

sup
{
φt(x)
φ(x) | t ∈ (0, 1), ‖x‖ > 1

}
<∞. (1.0.6)

For examples of functions satisfying the comparison condition (1.0.6), we refer the reader

to Example 2.1.2.

Given a measure µ and a complex-valued function φ on Rn, we define the convolution

integral φ[µ](x, t) by

φ[µ](x, t) = µ ∗ φt(x) =
∫
Rn
φt(x− ξ) dµ(ξ), (1.0.7)

whenever the integral converges absolutely for (x, t) ∈ Rn+1
+ .

Remark 1.0.4. It was proved in [Sae96, P. 137] that if µ is a measure on Rn, and φ is

a nonnegative, radially decreasing function on Rn, then finiteness of |µ| ∗ φt0(x0), for some

(x0, t0) ∈ Rn, implies the finiteness of |µ| ∗ φt(x) for all (x, t) ∈ Rn × (0, t0). In this case,

we say that φ[µ] is well-defined in Rn × (0, t0). We note that if |µ|(Rn) is finite then φ[µ] is

well-defined in Rn+1
+ .

The importance of the condition (1.0.6) stems from the following theorem (see [Sae96,

Theorem 1.1]) which generalizes Theorem 1.0.2 for more general kernels.

Theorem 1.0.5. Suppose that φ : Rn → (0,∞), satisfies the following conditions:

1) φ is radial, radially decreasing function with ‖φ‖L1(Rn) = 1.

2) φ satisfies the comparison condition (1.0.6).

Suppose µ is a measure on Rn such that |µ| ∗ φt0(x1) is finite for some t0 ∈ (0,∞), and

x1 ∈ Rn. If for some x0 ∈ Rn, and L ∈ C, we have Dsymµ(x0) = L, then

lim
t→0

µ ∗ φt(x0) = L. (1.0.8)

It was also shown in [Sae96, Remark 1.6] that the theorem above fails in the absence of

the comparison condition (1.0.6).
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For us, the main concern of Chapter 2 is the following classical question regarding the

converse implication of Theorem 1.0.2.

Question: Given a measure µ on Rn, with well-defined Poisson integral P [µ], and x0 ∈ Rn,

L ∈ C, is it true that

lim
y→0

P [µ](x0, y) = L,

implies that

Dsymµ(x0) = L ?

In [Loo43, P.246], for n = 1, Loomis had shown by an example that in general, the answer

to the question above is negative. However, Loomis also proved in the same paper that the

converse of Theorem 1.0.2 does hold true for n = 1, if the measure µ is assumed to be positive

(see [Loo43, P.239-240]). Rudin generalized the result of Loomis for dimension n > 1.

Theorem 1.0.6 ([Rud78, Theorem A]). Suppose µ is a positive measure on Rn with well-

defined Poisson integral P [µ]. If there exists x0 ∈ Rn, and L ∈ [0,∞), such that

lim
y→0

P [µ](x0, y) = L,

then Dsymµ(x0) = L.

According to Rudin, the theorem above is a Tauberian theorem with positivity of µ being

the Tauberain condition. The proof of this theorem, given in [Rud78], depends heavily on

Wiener’s Tauberian theorem for the multiplicative group (0,∞). In [RU88, Theorem 2.3], a

different proof of this theorem without using Wiener’s Tauberian theorem was given. But this

proof crucially uses the fact that P [µ] is a harmonic function in Rn+1
+ . However, it will be too

simplistic to think that Theorem 1.0.6 is valid only for harmonic functions. In fact, Gehring

[Geh60, Theorem 4] proves a similar result for positive solution of the heat equation in one

dimension. Later, Watson [Wat77, Theorem 4] generalized the result of Gehring for higher

dimensions. In [Khe94, Theorem 3], it has been shown that results analogous to Theorem

1.0.6 hold true for positive eigenfunctions of the Laplacian in Rn+1
+ . We refer the reader to

[CD99, Dub04, Geh57, Log15] for related results. This motivated us to ask the following

question:
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Question: Can one find a necessary and sufficient condition on φ : Rn → (0,∞), satisfying

the conditions 1) and 2) of Theorem 1.0.5, which ensures that

lim
t→0

µ ∗ φt(x0) = L,

implies Dsymµ(x0) = L, whenever µ is a positive measure?

This question is being answered in Chapter 2. The main result proved in Chapter 2 is

Theorem 2.1.3 which provides a necessary and sufficient condition on the function φ (as in

Theorem 1.0.5), under which a result analogous to Theorem 1.0.6 holds. We will then use this

theorem (Theorem 2.1.3) to prove a result analogous to Theorem 1.0.6 for certain positive

eigenfunctions of the Laplace-Beltrami operator on real Hyperbolic spaces.

So far, we have restricted our discussion only to the existence of the vertical limit of the

Poisson integral P [µ] and the symmetric derivative of the measure µ. We will now shift our

focus to the nontangential convergence of Poisson integral. We need the following definitions

to proceed further.

Definition 1.0.7 ([SW71, P.62]). i) For x0 ∈ Rn, and α ∈ (0,∞), we define the conical

region S(x0, α) with vertex at x0 and aperture α by

S(x0, α) = {(x, y) ∈ Rn+1
+ | ‖x− x0‖ < αy}.

ii) A complex-valued function u defined on Rn+1
+ , is said to have nontangential limit L ∈ C,

at x0 ∈ Rn, if, for every α ∈ (0,∞),

lim
(x,y)→(x0,0)
(x,y)∈S(x0,α)

u(x, y) = L.

Let β : R → C, be such that β = ∑4
j=1 εjβj, where each βj is increasing and right-

continuous on R, and εj are ±1 or ±i and let µβ be the Lebesgue-Stieltjes measure on R,

induced by β. In other words,

µβ ((a, b]) = β(b)− β(a), a, b ∈ R, a < b. (1.0.9)
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We refer to [SS05, P.281-284] for detailed discussion on Lebesgue-Stieltjes measure. In his

paper [Fat06], Fatou also considered the nontangential convergence of Poisson integrals of

Lebesgue-Stieltjes measures and proved the following.

Theorem 1.0.8. Suppose that P [µβ] is well-defined in R2
+, where β and µβ are as above. If

β is differentiable at some x0 ∈ R, then P [µβ] has nontangential limit β′(x0) at x0.

As shown by Loomis [Loo43, P.246], converse of Theorem 1.0.8 fails in general. However,

Loomis also proved in the same paper that the converse does hold true if β is a real-valued

increasing function on R (see [Loo43, Theorem 1]). It is well-known that for a positive measure

µ on R, its distribution function F : R→ R, given by

F (x) = µ ((0, x]) , x > 0; F (x) = −µ ((x, 0]) , x < 0; F (0) = 0,

is right-continuous and increasing. Moreover, µF = µ, where µF is defined according to

(1.0.9). The reason for discussing Lebesgue-Stieltjes measures is that they are related to

characterization of a large class of harmonic functions in R2
+. In fact, characterization of

positive harmonic functions in R2
+, due to Loomis and Widder says the following:

Theorem 1.0.9 ([LW42, Theorem 4, P.645]). If u is a positive harmonic function in R2
+,

then there exists a right-continuous and increasing function β defined on R (unique up to an

additive constant) and a nonnegative constant C such that

u(x, y) = Cy + P [µβ](x, y), (x, y) ∈ R2
+, (1.0.10)

where µβ is the Lebesgue-Stieltjes measure induced by β.

We are now ready to present Loomis’s result.

Theorem 1.0.10 ([Loo43, Theorem 1]). Suppose that u is a positive harmonic function in

R2
+, x0 ∈ R, L ∈ [0,∞), and that β as in (1.0.10). If for two distinct real numbers α1, α2

lim
y→0

u(x0 + α1y, y) = L = lim
y→0

u(x0 + α2y, y),

then β′(x0) = L.
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In order to extend Theorem 1.0.8 and Theorem 1.0.10 in higher dimensions, one needs to

generalize the notion of derivative of the distribution function of a measure defined on R. It is

not hard to see that symmetric derivative of measure is not a right candidate for this purpose.

Indeed, we consider the measure dµ = χ[0,1] dm. Then for all r ∈ (0, 1),

µ((−r, r))
m((−r, r)) = 1

2r

∫ r

−r
χ[0,1] dm = 1

2r

∫ r

0
dm = 1

2 .

This shows that the symmetric derivative of µ at 0, Dsymµ(0), equals to 1/2. On the other

hand, the distribution function F of µ is given by

F (x) = xχ[0,1](x) + χ(1,∞)(x), x ∈ R,

which is not differentiable at zero. The correct generalization of derivative, in this context,

turns out to be the notion of strong derivative of a measure introduced by Ramey and Ullrich.

Definition 1.0.11 ([RU88, P.208]). Given a measure µ on Rn, we say that µ has strong

derivative L ∈ C, at x0 ∈ Rn, if

lim
r→0

µ(x0 + rB)
m(rB) = L,

holds for every open ball B ⊂ Rn, where rB = {rx | x ∈ B}, r > 0. The strong derivative

of µ at x0, if it exists, is denoted by Dµ(x0).

We note that for a measure µ, ifDµ(x0) = L, thenDsymµ(x0) is also equal to L. However,

the converse is not true. To see this, we refer the reader to Remark 3.1.3, where we have

given an example of a measure µ on R such that Dsymµ(0) = 1/2, but the strong derivative

of µ fails to exist at 0. We also refer the reader to Theorem 3.1.4, where the relation between

strong derivative and derivative has been explained. In fact, we have shown in Theorem 3.1.4

that a measure µ on R has strong derivative L at some x0 ∈ R if and only if its distribution

function has derivative L at x0.

The relation between the strong derivative and the nontangential convergence of the Pois-

son integral was first established by Ramey and Ullrich [RU88]. In the following we present the

result of Ramey and Ullrich. Much of our work in this thesis will revolve around this theorem.

Ramey and Ullrich proved their results for positive harmonic functions. Positive harmonic



Chapter 1. Introduction 9

functions in the upper half-space Rn+1
+ , are essentially characterized by Poisson integral of

positive measures defined on Rn. In fact, the following higher dimensional analogue of the

aforementioned result of Loomis and Widder (Theorem 1.0.9) is known.

Theorem 1.0.12 ([ABR01, Theorem 7.26]). If u is a positive harmonic function in Rn+1
+ ,

then there exists a unique positive measure µ (known as the boundary measure of u) on Rn,

and a nonnegative constant C such that

u(x, y) = Cy + P [µ](x, y), (x, y) ∈ Rn+1
+ .

We are now ready to present the result of Ramey and Ullrich.

Theorem 1.0.13 ([RU88, Theorem 2.2]). Suppose that u is positive and harmonic in Rn+1
+ ,

with boundary measure µ and that L ∈ [0,∞), x0 ∈ Rn. Then the following statements are

equivalent:

i) u has nontangential limit L at x0 ∈ Rn.

ii) There exists a positive number α such that

lim
(x,y)→(x0,0)
(x,y)∈S(x0,α)

u(x, y) = L.

iii) µ has strong derivative L at x0.

A generalization of this theorem has been proved by Logunov [Log15, Theorem 10] for

positive solutions of a more general class of second order uniformly elliptic operators on Rn+1
+

containing the Laplacian. Theorem 1.0.13 has also been extended for a more general classes

of measures in [BC90, RU88]. However, in this thesis we will restrict ourselves only to positive

measures.

Inspired by the works of Fatou and Loomis, Gehring [Geh60], initiated the study of Fatou-

type theorems and their converse for solutions of the heat equation in R2
+. The heat equation

in Rn+1
+ is given by

∆u(x, t) = ∂

∂t
u(x, t), (x, t) ∈ Rn+1

+ ,
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where ∆ = ∑n
j=1

∂2

∂x2
j
, is the Laplacian of Rn. We recall that the fundamental solution of

the heat equation in the Euclidean upper half-space Rn+1
+ , is known as the Gauss-Weierstrass

kernel or the heat kernel of Rn, and is given by

W (x, t) = (4πt)−n2 e−
‖x‖2

4t , (x, t) ∈ Rn+1
+ . (1.0.11)

We observe that

W (x, t) = w√t(x), w(x) = (4π)−n2 e−
‖x‖2

4 , x ∈ Rn, t > 0. (1.0.12)

In the literature, w√t is also denoted by ht. The Gauss-Weierstrass integral of a measure µ

on Rn, is given by the convolution

W [µ](x, t) = µ ∗ w√t(x) =
∫
Rn
W (x− y, t) dµ(y), (1.0.13)

whenever the integral above converges absolutely for (x, t) ∈ Rn+1
+ . As in the case of Poisson

integral of measures, it is known that [Wat12, Theorem 4.4], ifW [|µ|](x0, t0) is finite at some

point (x0, t0) ∈ Rn+1
+ , then W [|µ|](x, t) is also finite for all (x, t) ∈ Rn× (0, t0). In this case,

we say that W [µ] is well-defined in Rn × (0, t0). Moreover, W [µ] is a solution of the heat

equation in the strip Rn × (0, t0). Widder proved that positive solutions of the heat equation

in R2
+, have the similar characterization as positive harmonic functions in R2

+.

Theorem 1.0.14 ([Wid44, Theorem 6]). If u is a positive solution of the heat equation in

R2
+, then there exists a right-continuous, increasing function β defined on R (unique up to

an additive constant) such that

u(x, t) = W [µβ](x, t) =
∫
R
W (x− ξ, t) dµβ(ξ), x ∈ R, t ∈ (0,∞), (1.0.14)

where µβ is the Lebesgue-Stieltjes measure induced by β.

The natural approach regions to consider for studying boundary behavior of solutions of

heat equation in Rn+1
+ , are the parabolic regions.
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Definition 1.0.15. i) For α ∈ (0,∞), we define the parabolic region P(x0, α) with vertex

at x0 ∈ Rn and aperture α by

P(x0, α) = {(x, t) ∈ Rn+1
+ | ‖x− x0‖2 < αt}. (1.0.15)

ii) A complex-valued function u defined on Rn+1
+ , is said to have parabolic limit L ∈ C, at

x0 ∈ Rn, if, for every α ∈ (0,∞),

lim
(x,t)→(x0,0)
(x,t)∈P(x0,α)

u(x, t) = L.

The following are the analogues of results of Fatou and Loomis for solutions of the heat

equations in R2
+ due to Gehring.

Theorem 1.0.16 ([Geh60, Theorem 2, Theorem 5]). i) Suppose thatW [µβ] is well-defined

in R2
+, where β and µβ are as in Theorem 1.0.8. If β is differentiable at some x0 ∈ R,

then W [µβ] has parabolic limit β′(x0) at x0.

ii) Suppose that u is a positive solution of the heat equation in R2
+, with β as in Theorem

1.0.14 and that x0 ∈ R, L ∈ [0,∞). If for two distinct real numbers α1, α2

lim
t→0

u(x0 + α1
√
t, t) = L = lim

t→0
u(x0 + α2

√
t, t),

then β′(x0) = L.

There are two kinds of results related to the result of Ramey and Ullrich (Theorem 1.0.13)

which will be proved in this thesis. Results of the first kind proved in Chapter 3, and 4,

revolve around the parabolic convergence of the positive solutions of the heat equation in

Rn × (0,∞), and in G × (0,∞), where G stands for certain nilpotent Lie groups known

as stratified Lie groups. In chapter 3, we will use the idea of Theorem 1.0.13 to prove

higher dimensional analogue of the results of Gehring (Theorem 1.0.16) regarding parabolic

convergence of positive solution of the heat equation in Rn+1
+ (see Theorem 3.3.2). In Chapter

4, Theorem 3.3.2 will be further generalized for positive solutions of the heat equation on

stratified Lie groups.
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Result of the second kind deals with certain Riemannian manifolds called Harmonic NA

groups (also known as Damek-Ricci spaces) which generalizes the Euclidean upper half-space.

Our result will deal with the relationship between admissible convergence (in the sense of

Korányi [KP76, P.158]) of certain positive eigenfunctions of the Laplace-Beltrami operator

(including positive harmonic functions), on these spaces and the strong derivative of a measure

on the boundary, which is a group of Heisenberg type. This result extends the theorem

of Ramey and Ullrich (Theorem 1.0.13) to a more general class of spaces which includes

Riemannian symmetric spaces of noncompact type with real rank one. We will discuss this

result in Chapter 6.

To proceed further, we need some more definitions.

Definition 1.0.17. Given a measure µ on Rn, we consider the following sets.

i) A point x0 ∈ Rn, is called a Lebesgue point of a measure µ on Rn, if there exists L ∈ C,

such that

lim
r→0

|µ− Lm|(B(x0, r))
m(B(0, r)) = 0.

The set of all of Lebesgue points of a measure µ is called the Lebesgue set of µ and is

denoted by Ln(µ).

ii) A point x0 ∈ Rn, is called a σ-point of µ if there exists L ∈ C satisfying the following:

for each ε > 0, there exists δ > 0 such that

|(µ− Lm)(B(x, r))| < ε(‖x− x0‖+ r)n,

whenever ‖x−x0‖ < δ, and r ∈ (0, δ). In this case, we will denote the complex number

L by Dσµ(x0). The set of all σ-points is called the σ-set of µ and is denoted by Σn(µ).

iii) Sn(µ) = {x0 ∈ Rn | the strong derivative of µ exists at x0}.

It can be shown that Ln(µ) includes almost all points of Rn, and that

Ln(µ) ⊂ Σn(µ),

for a measure µ on Rn. The set Ln(µ) was introduced by Saeki [Sae96, P.135] generalizing

the notion of Lebesgue point of a locally integrable function. As has been mentioned already,
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the set Sn(µ) was defined by Ramey and Ullrich [RU88, P.208]. The set Σn(µ) was defined

by Shapiro [Sha06, P.3182] for locally integrable functions and for measures it was defined in

[Sar21b, Definition 2.1].

We again look back at the theorem of Fatou (Theorem 1.0.8) regarding nontangential

convergence of Poisson integral of measures. According to the result of Ramey and Ullrich

(Theorem 1.0.13), if µ is a positive measure then the nontangential convergence of its Poisson

integral P [µ] takes place precisely at the points of Sn(µ). However, the same is not known

about measures (not necessarily positive) with well-defined Poisson integrals. In [Sha06,

Theorem 1], Shapiro proved that if dµ = f dm, for some f ∈ Lp(Rn), 1 ≤ p ≤ ∞, then P [µ]

has nontangential limit at all points of Σn(µ). Shapiro also gave an example of a function

f ∈ Lp(R2), for all 1 ≤ p ≤ ∞, such that the origin is a σ-point of f but not a Lebesgue

point. In Chapter 5, we will define the notion of Lebesgue points and σ-points of a measure

on a stratified Lie group and prove an analogue of Shapiro’s result. When we specialize to

the Euclidean space, our results include the following.

i) For a measure µ on Rn, the following set containment holds.

Ln(µ) ⊆ Σn(µ) ⊆ Sn(µ).

In one dimension, the following equality holds.

Σ1(µ) = S1(µ).

ii) Nontangential convergence of the convolution integral φ[µ] takes place on the set Σn(µ)

for a fairly general class of radial kernels containing the Poisson kernel. This extends

the result of Shapiro [Sha06, Theorem 1].

In the same chapter, we shall construct a measure on the Heisenberg group such that the set

of all Lebesgue points of the measure is strictly contained in that of all σ-points. A result

analogous to ii) above was proved in [EH06, Theorem 3.4]. However, by means of an example,

we shall show that our result does not follow from that of [EH06, Theorem 3.4].
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The last result we will be discussing in this thesis was proved by Repnikov and Eidelman

[RE66, RE67] regarding large time behavior of certain solutions of the heat equation. They

proved, among other things, the following result.

Theorem 1.0.18 ([RE66, Theorem 1]). Let f ∈ L∞(Rn), x0 ∈ Rn, L ∈ C. Then

lim
r→∞

1
m(B(x0, r))

∫
B(x0,r)

f(x) dm(x) = L, (1.0.16)

if and only if

lim
t→∞

f ∗ w√t(x0) = L, (1.0.17)

where w√t(x) is the heat kernel of Rn (see 1.0.12).

We will extend the above theorem for two different approximate identities {φt} and {ψt}

(see Theorem 2.1.14). Precisely, we will find a set of sufficient conditions on the function φ

such that for f ∈ L∞(Rn), x0 ∈ Rn and L ∈ C

lim
t→∞

f ∗ φt(x0) = L,

implies that

lim
t→∞

f ∗ ψt(x0) = L,

for all radial function ψ ∈ L1(Rn) satisfying

∫
Rn
ψ(x) dm(x) = 1.

We will further show that one of these conditions is also necessary. We will then use this result

to prove a theorem analogous to Theorem 1.0.18 regarding asymptotic behavior of certain

eigenfunctions of the Laplace-Beltrami operator on real hyperbolic spaces (see Corollary 2.2.6

in Chapter 2). As such there does not exist any connection between Theorem 1.0.6 and

Theorem 1.0.18, at least in this generality, apart from the fact that they seem complementary

to each other in some sense. However, from our viewpoint, the main reason for including

both these results in the same chapter (Chapter 2) is the fact that proof of both these results

depend crucially on the Wiener Tauberian theorem for the multiplicative group (0,∞).
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We now describe the chapterwise content of the thesis.

Chapter 2: Theorem 2.1.3 extends the result of Rudin (Theorem 1.0.6) for a fairly general

class of radial kernels containing the Poisson kernel. Necessity of these conditions has been

discussed in Example 2.1.9. Our next result, Theorem 2.1.14, extends the result of Repnikov

and Eidelman (Theorem 1.0.18) for a suitable class of approximate identities satisfying certain

conditions. Example 2.1.16 discusses necessity of these conditions. We have then used

Theorem 2.1.3 to prove a result analogous to Theorem 1.0.6 for certain positive eigenfunctions

of the Laplace-Beltrami operator on real hyperbolic spaces Hn, n ≥ 2 (see Theorem 2.2.4).

Analogue of Theorem 1.0.18 for certain eigenfunctions of the Laplace-Beltrami operator on

real hyperbolic spaces Hn have also been proved in this chapter (see Theorem 2.2.6). Results

of these chapter have appeared in [Sar].

Chapter 3: In this chapter, our main result is Theorem 3.3.2, which extends the re-

sult of Gehring (Theorem 1.0.16) in Euclidean upper half-spaces Rn+1
+ , regarding parabolic

convergence of positive solutions of the heat equation. This result has appeared in [Sar21c].

Chapter 4: Our aim, in this chapter, is to prove a variant of Theorem 1.0.16, for positive

solutions of the heat equation on stratified Lie groups. This result can also be viewed as a

generalization of Theorem 3.3.2. After discussing necessary prerequisite regarding the analysis

on these groups, we prove our main theorem which is Theorem 4.4.2.

Chapter 5: The main result of this chapter is Theorem 5.2.12, which generalizes Shapiro’s

theorem (Theorem 5.1.2) for a fairly general class of radial kernels as well as for measures.

One of our result of this chapter, in particular, shows the relationship between the sets Ln(µ),

Σn(µ), Sn(µ) (see Definition 1.0.17), for a measure µ on Rn.

Chapter 6: In this chapter, we prove an analogue of Theorem 1.0.13 for certain positive

eigenfunctions of the Laplace-Beltrami operator on Harmonic NA groups. Our main result in

this chapter is Theorem 6.4.2.





Chapter 2

Generalization of a theorem of Loomis

and Rudin

In this chapter, we generalize the result of Loomis and Rudin (Theorem 1.0.6), to show that

analogous result remain valid for more general convolution integrals other than the Poisson

integral. We will then apply this result to prove a result regarding boundary behavior of certain

positive eigenfunctions of the Laplace-Beltrami operator on real hyperbolic spaces Hn, n ≥ 2.

Our other aim, in this chapter, is to prove a generalization of the result of Repnikov and

Eidelman (Theorem 1.0.18) regarding large time behavior of bounded solution of the heat

equation. We will then use this result to prove a result regarding asymptotic behavior of

certain eigenfunctions of the Laplace-Beltrami operator on real hyperbolic spaces Hn. The

main results of this chapter are Theorem 2.1.3, Theorem 2.1.14, Theorem 2.2.4, and Theorem

2.2.6.

2.1 The Euclidean spaces

We recall that for a measure µ on Rn and a complex-valued function φ on Rn, we have defined

the convolution integral φ[µ] by

φ[µ](x, t) = µ ∗ φt(x) =
∫
Rn
φt(x− ξ) dµ(ξ),

17



18 Chapter 2. Generalization of a theorem of Loomis and Rudin

whenever the integral converges absolutely for (x, t) ∈ Rn+1
+ . Here,

φt(x) = t−nφ
(
x

t

)
, x ∈ Rn, t ∈ (0,∞).

We say that the convolution integral φ[µ] is well-defined in E ⊆ Rn+1
+ , if the integral above

converges absolutely for all (x, t) ∈ E. It is well-known that if φ ∈ L1(Rn), with

∫
Rn
φ(x) dm(x) = 1,

then {φt | t ∈ (0,∞)} is an approximate identity [SW71, Theorem 1.18], where m is the

Lebesgue measure on Rn. Throughout this chapter, whenever an integral is involved, we will

write dx instead of dm(x) and hope that it will not create any confusion.

Remark 2.1.1. As we have already mentioned, it was proved in [Sae96, P. 137] that if φ is

a nonnegative, radially decreasing function on Rn then finiteness of |µ| ∗ φt0(x0), for some

(x0, t0) ∈ Rn+1
+ , implies the finiteness of |µ| ∗ φt(x) for all (x, t) ∈ Rn × (0, t0), that is, φ[µ]

is well-defined in Rn× (0, t0). Note that if |µ|(Rn) is finite, then φ[µ] is well-defined in Rn+1
+ .

In Saeki’s theorem (Theorem 1.0.5), which generalize Fatou’s theorem (Theorem 1.0.2)

for an approximate identity {φt | t ∈ (0,∞)}, it is necessary for φ to satisfy the comparison

condition (1.0.6).

Example 2.1.2. The following are some simple examples of functions which satisfy the con-

dition (1.0.6).

i) For α ∈ [n/2,∞), and κ ∈ [0,∞), we define

K(x) = 1
(1 + ‖x‖2)α log(2 + ‖x‖κ) , x ∈ Rn.

We have for t ∈ (0, 1), and ‖x‖ > 1,

Kt(x)
K(x) = t−n

t2α(1 + ‖x‖2)α log(2 + ‖x‖κ)
(t2 + ‖x‖2)α log

(
2 + ‖x‖κ

tκ

)
≤ t2α−n

(1 + ‖x‖2)α log(2 + ‖x‖κ)
‖x‖2α log (2 + ‖x‖κ)

≤ t2α−n
(

1 + 1
‖x‖2

)α
.
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This shows that K satisfies the comparison condition (1.0.6). In fact, in case of α >

n/2, we have the following stronger result.

lim
t→0

Kt(x)
K(x) = 0,

uniformly for x ∈ B(0, ε)c, for any ε > 0. In particular, taking α = n+1
2 , κ = 0, we see

that

P(x) = Γ((n+ 1)/2)
π(n+1)/2 (1 + ‖x‖2)−

n+1
2 , x ∈ Rn

satisfies the comparison condition (1.0.6).

ii) For positive real numbers α and β, we define

G(x) = e−α‖x‖
β

, x ∈ Rn.

For t ∈ (0, 1), and ‖x‖ > 1,

Gt(x)
G(x) = t−ne−α(

1
tβ
−1)‖x‖β ≤ t−ne−α(

1
tβ
−1) = eαt−ne−

α

tβ .

Taking limit as t→ 0, we get

lim
t→0

Gt(x)
G(x) = 0,

uniformly for x ∈ Rn \ B(0, 1). Thus, G satisfies the comparison condition (1.0.6). In

particular, the Gaussian

w(x) = (4π)−n2 e−
‖x‖2

4 , x ∈ Rn

satisfies the comparison condition (1.0.6).

We recall that the symmetric derivative of a measure µ on Rn, at a point x0 ∈ Rn, is

defined as

Dsymµ(x0) = lim
r→0

µ(B(x0, r))
m(B(x0, r))

,

whenever the limit exists. Here, B(x0, r) = {x ∈ Rn | ‖x − x0‖ < r} is the open ball of

radius r with center at x0 with respect to the Euclidean metric. We are now in a position to
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present the our first result of this chapter, which generalizes the result of Loomis and Rudin

(Theorem 1.0.6).

Theorem 2.1.3. Suppose φ : Rn → (0,∞), satisfies the following conditions:

1) φ is radial, radially decreasing measurable function with ‖φ‖L1(Rn) = 1.

2) φ satisfies the comparison condition (1.0.6).

3) For all y ∈ R, ∫
Rn
φ(x)‖x‖iy dx 6= 0. (2.1.1)

Suppose µ is a positive measure on Rn, such that µ ∗ φt0(0) is finite for some t0 ∈ (0,∞). If

for some x0 ∈ Rn, and L ∈ [0,∞)

lim
t→0

µ ∗ φt(x0) = L,

then Dsymµ(x0) = L.

This theorem will be proved after we prove the necessary lemmas. Our first lemma shows

that the comparison condition (1.0.6) can be used to reduce matters to the case of a finite

positive measure µ.

Lemma 2.1.4. Suppose φ : Rn → (0,∞), satisfies the conditions 1) and 2) of Theorem

2.1.3. If µ is a positive measure such that µ ∗ φt0(0) is finite for some t0 ∈ (0,∞), then

lim
t→0

µ ∗ φt(0) = lim
t→0

µ̃ ∗ φt(0), (2.1.2)

where µ̃ is the restriction of µ on the closed ball B(0, t0). Moreover,

Dsymµ(0) = Dsymµ̃(0). (2.1.3)

Proof. We write for t ∈ (0, t0),

µ ∗ φt(0) =
∫
{x∈Rn|‖x‖≤t0}

φt(x) dµ(x) +
∫
{x∈Rn|‖x‖>t0}

φt(x) dµ(x)

= µ̃ ∗ φt(0) +
∫
{x∈Rn|‖x‖>t0}

φt(x) dµ(x). (2.1.4)
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Since φ is a radial, radially decreasing function, we have for any r ∈ (0,∞),

∫
r/2≤‖x‖≤r

φ(x) dx ≥ ωn−1φ(r)
∫ r

r/2
sn−1 ds = Cnr

nφ(r),

where ωn−1 is the surface area of the unit sphere Sn−1 in Rn, and Cn is a positive constant

which depends only on the dimension. Since φ is an integrable function, the integral on the

left hand side converges to zero as r goes to zero and infinity. Hence, it follows that

lim
‖x‖→0

‖x‖nφ(x) = lim
‖x‖→∞

‖x‖nφ(x) = 0. (2.1.5)

We denote the integral appearing on the right-hand side of (2.1.4) by I(t). Then, for t ∈ (0, 1)

I(tt0) = (tt0)−n
∫
{x∈Rn|‖x‖>t0}

φ
(
x

tt0

)
dµ(x)

=
∫
{x∈Rn|‖x‖>t0}

(
‖x‖
tt0

)n
φ
(
x
tt0

)
‖x‖nφt0(x) φt0(x) dµ(x). (2.1.6)

From (2.1.5) we get that

lim
t→0

(
‖x‖
tt0

)n
φ
(
x

tt0

)
= 0,

for each fixed x ∈ Rn. Also, by the comparison condition (1.0.6), we have

(
‖x‖
tt0

)n
φ
(
x
tt0

)
‖x‖nφt0(x) =

φt
(
x
t0

)
φ
(
x
t0

) ≤ C, whenever ‖x‖ > t0, 0 < t < 1,

for some positive constant C. Since φt0 ∈ L1(Rn, dµ), it follows from (2.1.6), by the domi-

nated convergence theorem that

lim
t→0

I(tt0) = 0.

Consequently,

lim
t→0

I(t) = lim
t→0

I(tt−1
0 t0) = lim

t→0

∫
{x∈Rn|‖x‖>t0}

φt(x) dµ(x) = 0.

This proves (2.1.2). Proof of (2.1.3) follows easily as for all r ∈ (0, t0),

µ̃ (B(0, r)) = µ (B(0, r)) .
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Next, we are going to prove two simple lemmas which will be used in the proof of the main

theorem.

Lemma 2.1.5. Let φ : Rn → (0,∞), be a radial and radially decreasing measurable function.

Let µ be a finite positive measure on Rn and

v(t) = µ ∗ φt(0), t ∈ (0,∞).

If

lim
t→0

v(t) = L <∞,

then

i) v is a bounded function on (0,∞).

ii) The function

M(r) = µ(B(0, r))
m(B(0, r)) , r ∈ (0,∞), (2.1.7)

is a bounded function on (0,∞).

Proof. The proof of i) is simple. Indeed, as v has finite limit L at zero, there exists some

δ ∈ (0,∞), such that

0 ≤ v(t) ≤ L+ 1,

for all t ∈ (0, δ). On the other hand, for all t ≥ δ

0 ≤ v(t) =
∫
Rn
φt(x) dµ(x) = t−n

∫
Rn
φ
(
x

t

)
dµ(x) ≤ δ−nφ(0)µ(Rn).

As φ(0) and µ(Rn) are finite quantities, v is bounded on (0,∞).

To prove ii), it suffices to show that

M(r) ≤ Cn,φv(r), for all r ∈ (0,∞). (2.1.8)

Using the fact that φ is radial and radially decreasing, we observe that

v(r) = r−n
∫
Rn
φ
(
x

r

)
dµ(x)
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≥ r−n
∫
B(0,r)

φ
(
x

r

)
dµ(x)

≥ r−n
∫
B(0,r)

φ(1) dµ(x)

= m(B(0, 1))φ(1)M(r),

for all r ∈ (0,∞). As φ(1) ∈ (0,∞), the inequality (2.1.8) follows by setting Cn,φ =

(m(B(0, 1))φ(1))−1. This completes the proof of ii).

Remark 2.1.6. We observe that the inequality (2.1.8) remains valid even if µ is an infinite

positive measure. This observation will be used in the proof of Theorem 2.1.10.

To prove our next lemma we will have to use the convolution on the multiplicative group

(0,∞), with Haar measure ds/s. To differentiate with the convolution on Rn, we write

f ∗(0,∞) g(t) =
∫ ∞

0
f(s)g

(
t

s

)
ds

s
,

where f and g are integrable on (0,∞), with respect to the Haar measure ds/s.

Lemma 2.1.7. Suppose k ∈ L∞ ((0,∞)), is such that

lim
t→0

k(t) = L,

for some L ∈ C. Then for all f ∈ L1((0,∞), ds/s), with

∫ ∞
0

f(s) ds
s

= 1,

we have

lim
t→0

f ∗(0,∞) k(t) = L.

Proof. Let f be as above. We note that for each t ∈ (0,∞),

∣∣∣f ∗(0,∞) k(t)− k(t)
∣∣∣ =

∣∣∣∣∣
∫ ∞

0
f(s)k

(
t

s

)
ds

s
−
∫ ∞

0
f(s)k(t) ds

s

∣∣∣∣∣
≤

∫ ∞
0
|f(s)|

∣∣∣∣k ( ts
)
− k(t)

∣∣∣∣ dss . (2.1.9)
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Since k(t) has limit L as t goes to zero, it follows that for each fixed s ∈ (0,∞),

lim
t→0

∣∣∣∣k ( ts
)
− k(t)

∣∣∣∣ = 0.

The integrand on the right-hand side of (2.1.9) is bounded by 2‖k‖L∞((0,∞))|f |, an integrable

function on (0,∞). Using dominated convergence theorem we conclude from (2.1.9) that

lim
t→0

∣∣∣f ∗(0,∞) k(t)− k(t)
∣∣∣ = 0,

which in turn, implies that

lim
t→0

f ∗(0,∞) k(t) = lim
t→0

k(t) = L.

The following versions of Wiener’s Tauberian theorem [Rud91, Theorem 9.7] for the mul-

tiplicative group (0,∞), will be used multiple times in the remaining part of this chapter.

Theorem 2.1.8. Suppose ψ ∈ L∞((0,∞)), and K ∈ L1((0,∞), ds/s) with the Fourier

transform K̂ everywhere nonvanishing on R.

1. If for some a ∈ C

lim
t→∞

K ∗(0,∞) ψ(t) = aK̂(0),

then for all f ∈ L1((0,∞), dt/t),

lim
t→∞

f ∗(0,∞) ψ(t) = af̂(0).

2. If for some a ∈ C

lim
t→0

K ∗(0,∞) ψ(t) = aK̂(0),

then for all f ∈ L1((0,∞), dt/t),

lim
t→0

f ∗(0,∞) ψ(t) = af̂(0).

We now prove our main result of this chapter.
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Proof of Theorem 2.1.3. Without loss of generality, we can assume that x0 is the origin.

Indeed, we consider the translated measure µ0 = τ−x0µ, where

(τξµ) (E) = µ(E − ξ), (2.1.10)

for all Borel subsets E ⊂ Rn. Using translation invariance of the Lebesgue measure it follows

from the definition of symmetric derivative that Dsymµ0(0) and Dsymµ(x0) are equal. On the

other hand, for a function f : Rn → C, its left-translate by ξ ∈ Rn, is defined as

τξf(x) = f(x− ξ), x ∈ Rn. (2.1.11)

As translation commutes with convolution, it also follows that

µ0 ∗ φt(0) = (τ−x0µ ∗ φt)(0) = τ−x0(µ ∗ φt)(0) = µ ∗ φt(x0),

for all t ∈ (0,∞). This shows that we can assume that x0 is the origin. In view of Lemma

2.1.4, we can restrict µ on B(0, t0), if necessary, to assume that µ is a finite positive measure.

As before, we define

v(t) = µ ∗ φt(0), 0 < t <∞; M(r) = µ(B(0, r)
m(B(0, r)) , 0 < r <∞.

From Lemma 2.1.5, we know that both v and M are bounded functions on (0,∞). Following

[Rud78], we consider the following function on (0,∞).

H(t) =


0, t ∈ (0, 1)

nt−n, t ≥ 1.

Clearly, H ∈ L1((0,∞), dt/t) with ‖H‖L1((0,∞),dt/t) = 1. We observe that for r ∈ (0,∞),

H ∗(0,∞) v(r) =
∫ ∞

0
H
(
r

s

)
v(s) ds

s

= n
∫ r

0

(
s

r

)n
µ ∗ φs(0) ds

s

= nr−n
∫ r

0
sn
∫
Rn
s−nφ

(
x

s

)
dµ(x) ds

s

= nr−n
∫
Rn

∫ r

0
φ
(
x

s

)
ds

s
dµ(x), (2.1.12)
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where we have used Fubini’s theorem and the fact that φ is positive to obtain the last equality.

Since M is a bounded function, it follows from the definition of M (2.1.7) that

lim
r→0

µ(B(0, r)) = lim
r→0

m(B(0, r))M(r) = 0,

that is, µ has no point mass at the origin. We can now write, from (2.1.12), the convolution

H ∗(0,∞) v in a different way.

H ∗(0,∞) v(r) = nr−n
∫
Rn\{0}

∫ r

0
φ
(
x

s

)
ds

s
dµ(x)

= nr−n
∫
Rn\{0}

∫ r
‖x‖

0
φ

(
x

t‖x‖

)
dt

t
dµ(x)

(change of variables, s = t‖x‖)

= nr−n
∫
Rn\{0}

∫ r
‖x‖

0
φ
(1
t

)
dt

t
dµ(x)

= n
∫ ∞

0

∫
B(0, r

t
)\{0}

dµ(x)φ
(1
t

)
t−n

(
t

r

)n dt

t

(by Fubini’s theorem)

= n m(B(0, 1))
∫ ∞

0

µ
(
B
(
0, r

t

))
m
(
B
(
0, r

t

))t−nφ(1
t

)
dt

t

= n m(B(0, 1))
∫ ∞

0
M
(
r

t

)
t−nφ

(1
t

)
dt

t
. (2.1.13)

By defining

g(s) = n m(B(0, 1))s−nφ
(1
s

)
, s ∈ (0,∞),

equation (2.1.13) can be rewritten as

H ∗(0,∞) v(r) = M ∗(0,∞) g(r), r ∈ (0,∞).

By hypothesis, v(r) converges to L as r goes to zero and hence by Lemma 2.1.7, so does

H ∗(0,∞) v(r) . It now follows from the equation above that

lim
r→0

M ∗(0,∞) g(r) = L. (2.1.14)

We want to use the Wiener Tauberian theorem (Theorem 2.1.8) to deduce, from (2.1.14),
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that for all f ∈ L1
(
(0,∞), ds

s

)
with integral one,

lim
r→0

M ∗(0,∞) f(r) = L. (2.1.15)

In order to do so, we need to show that g is of integral one with everywhere nonvanish-

ing Fourier transform on the multiplicative group (0,∞). This can be deduced from the

assumption (2.1.1). Precisely, for all y ∈ R we have

ĝ(y) =
∫ ∞

0
g(s)s−iy ds

s

= n m(B(0, 1))
∫ ∞

0
s−nφ

(1
s

)
s−iy

ds

s

= n m(B(0, 1))
∫ ∞

0
φ(t)tiytn dt

t

( change of variables, t = 1/s)

=
∫
Rn
φ(x)‖x‖iy dx.

We observe that by considering y = 0, it also follows that g ∈ L1((0,∞), dt/t), with ĝ(0) = 1.

Validity of the limit (2.1.15) now follows from the Wiener’s Tauberian theorem (Theorem

2.1.8). In the final part of the proof we shall use (2.1.15) to deduce that

Dsymµ(0) = lim
r→0

M(r) = L. (2.1.16)

We fix an arbitrary γ ∈ (1,∞). We choose two positive functions f1 ∈ Cc((0,∞)), f2 ∈

Cc((0,∞)), such that ‖fi‖L1((0,∞),dt/t) = 1, for i = 1, 2, and

supp f1 ⊂ [1, γ], supp f2 ⊂
[

1
γ
, 1
]
.

By monotonicity of µ we have for t ∈ [1, γ] and r ∈ (0,∞),

m
(
B
(

0, r
t

))
M
(
r

t

)
= µ

(
B
(

0, r
t

))
≤ µ(B(0, r)),

and hence

M
(
r

t

)
≤ µ(B(0, r))
m
(
B
(
0, r

t

)) = tnM(r) ≤ γnM(r). (2.1.17)
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By a similar argument it follows that for t ∈ [1/γ, 1] and r ∈ (0,∞),

M
(
r

t

)
≥ γ−nM(r). (2.1.18)

Now, for r ∈ (0,∞)

M ∗(0,∞) f1(r) =
∫ γ

1
f1(t)M

(
r

t

)
dt

t
≤
∫ γ

1
γnM(r)f1(t) dt

t
= γnM(r), (2.1.19)

where the inequality follows from (2.1.17). Similarly, using (2.1.18) we get

M ∗(0,∞) f2(r) ≥ γ−nM(r) r ∈ (0,∞). (2.1.20)

Combining (2.1.19) and (2.1.20) we get

γ−nM ∗(0,∞) f1(r) ≤M(r) ≤ γnM ∗(0,∞) f2(r), r ∈ (0,∞).

Allowing r tending to zero in the inequality above and using (2.1.15) we get

γ−nL ≤ lim inf
r→0

M(r) ≤ lim sup
r→0

M(r) ≤ γnL.

This implies (2.1.16) as γ > 1 is arbitrary. This completes the proof.

We now show by an example that Theorem 2.1.3 fails in the absence of condition (2.1.1).

Example 2.1.9. Suppose φ : Rn → (0,∞), is such that it satisfies the first two conditions

of Theorem 2.1.3 but does not satisfy the third condition. That is, there exists y0 ∈ R, such

that ∫
Rn
φ(x) cos(y0 log ‖x‖) dx =

∫
Rn
φ(x) sin(y0 log ‖x‖) dx = 0. (2.1.21)

As ‖φ‖L1(Rn) = 1, and φ is strictly positive, we have y0 6= 0. We consider the function

f(x) = 2 + cos(y0 log ‖x‖), x ∈ Rn \ {0},

= 1, x = 0,

and define a positive measure, dµ(x) = f(x) dm(x).
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We will show that

lim
t→0

µ ∗ φt(0) = 2, (2.1.22)

but the symmetric derivative of µ does not exist at zero. Now, for all t ∈ (0,∞)

µ ∗ φt(0) = t−n
∫
Rn
φ
(
x

t

)
f(x) dx

=
∫
Rn
φ(x)f(tx) dx

= 2
∫
Rn
φ(x)dx+

∫
Rn
φ(x) cos(y0 log t+ y0 log ‖x‖) dx

= 2 + cos(y0 log t)
∫
Rn
φ(x) cos(y0 log ‖x‖) dx

− sin(y0 log t)
∫
Rn
φ(x) sin(y0 log ‖x‖) dx

= 2,

where the last equality follows from (2.1.21). This implies the limit (2.1.22). On the other

hand, for any r ∈ (0,∞)

1
m(B(0, r))

∫
B(0,r)

f(x) dx = 1
m(B(0, r))

∫
B(0,r)

(2 + cos(y0 log ‖x‖)) dx

= 2 + 1
m(B(0, r))Re

[∫
B(0,r)

‖x‖iy0 dx

]

= 2 + ωn−1

m(B(0, 1))Re
(

riy0

n+ iy0

)

= 2 + n cos(y0 log r) + y0 sin(y0 log r)
n2 + y2

0
. (2.1.23)

As y0 is nonzero, taking rj = e
− jπ
|y0| , for j ∈ N, we get from the equation above that

µ(B(0, rj))
m(B(0, rj))

= 1
m(B(0, rj))

∫
B(0,rj)

f(x) dx = 2 + n(−1)j
n2 + y2

0
, j ∈ N.

Since rj → 0, as j →∞, it follows from the relation above that Dsymµ(0) does not exist.

It now remains to construct a function φ on Rn, as above. To do this, we first consider

the following functions defined on (0,∞):

g(r) = χ[e−1,e](r), f(r) = rn

(1 + r)2n .
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Clearly, f and g both are in L1((0,∞), dr/r), and the function r 7→ r−nf(r) is decreasing in

(0,∞). Moreover, for all y ∈ R \ {0}

∫ ∞
0

g(r)riy dr
r

= 2 sin y
y

,

which vanishes for y = π. We now define

ψ(s) = f ∗(0,∞) g(s) =
∫ ∞

0
f
(
s

r

)
g(r) dr

r
, s ∈ (0,∞).

Then ψ ∈ L1((0,∞), ds/s), with ψ̂(π) = 0, and ψ is strictly positive. Hence,

cψ :=
∫ ∞

0
ψ(s) ds

s
> 0.

As the function r 7→ r−nf(r) is decreasing in (0,∞) and g is nonnegative, it follows that

ψ(s)
sn

=
∫ ∞

0

f(s/r)
(s/r)n g(r)r−(n+1) dr, (2.1.24)

is also decreasing. We observe that for each r ∈ (0,∞)

lim
s→0

f(s/r)
sn

= lim
s→0

rn

(r + s)2n = r−n,

and
f(s/r)
sn

g(r) ≤ r−ng(r), s ∈ (0,∞).

From the expression (2.1.24), it follows by applying dominated convergence theorem that

lim
s→0

ψ(s)
sn

=
∫ ∞

0
g(r)r−(n+1)dr > 0.

Finally, we define φ : Rn → (0,∞), by

φ(x) =


1

cψωn−1

ψ(‖x‖)
‖x‖n

, x 6= 0,
1

cψωn−1
lim
s→0

ψ(s)
sn

, x = 0.

By construction, φ is strictly positive, radial and radially decreasing on Rn.
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For all y ∈ R,

∫
Rn
φ(x)‖x‖iy dx = ωn−1

1
cψωn−1

∫ ∞
0

ψ(s)
sn

sn−1+iy ds = 1
cψ

∫ ∞
0

ψ(s)siy ds
s
.

This shows that φ ∈ L1(Rn), ∫
Rn
φ(x) dx = 1,

and ∫
Rn
φ(x)‖x‖iπdx = 0.

It remains to show that φ satisfies the comparison condition (1.0.6). The function ψ has the

following explicit expression

ψ(s) =
∫ e

e−1

rnsn

(r + s)2n
dr

r
. (2.1.25)

Differentiation under the integral sign yields

ψ′(s) =
∫ e

e−1

n(r + s)2n−1sn−1(r − s)
(r + s)4n rn−1 dr,

which is negative if s ∈ (e,∞). Hence, ψ is decreasing in (e,∞). Now, for ‖x‖ ∈ (e,∞),

and t ∈ (0, 1) we have from the definition of φ

φt(x)
φ(x) = ψ(‖x‖/t)

ψ(‖x‖) ≤
ψ(‖x‖)
ψ(‖x‖) = 1. (2.1.26)

We will now deal with the case ‖x‖ ∈ (1, e], and t ∈ (0, 1). Using the expression (2.1.25) of

ψ, it follows that for s ∈ (1, e]

ψ(s) ≥
∫ e

e−1

e−(n−1)

(2e)2n dr = an > 0. (2.1.27)

Also, for t ∈ (0, 1), and s ∈ (1, e]

ψ
(
s

t

)
=
∫ e

e−1

tnsnrn−1

(tr + s)2n dr ≤
∫ e

e−1
s−nrn−1 dr ≤

∫ e

e−1
rn−1 dr = bn. (2.1.28)

It now follows from (2.1.27) and (2.1.28) that for ‖x‖ ∈ (1, e], t ∈ (0, 1)

φt(x)
φ(x) = ψ(‖x‖/t)

ψ(‖x‖) ≤ a−1
n bn. (2.1.29)
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Inequalities (2.1.26) and (2.1.29) together imply that φ satisfies the comparison condition

(1.0.6).

In the following theorem we show that Theorem 2.1.3 remains valid for a restricted class

of measures in the absence of condition (2), that is, the comparison condition (1.0.6).

Theorem 2.1.10. Suppose φ : Rn → (0,∞), satisfies the following conditions:

1) φ is radial, radially decreasing measurable function with ‖φ‖L1(Rn) = 1.

2) φ satisfies the condition (2.1.1).

Suppose that µ is a positive measure on Rn such that

µ(B(0, r)) = O(rn), as r →∞, (2.1.30)

and that µ ∗ φt0(0) is finite for some t0 ∈ (0,∞). If for some x0 ∈ Rn, and L ∈ [0,∞)

lim
t→0

µ ∗ φt(x0) = L,

then Dsymµ(x0) = L.

Proof. Without loss of generality, as before, we assume that x0 is the origin. We will use

the same notation as in the proof of Theorem 2.1.3. From the proof of Theorem 2.1.3 we

observe that it suffices to prove the boundedness of the functions v and M and then the

rest of the arguments remains same. Using Remark 2.1.1, we note that v is well-defined in

(0, t0] and the fact that v is well-defined in (t0,∞) will be shown to be a consequence of

the condition (2.1.30) in the hypothesis. According to Remark 2.1.6, the boundedness of v

implies boundedness of M . Therefore, it suffices to prove that under the hypothesis of the

theorem the function v is bounded. Since v has limit L at the origin, there exists δ ∈ (0, t0),

such that v is bounded on (0, δ]. We observe that for t > δ,

µ ∗ φt(0) = t−n
∫
B(0,t)

φ
(
x

t

)
dµ(x) + t−n

∞∑
k=1

∫
2k−1t≤‖x‖<2kt

φ
(
x

t

)
dµ(x)

≤ φ(0)m(B(0, 1)) µ(B(0, t))
m(B(0, t)) +

∞∑
k=1

φ(2k−1)t−nµ(B(0, 2kt))
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= φ(0)m(B(0, 1)) µ(B(0, t))
m(B(0, t)) +m(B(0, 1))

∞∑
k=1

2nkφ(2k−1) µ(B(0, 2kt))
m(B(0, 2kt))

≤ m(B(0, 1))
(
φ(0) +

∞∑
k=1

2nkφ(2k−1)
)

sup
r>δ

µ(B(0, r))
m(B(0, r)) (2.1.31)

As φ is radial and radially decreasing, we have

∫ ∞
1

φ(r)rn−1dr =
∞∑
k=1

∫ 2k

2k−1
φ(r)rn−1dr

≥
∞∑
k=1

φ(2k)
∫ 2k

2k−1
rn−1 dr

=
∞∑
k=1

φ(2k)2nk − 2n(k−1)

n

= 2−n − 2−2n

n

∞∑
k=1

φ(2k)2n(k+1).

Integrability of φ now implies that

∞∑
k=1

2nkφ(2k−1) <∞.

Hence, we conclude from inequality (2.1.31) that for all t > δ,

µ ∗ φt(0) ≤ Cn,φ sup
t>δ

µ(B(0, t))
m(B(0, t)) = Cn,φ sup

t>δ
M(t), (2.1.32)

where

Cn,φ = m(B(0, 1))
(
φ(0) +

∞∑
k=1

2nkφ(2k−1)
)
<∞.

As µ satisfies (2.1.30), there exist positive constants C and r0 such that for all r ≥ r0,

µ(B(0, r))
m(B(0, r)) ≤ C.

On the other hand, for all r ∈ (δ, r0),

µ(B(0, r))
m(B(0, r)) ≤

µ(B(0, r))
m(B(0, δ)) ≤

µ(B(0, r0))
m(B(0, δ)) .

Therefore,

sup
r>δ

M(r) = sup
r>δ

µ(B(0, r))
m(B(0, r)) <∞.
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Existence of v on (t0,∞), and boundedness of v on (δ,∞), now follow from boundedness of

M on (δ,∞), and (2.1.32). This completes the proof.

Remark 2.1.11. i) If µ is an absolutely continuous measure with Lp density, then µ

satisfies the growth condition (2.1.30). Indeed, if dµ = f dm, with f ∈ Lp(Rn),

p ∈ (1,∞], then by the Hölder’s inequality we have

|µ(B(0, r))| ≤
∫
B(0,r)

|f | dm ≤ ‖f‖Lp(Rn) (m(B(0, 1)))
1
p′ r

n
p′

≤ ‖f‖Lp(Rn) (m(B(0, 1)))
1
p′ rn,

for all r > 1, where p′ is the conjugate exponent of p. If dµ = f dm, with f ∈ L1(G),

then |µ|(G) is finite. Hence, in this case the comparison condition (1.0.6) in Theorem

2.1.3 is not necessary.

ii) The condition (2.1.1) on φ is necessary in this case as well and can be seen from Example

2.1.9 by noting that the positive measure dµ(x) = f(x) dm(x) described there satisfies

(2.1.30), in fact,

µ(B(0, r)) ≤ 3m(B(0, r)), for all r ∈ (0,∞).

As an application of Theorem 2.1.3, we now suggest an alternative proof of a result of

Watson [Wat77, Theorem 4] (see also [Geh60, Theorem 4] for the case n = 1, due to

Gehring) regarding boundary behavior of positive solutions of the heat equation in Rn+1
+ along

the normal. Like positive harmonic functions in Rn+1
+ , we have similar characterization of the

positive solutions of the heat equation.

Lemma 2.1.12 ([Wat12, Theorem 4.18]). Let u be a positive solution of the heat equation

in Rn × (0, t0), for some t0 ∈ (0,∞]. Then there exists a unique positive measure µ (known

as the boundary measure of u) on Rn, such that

u(x, t) = W [µ](x, t) =
∫
Rn
W (x− ξ, t) dµ(ξ), x ∈ Rn, t ∈ (0, t0).

We recall that W [µ] is the Gauss-Weierstrass integral of µ (see (1.0.13)).
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Corollary 2.1.13. Let u be a positive solution of the heat equation with boundary measure

µ in Rn × (0, t0), for some t0 ∈ (0,∞]. If for some x0 ∈ Rn, and L ∈ [0,∞)

lim
t→0

u(x0, t) = L,

then

Dsymµ(x0) = L.

Proof. We consider the Gaussian w = W (·, 1) given in (1.0.12). Clearly, w is a strictly

positive, radial, radially decreasing function on Rn. Moreover, ‖w‖L1(Rn) = 1 [SW71, P.9],

and w satisfies the comparison condition (1.0.6) ( see Example 2.1.2, ii)). To apply Theorem

2.1.3, all we need is to show that w satisfies (2.1.1). Now, for all y ∈ R,

∫
Rn
w(x)‖x‖iydx = (4π)−n2

∫
Rn
e−
‖x‖2

4 ‖x‖iy dx

= (4π)−n2ωn−1

∫ ∞
0

e−
r2
4 riyrn−1 dr

= (4π)−n2ωn−12n−1+iy
∫ ∞

0
e−tt

iy+n
2 −1 dt

(by the substitution r = 2
√
t)

= (4π)−n2ωn−12n−1+iyΓ
(
n+ iy

2

)
,

which is nonzero. As

lim
t→0

u(x0, t) = lim
t→0

W [µ](x0, t) = lim
t→0

µ ∗ w√t(x0) = lim
t→0

µ ∗ wt(x0) = L,

the proof follows by Theorem 2.1.3.

Our next result is a generalization of the result of Repnikov-Eidelman (Theorem 1.0.18)

alluded to in the introduction.

Theorem 2.1.14. Suppose φ ∈ L1(Rn), and ψ ∈ L1(Rn), are radial functions such that

∫
Rn
φ(x) dx =

∫
Rn
ψ(x) dx = 1. (2.1.33)

Further assume that φ satisfies the condition (2.1.1).
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If f ∈ L∞(Rn), is such that for some x0 ∈ Rn, and L ∈ C,

lim
t→∞

f ∗ φt(x0) = L,

then

lim
t→∞

f ∗ ψt(x0) = L.

Proof. Using polar coordinates we write

f ∗ φt(x0) = t−n
∫
Rn
f(x0 − x)φ

(
x

t

)
dx

= t−n
∫ ∞

0

∫
Sn−1

f(x0 − rω) dσ(ω)φ
(
r

t

)
rn−1 dr

=
∫ ∞

0
f0(r)φ

(
r

t

)(
r

t

)n dr

r
, (2.1.34)

where

f0(r) =
∫
Sn−1

f(x0 − rω) dσ(ω), r > 0,

with σ being the rotation invariant measure on the unit sphere Sn−1. Clearly, f0 is a bounded

function on (0,∞). We set

gφ(s) = s−nφ(s−1), s > 0.

From (2.1.34) we get the relation

f ∗ φt(x0) = f0 ∗(0,∞) gφ(t), t > 0. (2.1.35)

A similar computation shows that

f ∗ ψt(x0) = f0 ∗(0,∞) gψ(t), t > 0, (2.1.36)

where

gψ(s) = s−nψ(s−1), s > 0.

Since φ, ψ are radial and integrable functions on Rn, it follows that gφ and gψ belong to the

space L1((0,∞), ds
s

).
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Moreover, by (2.1.33)

∫ ∞
0

gφ(s) ds
s

=
∫ ∞

0
gψ(s) ds

s
= 1
ωn−1

. (2.1.37)

A simple calculation as in the proof of Theorem 2.1.3, shows that the Fourier transform of gφ
on the multiplicative group (0,∞) satisfies

ĝφ(y) =
∫ ∞

0
gφ(s)s−iy ds

s
= 1
ωn−1

∫
Rn
φ(x)‖x‖iy dx 6= 0,

for all y ∈ R, as φ satisfies (2.1.1). Using the equations (2.1.35) and (2.1.37), it follows from

the hypothesis that

lim
t→∞

f0 ∗(0,∞) gφ(t) = lim
t→∞

f ∗ φt(x0) = L = Lωn−1ĝφ(0).

From Wiener’s tauberian theorem (Theorem 2.1.8) and (2.1.37) it follows that

lim
t→∞

f0 ∗(0,∞) gψ(t) = Lωn−1ĝψ(0) = L.

An application of the relation (2.1.36) completes the proof.

Remark 2.1.15. We will now show that the result of Repnikov and Eidelman (Theorem

1.0.18) can be proved using the last theorem. We choose φ = w, and ψ = m(B(0, 1))−1χB(0,1).

We have already observed in the proof of Corollary 2.1.13 that φ satisfies all the conditions

of Theorem 2.1.14. We observe that ψ is a radial and integrable function on Rn with

∫
Rn
ψ(x) dx = 1.

Hence, to deduce Theorem 1.0.18, it suffices for us to show that ψ also satisfies (2.1.1). Now,

for all y ∈ R

∫
Rn
ψ(x)‖x‖iy dx = m(B(0, 1))−1

∫
B(0,1)

‖x‖iy dx

= m(B(0, 1))−1ωn−1

∫ 1

0
riy+n−1 dr

= m(B(0, 1))−1ωn−1
1

n+ iy
,
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which is nonzero. Now, suppose f ∈ L∞(Rn), and x0 ∈ Rn, L ∈ C. Applying Theorem

2.1.14 twice, it follows that

lim
t→∞

f ∗ w√t(x0) = lim
t→∞

f ∗ wt(x0) = L,

if and only if

lim
t→∞

f ∗ ψt(x0) = lim
t→∞

1
m(B(x0, t))

∫
B(x0,t)

f(x) dx = L.

This proves Theorem 1.0.18.

We show by an example that condition (2.1.1) is necessary for the validity of Theorem

2.1.14 as well.

Example 2.1.16. Suppose φ ∈ L1(Rn), is a radial function such that

∫
Rn
φ(x) dx = 1. (2.1.38)

Assume that there exists y0 ∈ R, such that

∫
Rn
φ(x)‖x‖iy0dx = 0, (2.1.39)

From (2.1.38), it is clear that y0 is nonzero. Consider the function

f(x) = ‖x‖iy0 , x ∈ Rn \ {0},

= 1, x = 0.

Then f ∈ L∞(Rn). We have that for all t ∈ (0,∞),

f ∗ φt(0) = t−n
∫
Rn
‖x‖iy0φ

(
x

t

)
dx = t−n

∫
Rn
‖tξ‖iy0φ(ξ)tn dξ = tiy0

∫
Rn
φ(ξ)‖ξ‖iy0 dξ,

and hence by (2.1.39)

lim
t→∞

f ∗ φt(0) = 0.

As in Remark 2.1.15, we again consider the function ψ = m(B(0, 1))−1χB(0,1).
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Then ψ is nonnegative, radial with ‖ψ‖L1(Rn) = 1. We observe that

f ∗ ψt(0) = m(B(0, 1))−1t−n
∫
B(0,t)

f(x) dx

= m(B(0, 1))−1t−n
∫
B(0,t)

‖x‖iy0 dx

= ωn−1m(B(0, 1))−1t−n
∫ t

0
riy0rn−1 dr

= ωn−1m(B(0, 1))−1 tiy0

n+ iy0
.

As y0 is nonzero, taking tj = e
jπ
|y0| , for j ∈ N, we get from the equation above that

f ∗ ψtj(0) = ωn−1m(B(0, 1))−1 (−1)j
n+ iy0

, j ∈ N.

Since tj →∞, as j →∞, it follows that f ∗ ψt(0) does not converge to any limit as t goes

to infinity. This establishes the necessity of condition (2.1.1).

Since a bounded harmonic function u on Rn+1
+ is the Poisson integral of a unique boundary

function f ∈ L∞(Rn) (see [SW71, Theorem 2.5]), the following result is a simple consequence

of Theorem 2.1.14.

Corollary 2.1.17. Suppose u is a bounded harmonic function on Rn+1
+ , with boundary func-

tion f . Then for x0 ∈ Rn, and L ∈ C,

lim
y→∞

u(x0, y) = L,

if and only if

lim
r→∞

1
m(B(x0, r))

∫
B(x0,r)

f(x)dx = L.

Proof. We have (see 1.0.2)

u(x, y) = f ∗Py(x), x ∈ Rn, y ∈ (0,∞).

The function P is radial and positive with ‖P‖L1(Rn) = 1 (see 1.0.5).
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We have for any s ∈ R (see [Rud78, Equation (24)]),

∫
Rn

(1 + ‖x‖2)−
n+1

2 ‖x‖is dx = cn
Γ
(
n+is

2

)
Γ
(

1−is
2

)
2Γ
(
n+1

2

) 6= 0.

This shows that P satisfies (2.1.1). We have already shown in Remark 2.1.15, that the

function m(B(0, 1))−1χB(0,1) also satisfies (2.1.1). Applying Theorem 2.1.14 twice, first with

φ=P and then with φ = m(B(0, 1))−1χB(0,1), we get the result.

Remark 2.1.18. i) If f ∈ Lq(Rn), for some q ∈ [1,∞), then the result is trivially true,

as can be seen by using Hölder’s inequality. Indeed,

|f ∗Py(x)| ≤ ‖f‖Lq(Rn)‖Py‖Lq′ (Rn) = cn,qy
−n
q ‖f‖Lq(Rn),

for all (x, y) ∈ Rn+1
+ , where q′ is the conjugate exponent of q. On the other hand, for

any x ∈ Rn, r > 0

1
m(B(x0, r))

∫
B(x0,r)

f(x)dx ≤ Cn,qr
−n
q ‖f‖Lq(Rn),

where cn,q, Cn,q are two positive constants. Thus, L = 0 in both cases.

ii) For f ∈ L∞(Rn), the complex number L can be nonzero, as can be seen by taking f

to be the constant function 1.

2.2 Real hyperbolic spaces

In this section, we will apply Theorem 2.1.3 and Theorem 2.1.14 in the context of real

hyperbolic spaces and prove some analogous results for certain eigenfunctions of the Laplace-

Beltrami operator. We start with a brief review of some basic facts about real hyperbolic

spaces (see [Dav90, Sto16]).

We consider the Poincaré upper half space model of the n-dimensional real hyperbolic

space

Hn = {(x, y) | x ∈ Rn−1, y ∈ (0,∞)}, n ≥ 2,
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equipped with the standard hyperbolic metric

ds2 = dx2 + dy2

y2 .

The boundary of Hn is identified with Rn−1. The Laplace-Beltrami operator for Hn is given

by the formula [Dav90, P. 176]

∆Hn = y2
(

∆x + ∂2

∂y2

)
− (n− 2)y ∂

∂y
.

The expression for the corresponding Poisson kernel P is given by [Sto16, P. 76]

P (x, y) = cn
yn−1

(y2 + ‖x‖2)n−1 , (x, y) ∈ Hn, (2.2.1)

where cn is a positive constant so that

∫
Rn−1
P(x, 1) dx = 1.

We note that if

φ(x) = cn
(1 + ‖x‖2)n−1 , x ∈ Rn−1,

then for y ∈ (0,∞)

φy(x) = y−(n−1)φ

(
x

y

)
= P(x, y).

It is known that various classes of harmonic functions on Hn, are Poisson integral of functions

or measures defined on the boundary Rn−1 [BSOS03, Sto16]. One such class is the collection

of positive harmonic functions. More precisely, we have the following (see [Sto16, P. 113]):

given any positive harmonic function u on Hn, there exists a unique positive measure µ on

Rn−1 and a nonnegative constant C such that

u(x, y) = Cyn−1 +
∫
Rn−1
P(x− ξ, y) dµ(ξ), (x, y) ∈ Hn.

It turns out that more general eigenfunctions of ∆Hn can be obtained by considering the

complex power of the Poisson kernel.
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For λ ∈ C, the λ-Poisson kernel is given by the formula

Pλ(x, y) =
(
P(x, y)
P(0, 1)

) 1
2−

iλ
n−1

=
[

yn−1

(y2 + ‖x‖2)n−1

] 1
2−

iλ
n−1

, (x, y) ∈ Hn. (2.2.2)

It is known that for λ ∈ C, the function Pλ is an eigenfunctions of ∆Hn and satisfies the

following eigenvalue equation (see [ADY96, P. 654, Equation (2.35)]).

∆Pλ = −(λ2 + ρ2)Pλ, where ρ = n− 1
2 .

From the explicit expression (2.2.2), we observe that

|Pλ(x, y)| = yρ+Im(λ) 1
(y2 + ‖x‖2)ρ+Im(λ) , (x, y) ∈ Hn.

Here and hereafter, Im(z) will denote the imaginary part of the complex number z. This shows

that for Im(λ) ∈ (0,∞), and 1 ≤ p ≤ ∞, we have Pλ(·, y) ∈ Lp(Rn−1), for all y ∈ (0,∞).

Moreover, the following formula is known [Kum16, Lemma 2.3].

∫
Rn−1
Pλ(x, 1) dx = c(−λ)

cn
, (2.2.3)

where c(λ) is the Harish-Chandra c-function for Hn, and is given by

c(λ) = 2n−1−2iλ Γ(2iλ)Γ(n/2)
Γ(n−1

2 )Γ(1/2 + iλ) , Im(λ) < 0. (2.2.4)

It is clear from the formula above that the c-function has no pole or zero in {λ ∈ C | Im(λ) <

0}. Therefore, for Im(λ) > 0, we can normalize Pλ, to define

Pλ(x, y) = dλPλ(x, y), (x, y) ∈ Hn, (2.2.5)

where dλ = cnc(−λ)−1, so that

∫
Rn−1

Pλ(x, 1) dx = 1. (2.2.6)
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Using the expression (2.2.2) we have the following important observation

Pλ(x, y) = dλ

[
yn−1

(y2 + ‖x‖2)n−1

] 1
2−

iλ
n−1

= y
n−1

2 +iλy−(n−1) dλ

(1 + ‖y−1x‖2)n−1
2 −iλ

= yρ+iλy−(n−1)Pλ

(
x

y
, 1
)

= yρ+iλ
(
ψλ
)
y

(x), (2.2.7)

where

ψλ(x) = Pλ(x, 1) = dλ
1

(1 + ‖x‖2)ρ−iλ
,

(
ψλ
)
y

(x) = y−(n−1)ψλ
(
x

y

)
. (2.2.8)

It follows from (2.2.6) that for Im(λ) ∈ (0,∞),

∫
Rn−1

ψλ(x) dx = 1. (2.2.9)

Hence, we get from (2.2.7) that for all y ∈ (0,∞),

∫
Rn−1

Pλ(x, y) dx = yρ+iλ,

whenever Im(λ) ∈ (0,∞). Using the fact that c(−iρ) = 1, it follows from (2.2.5) that

Piρ = P . For Im(λ) > 0, we define the λ-Poisson transform of a measure µ on Rn−1, as the

convolution

Pλ[µ](x, y) =
∫
Rn−1

Pλ(x− ξ, y) dµ(ξ), (x, y) ∈ Hn, (2.2.10)

whenever the integral converges absolutely.

Lemma 2.2.1. Suppose that µ is a measure on Rn−1 and that Im(λ) > 0. If the integral

in (2.2.10) converges absolutely for some (x0, y0) ∈ Hn, then it converges absolutely for all

(x, y) ∈ Hn.

Proof. We fix a point (x1, y1) in Hn. We observe from (2.2.5) and (2.2.2) that

|Pλ(x, y)| = |dλ|yρ+Im(λ) 1
(y2 + ‖x‖2)ρ+Im(λ) , (x, y) ∈ Hn.
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As Pλ(·, y1) is continuous, it is enough to show that for some large R ∈ (0,∞),

∫
‖ξ‖>R

|Pλ(x1 − ξ, y1)| d|µ|(ξ) <∞.

We observe that for large ‖ξ‖

y2
0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2 = y2

0 + ‖x0‖2 + ‖ξ‖2 − 2〈x0, ξ〉
y2

1 + ‖x1‖2 + ‖ξ‖2 − 2〈x1, ξ〉

≤ y2
0 + ‖x0‖2 + ‖ξ‖2 + 2‖x0‖‖ξ‖
y2

1 + ‖x1‖2 + ‖ξ‖2 − 2‖x1‖‖ξ‖

=
y2

0
‖ξ‖2 + ‖x0‖2

‖ξ‖2 + 1 + 2‖x0‖
‖ξ‖

y2
1
‖ξ‖2 + ‖x1‖2

‖ξ‖2 + 1− 2‖x1‖
‖ξ‖

This shows that

lim sup
‖ξ‖→∞

y2
0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2 ≤ 1.

Similarly, one can prove that

lim inf
‖ξ‖→∞

y2
0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2 ≥ 1.

Hence,

lim
‖ξ‖→∞

y2
0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2 = 1. (2.2.11)

We obtain from the equation above that

lim
‖ξ‖→∞

∣∣∣∣∣Pλ(x1 − ξ, y1)
Pλ(x0 − ξ, y0)

∣∣∣∣∣ =
(
y1

y0

)ρ+Im(λ)

lim
‖ξ‖→∞

(
y2

0 + ‖x0 − ξ‖2

y2
1 + ‖x1 − ξ‖2

)ρ+Im(λ)

=
(
y1

y0

)ρ+Im(λ)

.

Thus, there exists some R ∈ (0,∞), such that

∣∣∣∣∣Pλ(x1 − ξ, y1)
Pλ(x0 − ξ, y0)

∣∣∣∣∣ < 1 +
(
y1

y0

)ρ+Im(λ)

, for all ‖ξ‖ > R.

Hence,

∫
‖ξ‖>R

|Pλ(x1 − ξ, y1)| d|µ|(ξ) ≤ 1 +
(
y1

y0

)ρ+Im(λ) ∫
‖ξ‖>R

|Pλ(x0 − ξ, y0)| d|µ|(ξ).
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This completes the proof as the right-hand side of the inequality above is finite by the hy-

pothesis.

In view of the previous lemma, we say that Pλ[µ] is well-defined in Hn, whenever the

integral in the right-hand side of (2.2.10) converges absolutely for some (x, y) ∈ Hn. As Pλ
is an eigenfunction of ∆Hn with eigenvalue −(λ2 + ρ2), it follows that Pλ[µ], provided it is

well-defined, also satisfies the eigenvalue equation

∆HnPλ[µ] = −(λ2 + ρ2)Pλ[µ].

The relation (2.2.7) implies that Pλ[µ] can be rewritten as

Pλ[µ](x, y) = yρ+iλ
(
µ ∗

(
ψλ
)
y

)
(x), x ∈ Rn−1, y > 0. (2.2.12)

From (2.2.8) and (2.2.4), we note that ψλ(x) is positive for all x ∈ Rn−1, if λ is equal to iβ,

for some β ∈ (0,∞). In this case, Pλ[µ] is a positive eigenfunction, provided it is well-defined,

with eigenvalue (β2 − ρ2), whenever µ is a positive measure. In fact, we have the following

characterization of positive eigenfunctions of ∆Hn .

Lemma 2.2.2 ([DR92, Theorem 7.11]). If u is a positive eigenfunction of ∆Hn with eigenvalue

β2 − ρ2, for some β ∈ (0,∞), then there exists a unique positive measure µ (known as the

boundary measure of u) on Rn−1 and a nonnegative constant C, such that

u(x, y) = Cyβ+ρ + Piβ[µ](x, y), for all (x, y) ∈ Hn. (2.2.13)

Remark 2.2.3. i) From the characterization of the positive eigenfunctions of ∆Hn given

in [Hel77, Theorem 4.1], it follows that if a positive function u satisfies the equation

∆Hnu+ λu = 0,

in Hn, then one must have λ ∈ (−∞, ρ2].

ii) The result of Damek and Ricci [DR92, Theorem 7.11] also characterizes all positive

eigenfunction of ∆Hn with eigenvalue β2 − ρ2, where β ∈ (−∞, 0]. But our next

theorem, Theorem 2.2.4, does not apply to these eigenfunctions.
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We are now ready to prove an analogue of the result of Loomis and Rudin (Theorem 1.0.6)

for positive eigenfunctions of ∆Hn .

Theorem 2.2.4. Suppose u is a positive eigenfunction of ∆Hn , with boundary measure µ

and eigenvalue β2−ρ2, for some β > 0. If there exists x0 ∈ Rn−1, and L ∈ [0,∞), such that

lim
y→0

yβ−ρu(x0, y) = L, (2.2.14)

then Dsymµ(x0) = L.

Proof. As µ is the boundary measure of u, the expressions (2.2.13) and (2.2.12) imply that

u(x, y) = Cyβ+ρ + yρ−β
(
µ ∗

(
ψiβ

)
y

)
(x), x ∈ Rn−1, y > 0.

Hence,

yβ−ρu(x, y) = Cy2β +
(
µ ∗

(
ψiβ

)
y

)
(x), x ∈ Rn−1, y > 0.

By the hypothesis (2.2.14) and the fact that β ∈ (0,∞), it follows from the equation above

that

lim
y→0

(
µ ∗

(
ψiβ

)
y

)
(x0) = lim

y→0
yβ−ρu(x0, y) = L.

We recall from (2.2.8) that

ψiβ(x) = diβ

(
1

1 + ‖x‖2

)ρ+β

, x ∈ Rn−1.

It is clear from the expression above that ψiβ is a strictly positive, radial and radially decreasing

function on Rn−1. Moreover, taking α = ρ+ β, and κ = 0, in Example 2.1.2, i), we see that

ψiβ satisfies the comparison condition (1.0.6). In order to apply Theorem 2.1.3, we need to

show that ψiβ satisfies the condition (2.1.1). To do this, we will need the following well-known

formula [Gra14, P.420].

∫ π/2

0
(sin θ)z(cos θ)w dθ =

Γ
(
z+1

2

)
Γ
(
w+1

2

)
2Γ
(
z+w+2

2

) , Re(z) > −1, Re(w) > −1. (2.2.15)
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Now, for any λ ∈ C with Im(λ) > 0, and s ∈ R we have

∫
Rn−1

ψλ(x)‖x‖is dx = dλ

∫
Rn−1

(
1

1 + ‖x‖2

)ρ−iλ
‖x‖is dx

= dλωn−2

∫ ∞
0

( 1
1 + r2

)ρ−iλ
risrn−2 dr

= dλωn−2

∫ π/2

0

( 1
sec2 θ

)ρ−iλ
(tan θ)n−2+is(sec θ)2 dθ

(using the substitution r = tan θ)

= dλωn−2

∫ π/2

0
(cos θ)(2ρ−2iλ−n−is)(sin θ)n−2+is dθ

= dλωn−2
Γ
(

2ρ−2iλ−n−is+1
2

)
Γ
(
n−1+is

2

)
2Γ(ρ− iλ) , (2.2.16)

where the last equality follows from (2.2.15), as Im(λ) ∈ (0,∞) . As, the expression on the

right-hand side of (2.2.16) is nonzero, it follows that ψiβ satisfies (2.1.1). In view of (2.2.9),

the proof now follows simply by applying Theorem 2.1.3.

The last topic we are going to discuss in this chapter is related to the result of Repnikov

and Eidelman (Theorem 1.0.18). It is known that the exact analogue of the result of Repnikov

and Eidelman (Theorem 1.0.18) is false on Hn (see [NRS21, Rep02]). However, an analogue

of Corollary 2.1.17 (which we view as a variant of Theorem 1.0.18) can be proved for Hn.

We define for λ ∈ C and f a measurable function on Rn−1, the λ-Poisson transform Pλf ,

by a convolution analogous to (2.2.10)

Pλf(x, y) =
∫
Rn−1

Pλ(x− ξ, y)f(ξ) dξ, (x, y) ∈ Hn,

whenever the integral converges absolutely. Since the kernel Pλ(·, y) is integrable for every

y ∈ (0,∞), for Im(λ) ∈ (0,∞), the λ-Poisson transform Pλf is well-defined in Hn, for

f ∈ L∞(Rn−1). We will now prove an analogue of Corollary 2.1.17 for certain eigenfunctions

of ∆Hn . In order to do this, we will need the following characterization of eigenfunctions of

∆Hn .

Lemma 2.2.5 ([BSOS03, Theorem 3.6]). Suppose u is an eigenfunction of ∆Hn with eigen-

value −(λ2 + ρ2), where Im(λ) ∈ (0,∞). Then u = Pλf , for some f ∈ L∞(Rn−1), if and



48 Chapter 2. Generalization of a theorem of Loomis and Rudin

only if

sup
y>0

yIm(λ)−ρ‖u(., y)‖L∞(Rn−1) <∞. (2.2.17)

The function f will be called the boundary function of u. The following result, for λ = iρ,

can be thought of as an exact analogue of Corollary 2.1.17.

Theorem 2.2.6. Suppose u is an eigenfunction of ∆Hn with eigenvalue −(λ2 + ρ2), where

Im(λ) ∈ (0,∞). Further suppose that u satisfies (2.2.17) and f is the boundary function of

u. Then for x0 ∈ Rn−1, and L ∈ C,

lim
y→∞

y−(ρ+iλ)u(x0, y) = L,

if and only if

lim
r→∞

1
m(B(x0, r))

∫
B(x0,r)

f(x)dx = L.

Proof. Since f is the boundary function of u, we have

u(x, y) = Pλf(x) =
∫
Rn−1

Pλ(x− ξ, y)f(ξ) dξ, (x, y) ∈ Hn.

The equation (2.2.7) now implies that

y−(ρ+iλ)u(x0, y) =
(
f ∗

(
ψλ
)
y

)
(x0).

We also have

1
m(B(x0, r))

∫
B(x0,r)

f(x)dx = f ∗
(
m(B(0, 1))−1χB(0,1)

)
r

(x0).

Now, (2.2.16) shows that ψλ satisfies (2.1.1). Also, from (2.2.8) and (2.2.9), we have

that ψλ is radial and is of integral one. We have already observed in Remark 2.1.15 that

m(B(0, 1))−1χB(0,1) also obeys (2.1.1). Application of Theorem 2.1.14 twice, first with φ=ψλ

and then with φ = m(B(0, 1))−1χB(0,1) finishes the proof.

Remark 2.2.7. It is known that the analogue of Theorem 2.2.4 (for β = ρ), is false for

complex hyperbolic spaces (see [Rud08, P.78]). However, it is not known to us, at the

moment, whether the exact analogue of Theorem 2.2.6 holds for complex hyperbolic spaces.



Chapter 3

Parabolic convergence of positive

solutions of the heat equation in Rn+1
+

In this chapter, we study the parabolic convergence of positive solutions of the heat equation

in the Euclidean upper half-space Rn+1
+ . We prove that the existence of the parabolic limit of a

positive solution of the heat equation at a point in the boundary is equivalent to the existence

of the strong derivative of the boundary measure of the solution at that point. Moreover,

the parabolic limit and the strong derivative are equal. This extends the result of Gehring

(Theorem 1.0.16) in higher dimensions. The main result of this chapter is Theorem 3.3.2.

3.1 Introduction

We recall that the heat equation in Rn+1
+ is given by

∆u(x, t) = ∂

∂t
u(x, t), (x, t) ∈ Rn+1

+ ,

where ∆ = ∑n
i=1

∂2

∂x2
i
is the Laplace operator on Rn. The fundamental solution of the heat

equation is the Gauss-Weierstrass kernel or the heat kernel of Rn, and is given by

W (x, t) = w√t(x) = (4πt)−n2 e−
‖x‖2

4t , (x, t) ∈ Rn+1
+

w(ξ) = (4π)−n2 e−
‖ξ‖2

4 , ξ ∈ Rn.

49
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The Gauss-Weierstrass integral of a measure µ on Rn, is given by the convolution

W [µ](x, t) = µ ∗ w√t(x) =
∫
Rn
W (x− y, t) dµ(y),

whenever the integral above converges absolutely for (x, t) ∈ Rn+1
+ .

Remark 3.1.1. ([Wat12, Theorem 4.4]). As we have already mentioned, it is known that

if W [|µ|](x0, t0) is finite at some point (x0, t0) ∈ Rn+1
+ , then W [|µ|](x, t) is also finite for

all (x, t) ∈ Rn × (0, t0). Moreover, W [µ] is a solution of the heat equation in the strip

Rn × (0, t0). In this case, we say that W [µ] is well-defined in Rn × (0, t0).

For the sake of completeness, we would like to state the following theorem, which describes

the relationship of the boundary behavior of Gauss-Weierstrass integral of a measures on Rn

along the normal with the symmetric derivative of the measure. We recall that the symmetric

derivative Dsymµ(x0) of a measure defined on Rn, at point x0 ∈ Rn, is given by the limit

Dsymµ(x0) = lim
r→0

µ(B(x0, r))
m(B(x0, r))

,

provided the limit exists.

Theorem 3.1.2. Suppose that µ is a measure on Rn, with well-defined Gauss-Weierstrass

integral W [µ] in Rn × (0, t0), for some t0 ∈ (0,∞). If x0 ∈ Rn, L ∈ C, then the following

statements holds.

i) If Dsymµ(x0) = L, then

lim
t→0

W [µ](x0) = L.

ii) If, additionally, we assume µ to be positive, then

lim
t→0

W [µ](x0) = L

implies that Dsymµ(x0) is also equal to L.

The proof of the first part of the theorem above follows from the result of Saeki (Theorem

1.0.5) (see also [Wat77, Theorem 3] for an alternative proof) and the second part has already

been discussed in Chapter 2 (Corollary 2.1.13). It was Gehring [Geh60, Theorem 3], who had
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shown, for n = 1, that the conclusion of the second part of the theorem above does not hold

true for signed measures.

We now focus on the main topic of this chapter, namely the extension of Gehring’s result

(Theorem 1.0.16) in higher dimensions. The main tool used in Gehring’s proof is Wiener’s

Tauberian theorem. But it is not at all clear to us at the moment whether the same approach

can be adapted to prove analogue of Theorem 1.0.16, for n > 1. As we have pointed out

in the introduction of this thesis, correct interpretation of the derivative of the distribution

function of a measures on R, is crucial in order to prove any higher dimensional analogue of

this theorem. It turns out that the strong derivative of a measure is a right candidate for this

purpose.

We recall that a measure µ on Rn, has strong derivative Dµ(x0) = L ∈ C, at x0 ∈ Rn, if

lim
r→0

µ(x0 + rB)
m(rB) = L,

holds for every open ball B ⊂ Rn.

Remark 3.1.3.

i) It is clear from the definition above that if Dµ(x0) = L, then Dsymµ(x0) = L. How-

ever, the converse is not true and can be seen from the following elementary example.

Consider the measure dµ = χ[0,1] dm on R. Then

µ ((−r, r))
m ((−r, r)) = 1

2r

∫ r

−r
χ[0,1] dm = 1

2r

∫ r

0
dm = 1

2 , r ∈ (0, 1).

Thus, Dsymµ(0) = 1/2. However, the strong derivative of µ at zero does not exist.

To see this, consider an interval of the form I1 = (x− t, x + t), with x ∈ (0,∞), and

t ∈ (0, x). Then for all positive number r smaller than 1/(x + t), we see that rI1 is a

subset of [0, 1] and hence

lim
r→0

µ(rI1)
m(rI1) = lim

r→0

m(rI1)
m(rI1) = 1.
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On the other hand, if we choose I2 = (x− t, x+ t), with x ∈ (−∞, 0), and t ∈ (0,−x),

then for all r ∈ (0,∞), rI2 and [0, 1] are disjoint as r(x+ t) is negative. Hence

lim
r→0

µ(rI2)
m(rI2) = 0.

It follows that the strong derivative of µ at zero does not exist.

ii) From an interesting example constructed by Shapiro in [Sha06, Section 3], it can be

seen that there exists an absolutely continuous measure µ on Rn, n > 1 (which can

also be choosen to be positive), and a point x0 ∈ Rn, such that x0 is not a Lebesgue

point of µ but the strong derivative of µ exists at x0. More details on these can be

found in Chapter 5.

The following theorem shows that the strong derivative of a measure is a natural general-

ization of the derivative of the distribution function of a measure defined on the real line.

Theorem 3.1.4. Let µ be a measure on R, with distribution function F . Then F is differ-

entiable at x0 ∈ R, if and only if the strong derivative of µ at x0 exists. In either case,

F ′(x0) = Dµ(x0).

Proof. Suppose that F is differentiable at x0 ∈ R, with F ′(x0) = L ∈ C. Then for any

interval of the form I = (x− s, x+ s), where x ∈ R, s ∈ (0,∞), we have

lim
r→0

µ(x0 + rI)
m(rI) = lim

r→0+

F (x0 + rx+ rs)− F (x0 + rx− rs)
2rs

= lim
r→0+

(
F (x0 + r(x+ s))− F (x0)

r(x+ s) × (x+ s)
2s

−F (x0 + r(x− s))− F (x0)
r(x− s) × (x− s)

2s

)

=
(
L× (x+ s)

2s − L× (x− s)
2s

)
= L.

Thus, Dµ(x0) equals L.
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Conversely, suppose that Dµ(x0) equals L, for some L ∈ C. Then for every interval of

the form I = (x− s, x+ s), with x ∈ R, s ∈ (0,∞), we have

L = lim
r→0+

µ(x0 + rI)
m(rI)

= lim
r→0+

µF ((x0 + rx− rs, x0 + rx+ rs))
2rs

= lim
r→0+

F (x0 + rx+ rs)− F (x0 + rx− rs)
2rs .

Now, by choosing x = s = 1/2 (a one dimensional specialty), in the equation above, we get

L = lim
r→0+

F (x0 + r)− F (x0)
r

,

that is, the right-hand derivative of F at x0 is L. Similarly, by choosing x = −1/2, and

s = 1/2, we get that the left-hand derivative of F at x0 is also L.

Our main result (Theorem 3.3.2) can be succinctly stated as follows: for a positive measure

µ on Rn, W [µ] has parabolic limit L ∈ [0,∞), at x0 ∈ Rn, if and only if Dµ(x0) = L. We

refer to Definition 1.0.15, for the definition of parabolic limit. The proof of this result is based

on the proof of Theorem 1.0.13, due to Ramey and Ullrich. However, two relatively recent

results on the qualitative properties of the solution of heat equation plays an important role in

the proof of the theorem. One of them is an analogue of Montel’s theorem valid for solutions

of the heat equation (see Lemma 3.2.7), due to Bär [Bär13]. The other one is a result of

Poon [Poo96] on the unique continuation of the solutions of the heat equation. In the next

section, we state and prove all the preliminary results needed to prove Theorem 3.3.2. The

statement and proof of this theorem is given in the last section.

3.2 Auxilary results

Let M denote the set of all measure µ on Rn, such that the Gauss-Weierstrass integral W [µ]

is well-defined in Rn+1
+ . In view of the Remark 3.1.1, we have

M = {µ is a measure on Rn | W [|µ|](0, t) is finite for all t ∈ (0,∞)}. (3.2.1)
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As w ∈ Lp(Rn), for all p ∈ [1,∞], it follows from the definition of W [µ] (see 1.0.13) that

Lp(Rn) ⊂M . For f ∈ Lp(Rn), p ∈ [1,∞], we denote

Wf(x, t) = f ∗ w√t(x) =
∫
Rn
W (x− ξ, t)f(ξ) dm(ξ), x ∈ Rn, t ∈ (0,∞).

As {w√t | t ∈ (0,∞)} is an approximate identity, we see that if f ∈ Cc(Rn), then Wf(·, t)

converges to f uniformly as t goes to zero. However, a stronger result is true.

Lemma 3.2.1. If f ∈ Cc(Rn), then

lim
t→0

Wf(·, t)
w

= f

w
,

uniformly on Rn.

Proof. We assume that suppf ⊂ B(0, R), for some R ∈ (0,∞). Since w is bounded below

on B(0, 2R) by a positive number,

lim
t→0

Wf(x, t)
w(x) = f(x)

w(x) ,

uniformly for x ∈ B(0, 2R). Hence, it suffices to prove that

lim
t→0

Wf(·, t)
w

= 0,

uniformly for x ∈ B(0, 2R)c. We have

Wf(x, t)
w(x) = 1

w(x)tn2

∫
B(0,R)

f(ξ)w
(
x− ξ√

t

)
dm(ξ), x ∈ Rn. (3.2.2)

For x ∈ B(0, 2R)c, and ξ ∈ B(0, R), we have

‖ξ‖ < R ≤ ‖x‖2 ,

and hence it follows from the triangle inequality that

‖x− ξ‖ ≥ ‖x‖ − ‖ξ‖ > ‖x‖ − ‖x‖2 = ‖x‖2 . (3.2.3)
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Since w is radially decreasing, we get from (3.2.2) and (3.2.3) that for x ∈ B(0, 2R)c,

∣∣∣∣∣Wf(x, t)
w(x)

∣∣∣∣∣ ≤ 1
w(x)tn2

∫
B(0,R)

|f(ξ)|w
(
x− ξ√

t

)
dm(ξ)

≤ 1
w(x)tn2

∫
B(0,R)

|f(ξ)|w
(

x

2
√
t

)
dm(ξ)

=
w
(

x
2
√
t

)
w(x)tn2

‖f‖L1(Rn). (3.2.4)

Using the expression of w (see (1.0.12)), it follows that for x ∈ B(0, 2R)c, and t ∈ (0, 1/4),

w
(

x
2
√
t

)
w(x)tn2

= t−
n
2 e−

‖x‖2
4 ( 1

4t−1) ≤ t−
n
2 e−R

2( 1
4t−1) ≤ n!4n

R2n
t
n
2

(1− 4t)n .

Using the inequality above in (3.2.4), and then taking limit as t goes to zero on both sides of

(3.2.4), we complete the proof.

Lemma 3.2.2. If ν ∈M , and f ∈ Cc(Rn), then for each fixed t ∈ (0,∞),

∫
Rn
Wf(x, t) dν(x) =

∫
Rn
W [ν](x, t)f(x) dm(x).

Proof. The result will follow by interchanging integrals using Fubini’s theorem. Assuming

suppf ⊂ B(0, R), it suffices to show that

∫
Rn

∫
B(0,R)

|f(ξ)|W (x− ξ, t) dm(ξ) d|ν|(x) <∞.

Now,

∫
Rn

∫
B(0,R)

|f(ξ)|W (x− ξ, t) dm(ξ) d|ν|(x)

= (4πt)−n2
∫
B(0,2R)

∫
B(0,R)

e−
‖x−ξ‖2

4t |f(ξ)| dm(ξ) d|ν|(x)

+(4πt)−n2
∫
B(0,2R)c

∫
B(0,R)

e−
‖x−ξ‖2

4t |f(ξ)| dm(ξ) d|ν|(x)

≤ (4πt)−n2
∫
B(0,2R)

∫
B(0,R)

|f(ξ)| dm(ξ) d|ν|(x)

+(4πt)−n2
∫
B(0,2R)c

∫
B(0,R)

e−
‖x‖2
16t |f(ξ)| dm(ξ) d|ν|(x)

(using the inequality (3.2.3), in the second integral)

≤ (4πt)−n2 |ν|(B(0, 2R))‖f‖L1(Rn) + 4n
2 ‖f‖L1(Rn)W [|ν|](0, 4t).
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The last quantity is finite as ν ∈M . This completes the proof.

The following notions will be used throughout the chapter.

Definition 3.2.3. i) A sequence of complex-valued functions {uj | j ∈ N}, defined on

Rn+1
+ , is said to converge normally to a function u if {uj} converges to u uniformly on

all compact subsets of Rn+1
+ .

ii) A sequence of complex-valued functions {uj | j ∈ N}, defined on Rn+1
+ , is said to be

locally bounded if given any compact set K ⊂ Rn+1
+ , there exists a positive constant

CK (depending only on K) such that for all j and all x ∈ K,

|uj(x)| ≤ CK .

v) A sequence {µj} of positive measures on Rn, is said to converge to a positive measure

µ on Rn, in weak* if

lim
j→∞

∫
Rn
f(x) dµj(x) =

∫
Rn
f(x) dµ(x),

for all f ∈ Cc(Rn).

Lemma 3.2.4. Suppose that {µj | j ∈ N} ⊂ M , and µ ∈ M , are positive measures. If

{W [µj]} converges normally to W [µ], then {µj} converges to µ in weak*.

Proof. Let f ∈ Cc(Rn), with suppf ⊂ B(0, R), for some R ∈ (0,∞). We need to show that

lim
j→∞

∫
Rn
f(x) dµj(x) =

∫
Rn
f(x) dµ(x).

For any t ∈ (0,∞), we write

∫
Rn
f(x) dµj(x)−

∫
Rn
f(x) dµ(x)

=
∫
Rn

(f(x)−Wf(x, t)) dµj(x) +
∫
Rn
Wf(x, t) dµj(x)−

∫
Rn
Wf(x, t) dµ(x)

+
∫
Rn

(Wf(x, t)− f(x)) dµ(x). (3.2.5)
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Given ε > 0, by Lemma 3.2.1, we get some t0 ∈ (0,∞), such that for all x ∈ Rn,

|Wf(x, t0)− f(x)|
w(x) < ε. (3.2.6)

Using Lemma 3.2.2 for t = t0, in the second and third integral on the right-hand side of

(3.2.5), it follows that

∣∣∣∣∫
Rn
f(x) dµj(x)−

∫
Rn
f(x) dµ(x)

∣∣∣∣
≤

∫
Rn
|f(x)−Wf(x, t0)| dµj(x) +

∫
B(0,R)

|W [µj](x, t0)−W [µ](x, t0)||f(x)| dm(x)

+
∫
Rn
|Wf(x, t0)− f(x)| dµ(x)

= I1(j) + I2(j) + I3. (3.2.7)

Applying (3.2.6), we obtain

I1(j) =
∫
Rn

|Wf(x, t0)− f(x)|
w(x) w(x) dµj(x) ≤ ε

∫
Rn
w(x) dµj(x) = εW [µj](0, 1),

for all j ∈ N. By the same argument, we also have

I3 ≤ εW [µ](0, 1).

Since {W [µj]} converges to W [µ] normally, the sequence {W [µj](0, 1)}, in particular, is

bounded. Hence, by setting

C = sup
j∈N

W [µj](0, 1) +W [µ](0, 1),

we get that

I1(j) + I3 ≤ 2Cε.

Again using the normal convergence of {W [µj]} to W [µ], we get some j0 ∈ N, such that for

all j ≥ j0,

‖W [µj]−W [µ]‖L∞(B(0,R)×{t0}) < ε.

This shows that for all j ≥ j0,

I2(j) ≤ ε‖f‖L1(Rn).
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Hence, for all j ≥ j0

∣∣∣∣∫
Rn
f(x) dµj(x)−

∫
Rn
f(x) dµ(x)

∣∣∣∣ ≤ ε(2C + ‖f‖L1(Rn)).

We will also need the following measure theoretic result.

Lemma 3.2.5 ([RU88, Proposition 2.6]). Suppose that {µj | j ∈ N}, µ are positive measures

on Rn, and that {µj} converges to µ in weak*. Then for some L ∈ [0,∞), µ = Lm if and

only if {µj(B)} converges to Lm(B) for every open ball B ⊂ Rn.

We shall next prove a result regarding comparison of the Hardy-Littlewood maximal function

and the heat maximal function. This result, perhaps, is well-known to the experts, but since

we could not find any reference of this result in the form in which it will be needed, we include

a proof of it in the following. We recall that for a positive measure µ, its Hardy-Littlewood

maximal function MHL(µ) is defined by

MHL(µ)(x0) = sup
r>0

µ(B(x0, r))
m(B(x0, r))

, x0 ∈ Rn.

Lemma 3.2.6. If µ ∈ M (see (3.2.1)), is a positive measure and α ∈ (0,∞), then there

exist positive constants cα and cn such that

cnMHL(µ)(x0) ≤ sup
t>0

W [µ](x0, t
2) ≤ sup

(x,t)∈P(x0,α)
W [µ](x, t) ≤ cαMHL(µ)(x0), (3.2.8)

for all x0 ∈ Rn. The constants cn and cα are independent of x0.

Proof. We recall that

P(x0, α) = {(x, t) ∈ Rn+1
+ | ‖x− x0‖2 < αt}.

The second inequality follows easily as the set {(x0, t
2) | t ∈ (0,∞)} is contained in P(x0, α)

for any α ∈ (0,∞). The proof of the third inequality can be found in [Sae96, P.137, inequality

(b)]. The proof in [Sae96] proves the case x0 = 0. The general case then follows simply by

considering the translated measure τ−x0µ. Proof of the first inequality is easy, as for any
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t ∈ (0,∞),

W [µ](x0, t
2) = (4πt2)−n2

∫
Rn
e−
‖x0−ξ‖

2

4t2 dµ(ξ)

≥ (4π)−n2 t−n
∫
B(x0,2t)

e−
‖x0−ξ‖

2

4t2 dµ(ξ)

≥ (4π)−n2 t−n
∫
B(x0,2t)

e−1 dµ(y)

= e−1m(B(0, 1))2n(4π)−n2 µ(B(x0, 2t))
m(B(x0, 2t))

.

Taking supremum over t on both sides we get

cnMHL(µ)(x0) ≤ sup
t>0

W [µ](x0, t
2), (3.2.9)

where cn = e−1m(B(0, 1))2n(4π)−n2 .

As we have mentioned earlier, to prove our main result we will need an analogue of Montel’s

theorem for solutions of the heat equation. Using the fact that the heat operator, ∂
∂t
− ∆,

is hypoelliptic on Rn+1
+ , one can get a following Montel-type result for solutions of the heat

equation from a very general theorem due to Bär.

Lemma 3.2.7 ([Bär13, Theorem 4]). Let {uj} be sequence of solutions of the heat equation

in Rn+1
+ . If {uj} is locally bounded, then it has a subsequence which converges normally to a

solution v of the heat equation in Rn+1
+ .

Given a function F on Rn+1
+ , and r ∈ (0,∞), we define the nonisotropic dilation Fr of F

as follows

Fr(x, t) = F (rx, r2t), (x, t) ∈ Rn+1
+ . (3.2.10)

Remark 3.2.8. This notion of nonisotropic dilation is crucial for us primarily because of the

following reasons.

i) If F is a solution of the heat equation then so is Fr, for every r ∈ (0,∞). This follows

easily by standard differentiation rules.

ii) (x, t) ∈ P(0, α), if and only if (rx, r2t) ∈ P(0, α), for every r ∈ (0,∞).
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Given ν ∈M , and r ∈ (0,∞), we also define the dilate νr of ν by

νr(E) = r−nν(rE), (3.2.11)

for every Borel set E ⊆ Rn, where rE = {rx | x ∈ E}. We now prove a simple lemma

involving the above notions of dilates.

Lemma 3.2.9. If ν ∈M , then for every r ∈ (0,∞),

W [νr](x, t) = W [ν](rx, r2t), for all (x, t) ∈ Rn+1
+ .

Proof. For a Borel set E ⊆ Rn, it follows from the definition of νr (3.2.11), that

∫
Rn
χE dνr = r−nν(rE) = r−n

∫
Rn
χrE(x) dν(x) = r−n

∫
Rn
χE

(
x

r

)
dν(x).

Hence, for all nonnegative measurable functions f on Rn, we have

∫
Rn
f(x) dνr(x) = r−n

∫
Rn
f
(
x

r

)
dν(x).

Hence, for all (x, t) ∈ Rn+1
+ ,

W [νr](x, t) =
∫
Rn
W (x− ξ, t) dνr(ξ)

= r−n
∫
Rn
W

(
x− ξ

r
, t

)
dν(ξ)

= r−n(4πt)−n2
∫
Rn
e−
‖x−r−1ξ‖2

4t dν(ξ)

= (4πtr2)−n2
∫
Rn
e−
‖rx−ξ‖2

4tr2 dν(ξ)

= W [ν](rx, r2t).

We end this section with an uniqueness theorem for solutions of the heat equation in Rn+1
+ .

If u is a solution of the heat equation in Rn+1
+ , then the question of joint real analyticity of u

in (x, t) variable seems to be an involved one. Nevertheless, the following uniqueness result,

due to Poon, holds.
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Lemma 3.2.10 ([Poo96, Theorem 1.2]). Let u be a solution of the heat equation in Rn+1
+ .

If u vanishes of infinite order in space-time at a point (x0, t0) ∈ Rn+1
+ , then u is identically

zero.

Here, vanishing of infinite order in space-time at a point (x0, t0) ∈ Rn+1
+ , means that there

exists a positive constant C and an open neighbourhood V of (x0, t0) such that

|u(x, t)| ≤ C(‖x− x0‖+ |t− t0|)k,

for all k ∈ N, and for all (x, t) ∈ V . As an immediate corollary of Poon’s result, we have the

following.

Corollary 3.2.11. Let u be a solution of the heat equation in Rn+1
+ . Then u cannot vanish

on a nonempty open set in Rn+1
+ without being identically zero.

3.3 The main result

We shall first prove a special case of our main result. The proof of the main result will follow

by reducing matters to this special case.

Theorem 3.3.1. Suppose that u is a positive solution of the heat equation in Rn+1
+ , and that

L ∈ [0,∞). If the boundary measure µ (see Theorem 2.1.12) of u is finite, then the following

statements hold.

i) If there exists η ∈ (0,∞), such that

lim
(x,t)→(0,0)
(x,t)∈P(0,η)

u(x, t) = L, (3.3.1)

then the strong derivative of µ at the origin is also equal to L.

ii) If the strong derivative of µ at the origin is equal to L, then u has parabolic limit L at

the origin.
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Proof. We first prove i). We choose an open ball B0 ⊂ Rn, and a sequence of positive

numbers {rj} converging to zero and then consider the quotient

Lj = µ(rjB0)
m(rjB0) , j ∈ N. (3.3.2)

Assuming (3.3.1), we will prove that {Lj} is a bounded sequence and every convergent

subsequence of {Lj} converges to L. We first choose a positive number s such that B0 is

contained in B(0, s). Then

Lj ≤
µ(rjB(0, s))
m(rjB0) = µ(rjB(0, s))

m(rjB(0, s)) ×
m(B(0, s))
m(B0) ≤ CsMHL(µ)(0), (3.3.3)

where Cs = m(B(0,s))
m(B0) .

Since µ is the boundary measure for u, we have

u(x, t) = W [µ](x, t), for all (x, t) ∈ Rn+1
+ .

Thus, (3.3.1) shows that W [µ](0, t2) converges to L as t tends to zero, which implies, in

particular, that there exists a positive number δ such that

sup
t<δ

W [µ](0, t2) <∞.

Since µ is a finite measure we also have that for all t ≥ δ,

W [µ](0, t2) ≤ (4πt2)−n2
∫
Rn
dµ ≤ (4πδ2)−n2 µ(Rn).

Combining the above two inequalities, we obtain

sup
t>0

W [µ](0, t2) <∞.

Lemma 3.2.6 now implies that MHL(µ)(0) is finite. Boundedness of the sequence {Lj}

is now a consequence of the inequality (3.3.3). It remains to prove that every convergent

subsequence of {Lj} converges to L. We choose a convergent subsequence of {Lj}, for the
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sake of simplicity, again denoted by {Lj}. For j ∈ N, we define

uj(x, t) = u(rjx, r2
j t), (x, t) ∈ Rn+1

+ .

Then by Remark 3.2.8, i), {uj} is a sequence of positive solutions of the heat equation in

Rn+1
+ . We claim that {uj} is locally bounded. To prove this claim, we choose any compact set

K ⊂ Rn+1
+ . Then there exists a positive number α such that K is contained in the parabolic

region P(0, α). Indeed, we consider the map

(x, t) 7→ ‖x‖
2

t
, (x, t) ∈ Rn+1

+ .

Clearly, this map is continuous. As K is compact, image of K under this map is bounded and

hence
‖x‖2

t
< αt, for all (x, t) ∈ K,

for some positive number α. Using the invariance of P(0, α) under nonisotropic dilation (see

Remark 3.2.8, ii)) and Lemma 3.2.6, it follows that for all j ∈ N

sup
(x,t)∈P(0,α)

uj(x, t) = sup
(x,t)∈P(0,α)

u(x, t) = sup
(x,t)∈P(0,α)

W [µ](x, t) ≤ cαMHL(µ)(0).

Hence, {uj} is locally bounded. Applying Lemma 3.2.7, we extract a subsequence {ujk} of

{uj} which converges normally to a positive solution v of the heat equation in Rn+1
+ . We

now show that v is identically equals to L in P(0, η). To show this, we take (x0, t0) ∈ P(0, η).

Since {rjk} converges to zero as k goes to infinity and u(x, t) has limit L, as (x, t) tends to

(0, 0) within P(0, η), we must have

v(x0, t0) = lim
k→∞

ujk(x0, t0) = lim
k→∞

u(rjkx0, r
2
jk
t0) = L,

as (rjkx0, r
2
jk
t0) ∈ P(0, η), for all k ∈ N. Therefore, v is identically equals to L in the open

set P(0, η). It is now immediate from the Corollary 3.2.11 that v is identically equal to L in

Rn+1
+ , that is,

v ≡ L = W [Lm]. (3.3.4)



64 Chapter 3. Parabolic convergence

On the other hand, by Lemma 3.2.9 we have for all (x, t) ∈ Rn+1
+ ,

ujk(x, t) = u(rjkx, r2
jk
t) = W [µ](rjkx, r2

jk
t) = W [µrjk ](x, t), (3.3.5)

where µrjk is the dilate of µ by rjk according to (3.2.11). It follows from (3.3.4) and (3.3.5)

that {W [µrjk ]} converges normally to W [Lm]. Therefore, by Lemma 3.2.4, the sequence of

measures {µrjk} converges to Lm in weak* and hence by Lemma 3.2.5, {µrjk (B)} converges

to Lm(B) for every open ball B ⊂ Rn. In particular,

Lm(B0) = lim
k→∞

µrjk (B0) = lim
k→∞

rjk
−nµ(rjkB0) = m(B0) lim

k→∞

µ(rjkB0)
m(rjkB0) .

The equality above, together with (3.3.2), implies that the sequence {Ljk} converges to L

and hence, so does {Lj}. Thus, every convergent subsequence of the bounded sequence {Lj}

converges to L. This implies that {Lj} itself converges to L. Since B0 and {rj} are arbitrary,

µ has strong derivative L at zero. This completes the proof of i).

Now, we prove ii). We assume that the strong derivative of µ at zero is equal to L. We

fix a positive number α and a sequence {(xj, t2j) | j ∈ N} ⊂ P(0, α), with (xj, t2j) converging

to (0, 0). Since Dµ(0) = L, it follows, in particular, that

lim
r→0

µ(B(0, r))
m(B(0, r)) = L.

Therefore, there exists some positive number δ such that

sup
0<r<δ

µ(B(0, r))
m(B(0, r)) < L+ 1.

Finiteness of the measure µ implies that for all r ≥ δ,

µ(B(0, r))
m(B(0, r)) ≤

µ(Rn)
m(B(0, 1))δn .

The above two inequalities together with Lemma 3.2.6 implies that

sup
(x,t)∈P(0,α)

u(x, t) = sup
(x,t)∈P(0,α)

W [µ](x, t) ≤ cαMHL(µ)(0) <∞.
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This shows that {u(xj, t2j)} is a bounded sequence. We consider a convergent subsequence

of this sequence, denote it also, for the sake of simplicity, by {u(xj, t2j)}, such that

lim
j→∞

u(xj, t2j) = L′. (3.3.6)

It suffices to prove that L′ is equal to L. Using the sequence {tj}, we define

uj(x, t) = u(tjx, t2j t), (x, t) ∈ Rn+1
+ .

As we have shown in the first part, we can prove that {uj} is a locally bounded sequence

of positive solutions of the heat equation in Rn+1
+ . Hence, by Lemma 3.2.7, there exists a

subsequence {ujk} of {uj} which converges normally to a positive solution v of the heat

equation in Rn+1
+ . Lemma 2.1.12, therefore, shows that there exists a unique positive measure

ν on Rn, such that v = W [ν]. We now consider, for each k, the dilate µjk of µ by tjk
according to (3.2.11). An application of Lemma 3.2.9 then implies that for each k,

ujk(x, t) = u
(
tjkx, t

2
jk
t
)

= W [µ]
(
tjkx, t

2
jk
t
)

= W [µjk ](x, t),

for all (x, t) ∈ Rn+1
+ . It follows that the sequence of functions {W [µjk ]} converges normally to

W [ν]. By Lemma 3.2.4, we thus obtain weak* convergence of {µjk} to ν. Since Dµ(0) = L,

we have for any open ball B ⊂ Rn,

lim
k→∞

µjk(B) = lim
k→∞

tjk
−nµ(tjkB) = lim

k→∞

µ(tjkB)
m(tjkB)m(B) = Lm(B).

Hence, by Lemma 3.2.5, ν = Lm. As v = W [ν], it follows that

v(x, t) = L, for all (x, t) ∈ Rn+1
+ .

This, in turn, implies that {ujk} converges to the constant function L normally in Rn+1
+ . On

the other hand, we note that

u(xjk , t2jk) = u

(
tjk
xjk
tjk
, t2jk

)
= ujk

(
xjk
tjk
, 1
)
.
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Since (xjk , t2jk) belongs to the parabolic region P(0, α), for all k ∈ N, it follows that

(
xjk
tjk
, 1
)
∈ B(0,

√
α)× {1},

which is a compact subset of Rn+1
+ . Therefore,

lim
k→∞

u(xjk , t2jk) = L.

In view of (3.3.6), we conclude that L′ is equal to L. This completes the proof.

Now, we are in a position to state and prove our main result.

Theorem 3.3.2. Suppose that u is a positive solution of the heat equation in Rn × (0, t0),

for some t0 ∈ (0,∞], and that x0 ∈ Rn, L ∈ [0,∞). If µ is the boundary measure of u then

the following statements hold.

i) If there exists η ∈ (0,∞), such that

lim
(x,t)→(x0,0)
(x,t)∈P(x0,η)

u(x, t) = L,

then the strong derivative of µ at x0 is also equal to L.

ii) If the strong derivative of µ at x0 is equal to L, then u has parabolic limit L at x0.

Proof. As in the proof of Theorem 2.1.3, We consider the translated measure µ0 = τ−x0µ (see

(2.1.10)). Using translation invariance of the Lebesgue measure, it follows from the definition

of strong derivative (Definition 1.0.11) that Dµ0(0) and Dµ(x0) are equal. Since W [µ0] is

given by the convolution of µ0 with w√t, as before, we have for all (x, t) ∈ Rn × (0, t0) (see

(2.1.11)),

W [µ0](x, t) = (τ−x0µ ∗ w√t)(x) = τ−x0(µ ∗ w√t)(x) = W [µ](x+ x0, t). (3.3.7)
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We fix an arbitrary positive number α. As (x, t) ∈ P(0, α), if and only if (x0 +x, t) ∈ P(x0, α),

one infers from (3.3.7) that

lim
(x,t)→(0,0)
(x,t)∈P(0,α)

W [µ0](x, t) = lim
(ξ,t)→(x0,0)
(ξ,t)∈P(x0,α)

W [µ](ξ, t).

Hence, it suffices to prove the theorem under the assumption that x0 is the origin. We

now show that we can even take µ to be a finite measure. Let µ̃ be the restriction of µ

on the closed ball B(0, 1). If B(ξ, s) is any given open ball in Rn, then for all positive

number r smaller than (s+ ‖ξ‖)−1, it follows that rB(ξ, s) is a subset of B(0, 1). Indeed, if

x ∈ rB(ξ, s) = B(rξ, rs), then

‖x‖ ≤ ‖x− rξ‖+ ‖rξ‖ < rs+ r‖ξ‖ < 1, for all r ∈ (0, (s+ ‖ξ‖)−1).

This in turn implies that the quantities Dµ(0) and Dµ̃(0) are equal. We now claim that

lim
(x,t)→(0,0)
(x,t)∈P(0,α)

W [µ](x, t) = lim
(x,t)→(0,0)
(x,t)∈P(0,α)

W [µ̃](x, t). (3.3.8)

In this regard, we first observe that

lim
t→0

∫
B(0,1)c

W (x− ξ, t) dµ(ξ) = 0,

uniformly for x ∈ B(0, 1/2).

Indeed, for ξ ∈ B(0, 1)c, and x ∈ B(0, 1/2), we have (see (3.2.3))

‖x− ξ‖ > ‖ξ‖2 ≥ 1
2 .

We fix t1 ∈ (0, t0). Using the inequality above and the expression of W (x, t) (see 1.0.12), it

follows that for all x ∈ B(0, 1/2), t ∈ (0, t1/8),

∫
B(0,1)c

W (x− ξ, t) dµ(ξ) = (4πt)−n2
∫
B(0,1)c

e−
‖x−ξ‖2

8t e−
‖x−ξ‖2

8t dµ(ξ)

≤ (4πt)−n2 e− 1
32t

∫
B(0,1)c

e−
‖ξ‖2
32t dµ(ξ)

≤ (4πt)−n2 e− 1
32t

∫
B(0,1)c

e
− ‖ξ‖

2
4t1 dµ(ξ)
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= t
n
2
1 W [µ](0, t1)t−n2 e− 1

32t .

Since W [µ](0, t1) is finite, the right-hand side of the last inequality goes to zero as t tends to

zero. Thus, the observation follows. Now, for (x, t) ∈ Rn × (0, t0),

W [µ](x, t) = W [µ̃](x, t) +
∫
B(0,1)c

W (x− ξ, t) dµ(ξ).

Given any positive number ε, we get some δ ∈ (0, t0), such that for all t ∈ (0, δ), the integral

on the right-hand side of the equation above is smaller than ε, for all x ∈ B(0, 1/2). On the

other hand, if we choose t ∈ (0, 1/4α), then it is immediate that

P(0, α) ∩ {(x, t) ∈ Rn+1
+ | t ∈ (0, 1/4α)} ⊂ B(0, 1/2)× (0, 1/4α).

Hence, for all (x, t) ∈ P(0, α), with t ∈ (0,min{δ, 1/4α}), we have

0 ≤ W [µ](x, t)−W [µ̃](x, t) < ε.

This proves (3.3.8). Therefore, as α ∈ (0,∞) is arbitrary, we may and do suppose that µ is a

finite measure. Using this, without loss of generality, we may also assume t0 =∞. The proof

now follows from Theorem 3.3.1.

As an immediate consequence of the theorem above we have the following.

Corollary 3.3.3. Suppose u is a positive solution of the heat equation in Rn × (0, t0), for

some t0 ∈ (0,∞]. If there exists x0 ∈ Rn, and L ∈ [0,∞), such that for some η ∈ (0,∞)

lim
(x,t)→(x0,0)
(x,t)∈P(x0,η)

u(x, t) = L,

then for every α ∈ (0,∞)

lim
(x,t)→(x0,0)
(x,t)∈P(x0,α)

u(x, t) = L.

Remark 3.3.4. After preparing the final draft of the thesis, we came of the result [BC90,

Theorem 5] from which Theorem 3.3.2 follows as a corollary. However, our method of proof

is completely different from that of [BC90].



Chapter 4

Boundary behavior of positive solutions

of the heat equation on a stratified Lie

group

4.1 Introduction

In this chapter, we are concerned with the parabolic convergence of positive solutions of the

heat equation on a stratified Lie group at a given boundary point. We prove that a necessary

and sufficient condition for the existence of the parabolic limit of a positive solution u at a

point on the boundary is the existence of the strong derivative of the boundary measure of u

at that point. Moreover, the parabolic limit and the strong derivative are equal. Thus, our

main result (Theorem 4.4.2) of this chapter generalizes Theorem 3.3.2. We refer the reader

to Definition 4.2.19 for the relevant definitions. One of the main difficulties in this setting is

that we do not have any explicit expression of the fundamental solution of the heat equation

or the heat kernel. However, we do have Gaussian estimates of the heat kernels (see Theorem

4.2.11) and using these estimates we have been able to prove our results. This makes the

proof of our main theorem (Theorem 4.4.2) and auxiliary results much more involved than

that of their Euclidean counterparts. This chapter is organised as follows: In section 2, we

will collect some basic information about stratified Lie groups and the heat equation on these

groups. The proofs of the result about heat maximal functions, and other relevant lemmas

69
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are given in section 3. The statement and proof of the main theorem (Theorem 4.4.2) is given

in the last section.

From now onwards, we reserve the letters c, C, C ′ for positive constants whose values

are unimportant and can change at each occurrence, unless otherwise stated. We also use

notation like Cκ to indicate the dependency on the parameter κ.

4.2 Preliminaries on stratified Lie groups

Stratified Lie groups (also known as Carnot groups) is a class of connected, simply connected,

nilpotent Lie groups [CG90]. In this section, we discuss them in somewhat detail. We refer the

reader to two excellent monographs [BLU07, FS82], for the extensive treatment of stratified

Lie groups and analysis on these groups. Most of the material in this section is gathered from

these two monographs.

A stratified Lie group (G, ◦) is a connected, simply connected nilpotent Lie group whose

Lie algebra g admits a vector space decomposition

g = V1 ⊕ V2 ⊕ · · · ⊕ Vl,

such that

[V1, Vj] = Vj+1, 1 ≤ j < l, [V1, Vl] = 0.

Here,

[V1, Vj] = spanR {[X, Y ] | X ∈ V1, Y ∈ Vj}.

Therefore, V1 generates, g as a Lie algebra. We say that G is of step l and has dim V1

many generators. The Lie algebra g is equipped with a canonical family of dilations {δr | r ∈

(0,∞)}, which are Lie algebra automorphisms defined by [FS82, P.5]

δr

 l∑
j=1

Xj

 =
l∑

j=1
rjXj, Xj ∈ Vj.

Since g is nilpotent, the exponential map, exp : g → G, is a diffeomorphism, and hence the

family of dilations {δr | r ∈ (0,∞)}, defines via the exponential map a one-parameter group
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of automorphisms of G, which we still denote by {δr | r ∈ (0,∞)}. We fix once and for all

a bi-invariant measure m on G which is the push forward of the Lebesgue measure on g via

the exponential map. The bi-invariant measure m on G is, in fact, the Lebesgue measure of

the underlying Euclidean space. We denote by

Q =
l∑

j=1
j(dim Vj),

called the homogeneous dimension of G and by 0 the identity element of G. The importance

of homogeneous dimension stems from the following relation

m (δr(E)) = rQm(E), (4.2.1)

which holds for all measurable sets E ⊆ G, and r ∈ (0,∞). Here,

δr(E) = {δr(x) | x ∈ E}.

To define the analogue of parabolic domain (see Definition 1.0.15) in G× (0,∞), we need

some notion of distance on G which should interact in a specified manner with the dilations.

The notion of homogeneous norm on stratified Lie groups meets this requirement.

Definition 4.2.1. A homogeneous norm with respect to the family of dilations {δr | r ∈

(0,∞)}, on G is a continuous function d : G→ [0,∞), satisfying the following:

i) d is smooth on G \ {0};

ii) d(δr(x)) = rd(x), for all r ∈ (0,∞), x ∈ G;

iii) d(x−1) = d(x), for all x ∈ G;

iv) d(x) = 0, if and only if x = 0.

It is known [FS82, P.8-10] that homogeneous norms always exist on stratified Lie groups

and for any homogeneous norm d on G, there exists a constant Cd ∈ [1,∞), depending only

on d, such that the following quasi-triangle inequality holds.

d(x1 ◦ x2) ≤ Cd[d(x1) + d(x2)], x1 ∈ G, x2 ∈ G. (4.2.2)
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Moreover, any two homogeneous norms d1 and d2 on G are equivalent in the following sense

(see [BLU07, P.230]): there exists a positive constant C such that

C−1d1(x) ≤ d2(x) ≤ Cd1(x), for all x ∈ G.

A homogeneous norm d on G defines a left invariant quasi-metric on G, denoted by d, as

follows:

d(x1, x2) = d(x−1
1 ◦ x2), x1 ∈ G, x2 ∈ G.

In fact, one can easily verify the following from the definition of the homogeneous norm d and

from (4.2.2).

i) d(x1, x2) = d(x2, x1), for all x1 ∈ G, x2 ∈ G.

ii) d(x ◦ x1, x ◦ x2) = d(x1, x2), for all x1 ∈ G, x2 ∈ G, x ∈ G.

iii) For all x1 ∈ G, x2 ∈ G, x ∈ G,

d(x1, x2) ≤ Cd [d(x1, x) + d(x, x2)] . (4.2.3)

Remark 4.2.2 ([LD17, Proposition 3.5]). Every homogeneous norm on G induces the Eu-

clidean topology on G.

Remark 4.2.3 ([BLU07, Proposition 5.15.1]). Let d be a homogeneous norm on G. Then it

is known that for every compact set K ⊂ G, there exists a positive constant cK (depending

only on K) such that

(cK)−1‖x− y‖ ≤ d(y−1 ◦ x) ≤ cK‖x− y‖
1
l , for all x, y ∈ K, (4.2.4)

where l is the step of G and ‖ · ‖ is the norm of the underlying Euclidean space g.

For a homogeneous norm d on G, the d-ball centered at x ∈ G, with radius s ∈ (0,∞), is

defined as

Bd(x, s) = {x1 ∈ G | d(x, x1) < s} = {x1 ∈ G | d(x−1 ◦ x1) < s}. (4.2.5)

It follows that Bd(x, s) is the left translate by x of the ball Bd(0, s) which in turn, is the
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image under δs of the ball Bd(0, 1). This shows, using (4.2.1), that

m (Bd(x, s)) = m (Bd(0, s)) = m (Bd(0, 1)) sQ,

for all x ∈ G, s ∈ (0,∞). We also observe that if B is a d-ball centered at x ∈ G, with

radius s ∈ (0,∞), then

δr(B) = Bd(δr(x), rs), for all r ∈ (0,∞).

Remark 4.2.4 ([FS82, Lemma 1.4]). If B is the d-ball Bd(x, s), then its closure

B = {x1 ∈ G : d(x, x1) ≤ s} = {x1 ∈ G : d(x−1
1 ◦ x) ≤ s}

is compact with respect to the Euclidean topology of G.

We recall the following formula for integration (an analogue of polar coordinate) which can

be used in order to determine the integrability of functions on G ([FS82, Proposition 1.15]):

for all f ∈ L1(G),

∫
G
f(x) dm(x) =

∫ ∞
0

∫
Ω
f(δr(ω))rQ−1 dσ(ω) dr, (4.2.6)

where

Ω = {ω ∈ G | d(ω) = 1},

and σ is a unique positive Radon measure on Ω. For a function ψ defined on G, we define

for r ∈ (0,∞),

ψr(x) = r−Qψ (δr−1(x)) , x ∈ G. (4.2.7)

For a measurable function h on G and a measure µ on G, their convolution µ ∗ h(x), at the

point x ∈ G, is defined by

µ ∗ h(x) =
∫
G
h(ξ−1 ◦ x) dµ(ξ),

provided the integral converges absolutely. When dµ = f dm, we simply denote the convo-

lution above by f ∗ h(x). We refer to [FS82, P.15-18] for basic properties of convolution on
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the group G.

Remark 4.2.5.

i) It follows from (4.2.1) that if ψ ∈ L1(G), then for all r ∈ (0,∞)

∫
G
ψr(x) dm(x) =

∫
G
ψ(x) dm(x).

ii) Suppose that ψ ∈ L1(G), with

∫
G
ψ(x) dm(x) = 1.

Then {ψr | r ∈ (0,∞)} is an approximate identity on G [FS82, Proposition 1.20]. In

particular, for f ∈ Cc(G), it follows that f ∗ ψr → f , as r → 0, uniformly on G.

We identify g as the Lie algebra of all left G-invariant vector fields on G and fix once and

for all a basis {X1, X2, · · · , XN1} for V1, with N1 being dim V1, which generates g as a Lie

algebra. The second order differential operator

L =
N1∑
j=1

X2
j ,

is called a sub-Laplacian on G.

Remark 4.2.6 ([BLU02, Theorem 2.2]). There exists a homogeneous norm dL on G such

that dL(·)2−Q is the fundamental solution of L.

Definition 4.2.7 ([Fol75, P.164]). A differential operator D acting on C∞c (G) is said to be

homogeneous of degree λ, where λ ∈ C, if for all f ∈ C∞c (G), and r ∈ (0,∞)

D(f ◦ δr) = rλ(Df) ◦ δr.

Remark 4.2.8. It is known that X ∈ g is homogeneous of degree j if and only if X ∈ Vj,

1 ≤ j ≤ l (see [Fol75, P.172]). Hence, L is a left invariant second order differential operator

on G which is homogeneous of degree two.
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The heat operator H associated to the sub-Laplacian L is the differential operator

H = L − ∂

∂t
(4.2.8)

on G× (0,∞).

Remark 4.2.9. Since X1, X2, · · · , XN1 generates g as a Lie algebra, by a celebrated theo-

rem of Hörmander [Hör67, Theorem 1.1], L and H are hypoelliptic on G and G × (0,∞)

respectively (see [BLU02]).

Hypoellipticity of H plays an important role in the results we are going to prove. In the

following, we give some examples of stratified Lie groups. We refer the reader to [BLU07] for

more examples of stratified Lie groups.

Example 4.2.10.

i) A trivial example of a stratified Lie group is the Euclidean space Rn. The dilation δr is

the usual isotropic dilation, that is,

δr(x1, · · · , xn) = (rx1, · · · , rxn).

The homogeneous norm and the homogeneous dimensions are the usual Euclidean norm

and usual Euclidean dimension respectively. The sub-Laplacian is the usual Laplace

operator ∆ = ∑n
i=1

∂2

∂x2
i
.

ii) The simplest nontrivial example of a stratified Lie group is the Heisenberg group Hn. As

a set, Hn is Cn×R. Denoting the points of Hn by (z, s), where z = (z1, · · · , zn) ∈ Cn,

s ∈ R, we have the group law given as

(z, s) ◦ (z′, s′) =
z + z′, s+ s′ + 1

2

n∑
j=1

Im(zjz′j)


With the notation zj = xj + yj, the horizontal space V1 = R2n×{0} is spanned by the

basis

Xj = ∂

∂xj
− 1

2yj
∂

∂s
, Yj = ∂

∂yj
+ 1

2xj
∂

∂s
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The one dimensional center V2 = {0} × R is generated by the vector field

S = ∂

∂s
.

The nonzero Lie brackets of the basis elements are given by

[Xj, Yj] = S, 1 ≤ j ≤ n.

The sub-Laplacian

L =
n∑
j=1

(X2
j + Y 2

j )

is known as the Kohn Laplacian in the literature. The corresponding homogeneous norm

dL (known as Korányi norm) on Hn is given by (see [BLU07, Theorem 18.3.1])

dL(z, s) =
(
|z|4 + 16s2

) 1
4 , (z, s) ∈ Hn.

More generally, groups of Heisenberg type (also known as H-type groups) forms an

important class of stratified Lie groups [BLU07, Remark 18.1.7]. We will discuss them

in more detail in the last chapter.

ii) On R4, we consider the following group operation:

(s, x1, x2, x3)(t, y1, y2, y3)

= (s+ t, x1 + y1, x2 + y2 + tx1, x3 + y3 + tx2 + t2

2 x1),

which makes it a Lie group. The Lie algebra has a basis {Y,X1, X2, X3} with the

following nonzero bracket relation

[Y,X1] = X2, [Y,X2] = X3.

It follows that R4 with this bracket operation is a stratified Lie group of step three with

V1 = span{Y,X1}, V2 = span{X2}, V3 = span{X3}.

We also observe that V3 is the center of the Lie algebra. We denote this Lie algebra
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by b. The basis elements of b, given above can also be viewed as the following left

invariant vector fields.

Y = ∂

∂s
+ x1

∂

∂x2
+ x2

∂

∂x3
, Xi = ∂

∂xi
, 1 ≤ i ≤ 3.

In this case a sub-Laplacian is given by

L = Y 2 +X2
1 .

This is a particular case of a Kolmogorov-type group. We refer the reader to [BLU07,

Section 4.1.4] for more general Kolmogorov-type groups and corresponding sub-Laplacians.

As stated before, in this chapter, we are interested in boundary behavior of positive solutions

of the heat equation on stratified groups:

Hu(x, t) = 0, (x, t) ∈ G× (0,∞). (4.2.9)

We list down some properties of the fundamental solution of the heat equation (4.2.9) on G.

Theorem 4.2.11. The fundamental solution of H is given by

Γ(x, t; ξ) := Γ(ξ−1 ◦ x, t), (x, t) ∈ G× (0,∞), ξ ∈ G,

where Γ is a smooth, strictly positive function on G×(0,∞) satisfying the following properties:

(i) Γ(x, t+ s) =
∫
G Γ(ξ−1 ◦ x, t)Γ(ξ, s) dm(ξ), (x, t) ∈ G× (0,∞), s ∈ (0,∞).

(ii) Γ(x, t) = Γ(x−1, t), (x, t) ∈ G× (0,∞).

(iii) Γ(δr(x), r2t) = r−QΓ(x, t), (x, t) ∈ G× (0,∞), r ∈ (0,∞).

(iv)
∫
G Γ(x, t) dm(x) = 1, t ∈ (0,∞).

(v) There exists a positive constant c0, depending only on L, such that the following Gaus-

sian estimates hold.

c−1
0 t−

Q
2 exp

(
−c0dL(x)2

t

)
≤ Γ(x, t) ≤ c0t

−Q2 exp
(
−dL(x)2

c0t

)
, (4.2.10)
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for every (x, t) ∈ G× (0,∞).

(vi) Given any nonnegative integers p, q, there exists a positive constant cp,q such that for

every i1, · · · , ip ∈ {1, · · · , N1}, we have

|Xi1 · · ·Xip(∂t)qΓ(x, t)| ≤ cp,qt
−Q+p+2q

2 exp
(
−dL(x)2

c0t

)
, (4.2.11)

for every (x, t) ∈ G× (0,∞), and the basis elements Xi1 , · · · , Xip of V1.

The proof of (i)-(iv) can be found in [FS82, Proposition 1.68, Corollary 8.2] and the proofs

of (v), (vi) are available in [BLU02, Theorem 5.1, Theorem 5.2, Theorem 5.3]. Property (v)

plays an important role in our study and we will frequently use it throughout this chapter.

For a measure µ on G, we define

Γ[µ](x, t) =
∫
G

Γ(ξ−1 ◦ x, t) dµ(ξ), (4.2.12)

whenever the integral above converges absolutely for (x, t) ∈ G × (0,∞). If the integral

above converges absolutely for all (x, t) ∈ E, where E ⊆ G × (0,∞), we say that Γ[µ] is

well-defined in E. We define

γ(x) = Γ(x, 1), x ∈ G. (4.2.13)

Then by Therorem 4.2.11, (iii), (iv), we have

Γ(x, t) = t−
Q
2 γ
(
δ 1√

t
(x)
)
, (x, t) ∈ G× (0,∞);

∫
G
γ(x) dm(x) = 1.

Thus, we can rewrite (4.2.12) as follows:

Γ[µ](x, t) = µ ∗ γ√t(x), (4.2.14)

provided the convolution above exists.

Remark 4.2.12. For the rest of this chapter, unless mentioned explicitly, we will always write

B(x, s) instead of BdL(x, s) to denote a dL-ball centered at x ∈ G, with radius s ∈ (0,∞).
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We recall that there exists a constant τ ∈ [1,∞), depending only on L, such that

dL(x ◦ ξ) ≤ τ [dL(x) + dL(ξ)] , x ∈ G, ξ ∈ G.

Using this we get the following useful inequality, which we will refer to as the reverse triangle

inequality.

dL(x, ξ) ≥ 1
τ

dL(z, ξ)− dL(z, x), x ∈ G, ξ ∈ G, z ∈ G. (4.2.15)

Suppose that d is a homogeneous norm on G. A function φ : G→ C, will be called d-radial

if

φ(x1) = φ(x2), whenever d(x1) = d(x2). (4.2.16)

If φ is a d-radial function on G, for the sake of simplicity, we shall often interpret φ as a

function on [0,∞) as follows:

φ(r) = φ(x), whenever r = d(x).

Also, a function φ : G→ R, will be called d-radially decreasing if

φ(x1) ≤ φ(x2), whenever d(x1) ≥ d(x2). (4.2.17)

In this case, we will always assume that φ is bounded by φ(0) ∈ (0,∞).

Remark 4.2.13. Following [BLU07, P.247], when d = dL, a function φ : G→ R, satisfying

(4.2.16), (4.2.17) will be called L-radial, and L-radially decreasing respectively.

We next prove a simple lemma regarding convolution on G.

Lemma 4.2.14. Suppose that µ is a measure on G, and that φ : G→ (0,∞), is a L-radially

decreasing function on G. Then finiteness of |µ| ∗ φt0(x0) for some (x0, t0) ∈ G × (0,∞),

implies the finiteness of |µ| ∗ φt(x) for all (x, t) ∈ G× (0, t0/τ).

Proof. We take (x, t) ∈ G × (0, t0/τ), and denote the positive number t0
t0 − tτ

by α. We

note that α ∈ (1,∞).
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We write

|µ| ∗ φt(x) = t−Q
∫
B(x0,ατdL(x,x0))

φ
(
δ 1
t
(ξ−1 ◦ x)

)
d|µ|(ξ)

+t−Q
∫
B(x0,ατdL(x,x0))c

φ
(
δ 1
t
(ξ−1 ◦ x)

)
d|µ|(ξ)

≤ t−Qφ(0)|µ| (B(x0, ατdL(x, x0)))

+t−Q
∫
B(x0,ατdL(x,x0))c

φ
(
δ 1
t
(ξ−1 ◦ x)

)
d|µ|(ξ). (4.2.18)

We note that for ξ ∈ B (x0, ατdL(x, x0))c,

dL(x, x0) ≤ 1
ατ

dL(ξ, x0),

and hence, using the reverse triangle inequality (4.2.15), we obtain for such ξ

dL(ξ, x) ≥ 1
τ

dL(ξ, x0)− dL(x, x0) ≥
(1
τ
− 1
ατ

)
dL(ξ, x0).

This implies that for ξ ∈ B (x0, ατdL(x, x0))c,

dL
(
δ 1
t
(ξ−1 ◦ x)

)
= 1

t
dL
(
ξ−1 ◦ x

)
≥ 1

t

(1
τ
− 1
ατ

)
dL
(
ξ−1 ◦ x0

)
= 1

t0
dL
(
ξ−1 ◦ x0

)
(as α = t0

t0 − tτ
)

= dL

(
δ 1
t0

(ξ−1 ◦ x0)
)
.

Using this, and the fact that φ is L-radially decreasing in (4.2.18), we get

|µ| ∗ φt(x) ≤ t−Qφ(0)|µ| (B(x0, ατdL(x, x0))) + t−Q
∫
G
φ
(
δ 1
t0

(ξ−1 ◦ x0)
)
d|µ|(ξ).

By our hypothesis, integral on the right-hand side is finite and hence |µ| ∗φt(x) is finite. This

completes the proof.

Using this lemma and the Gaussian estimates (4.2.10), (4.2.11) we can prove the following.

Corollary 4.2.15. Suppose µ is a measure on G. If Γ[µ](x0, t0) exists for some (x0, t0) ∈

G× (0,∞), then Γ[µ] is well-defined in the strip G× (0, t0/(c0τ)2), where c0 is as in (4.2.10).
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Moreover, Γ[µ] is a solution of the heat equation in this strip, that is,

Hu(x, t) = 0, (x, t) ∈ G× (0, t0/(c0τ)2).

Proof. As Γ[µ](x0, t0) exists, using (4.2.10) we get

∫
G

exp
(
−c0dL(ξ−1 ◦ x0)2

t0

)
d|µ|(ξ) ≤ c0

∫
G

Γ(ξ−1 ◦ x0, t0) d|µ|(ξ) <∞. (4.2.19)

Setting t1 = t0/c
2
0, and

φ(x) = exp
(
−dL(x)2

c0

)
, x ∈ G,

and then using (4.2.19), we note that |µ| ∗ φ√t1(x0) is finite. Since φ satisfies all the re-

quirements of Lemma 4.2.14, we thus conclude that |µ| ∗ φ√t(x) is finite, for all (x, t) ∈

G× (0, t1/τ 2). It now follows from the Gaussian estimate (4.2.10) that

∫
G

Γ(ξ−1 ◦ x, t) d|µ|(ξ) ≤ c0t
−Q2

∫
G

exp
(
−dL(ξ−1 ◦ x)2

c0t

)
= c0|µ| ∗ φ√t(x) <∞,

for all (x, t) ∈ G × (0, t0/(c0τ)2). To prove the second part, we differentiate Γ[µ] in

G × (0, t0/(c0τ)2) along the vector fields X1, · · · , XN1 ,
∂
∂t

and then use the fact that Γ

is a fundamental solution of H. Differentiation under integral sign is justified because of the

estimate (4.2.11).

Remark 4.2.16. For an alternative proof of the second part of Corollary 4.2.15, which uses

Harnack inequality, we refer to [BU05, Lemma 2.5].

It is clear from the Gaussian estimate (4.2.10) and the integration formula in ‘polar co-

ordinate’ (4.2.6) that for each t ∈ (0,∞), Γ(·, t) ∈ Lp(G), for all p ∈ [1,∞]. Therefore, if

dµ = f dm, for some f ∈ Lp(G), 1 ≤ p ≤ ∞, then Γ[µ] is well-defined in G × (0,∞), and

we denote it by Γf . We recall that (see (4.2.13), (4.2.14)), for t ∈ (0,∞)

γ = Γ(·, 1), Γ[µ](·, t) = µ ∗ γ√t.

Thus, Remark 4.2.5 shows that {γ√t | t ∈ (0,∞)} is an approximate identity on G. Conse-

quently, for f ∈ Cc(G),

Γf(., t) = f ∗ γ√t → f,
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uniformly on G, as t goes to zero. However, a stronger result is true.

Lemma 4.2.17. If f ∈ Cc(G), then

lim
t→0

Γf(., t)
γ

= f

γ
,

uniformly on G.

Proof. We assume that supp f ⊂ B(0, R), for some R ∈ (0,∞). Using (4.2.10), we obtain

some positive constant C such that

γ(x) = Γ(x, 1) ≥ c−1
0 exp

(
−c0dL(x)2

)
≥ C, for all x ∈ B(0, 2τR).

Hence, it suffices to prove that

lim
t→0

Γf(x, t)
γ(x) = 0,

uniformly for x ∈ B(0, 2τR)c. We observe that

|Γf(x, t)|
γ(x) = 1

γ(x)

∣∣∣∣∣
∫
B(0,R)

Γ(ξ−1 ◦ x, t)f(ξ) dm(ξ)
∣∣∣∣∣

≤ c0

t
Q
2 γ(x)

∫
B(0,R)

exp
(
−dL(ξ−1 ◦ x)2

c0t

)
|f(ξ)| dm(ξ), (4.2.20)

where the last inequality follows from the Gaussian estimate (4.2.10). Now, for x ∈ B(0, 2τR)c,

and ξ ∈ B(0, R), we have

dL(ξ) < R ≤ dL(x)
2τ .

Thus, using (4.2.15), we get that for x ∈ B(0, 2τR)c, and ξ ∈ B(0, R),

dL(ξ−1 ◦ x) ≥ dL(x)
τ
− dL(ξ) ≥ dL(x)

τ
− dL(x)

2τ = dL(x)
2τ . (4.2.21)

Using this observation in (4.2.20), we obtain for x ∈ B(0, 2τR)c,

|Γf(x, t)|
γ(x) ≤ c0

t
Q
2 γ(x)

∫
B(0,R)

exp
(
−dL(x)2

4c0τ 2t

)
|f(ξ)| dm(ξ)

= c0
exp

(
−dL(x)2

4c0τ2t

)
t
Q
2 γ(x)

‖f‖L1(G).
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Hence, it is enough to show that

lim
t→0

exp
(
−dL(x)2

4c0τ2t

)
t
Q
2 γ(x)

= 0,

uniformly for x ∈ B(0, 2τR)c. But

exp
(
−dL(x)2

4c0τ2t

)
t
Q
2 γ(x)

≤
exp

(
−dL(x)2

4c0τ2t

)
t
Q
2 c−1

0 exp(−c0dL(x)2)
= c0t

−Q2 exp
(
−
( 1

4c0τ 2t
− c0

)
dL(x)2

)
,

where the inequality follows from the Gaussian estimate (4.2.10). For t ∈
(

0, 1
4c2

0τ
2

)
, we

note that
( 1

4c0τ 2t
− c0

)
, is positive. Hence, for such t and for all x ∈ B(0, 2Rτ)c, we obtain

from the last inequality that

exp
(
−dL(x)2

4c0τ2t

)
t
Q
2 γ(x)

≤ c0t
−Q2 exp

(
−
( 1

4c0τ 2t
− c0

)
4τ 2R2

)
≤ Ct−

Q
2 exp

(
− 1
c1t

)
,

for some positive constants C and c1. The expression on the right-hand side of the inequality

above goes to zero as t goes to zero. This completes the proof.

LetM denote the set of all measures µ on G such that Γ[µ] is well-defined in G× (0,∞).

In view of Corollary 4.2.15, we have

M = {µ is a measure onG | Γ[|µ|](0, t) exists for all t ∈ (0,∞)}.

We note that if |µ|(G) is finite, then µ ∈ M. In particular, every complex measure on G

belongs toM. We have the following observation regarding this class of measures.

Lemma 4.2.18. If ν ∈M, and f ∈ Cc(G), then for each fixed t ∈ (0,∞)

∫
G

Γf(x, t) dν(x) =
∫
G

Γ[ν](x, t)f(x) dm(x).

Proof. The result will follow by interchanging integrals using Fubini’s theorem. In order to

apply Fubini’s theorem we must prove that for each fixed t ∈ (0,∞),

∫
G

∫
supp f

Γ(ξ−1 ◦ x, t)|f(ξ)| dm(ξ) d|ν|(x) <∞.
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We assume that supp f ⊂ B(0, R), for some R ∈ (0,∞). We fix t ∈ (0,∞). Then, using

the Gaussian estimate (4.2.10), we obtain

I =
∫
G

∫
B(0,R)

Γ(ξ−1 ◦ x, t)|f(ξ)| dm(ξ) d|ν|(x)

≤ c0t
−Q2

∫
G

∫
B(0,R)

exp
(
−dL(ξ−1 ◦ x)2

c0t

)
|f(ξ)| dm(ξ) d|ν|(x)

= c0t
−Q2

∫
B(0,2τR)

∫
B(0,R)

exp
(
−dL(ξ−1 ◦ x)2

c0t

)
|f(ξ)| dm(ξ) d|ν|(x)

+c0t
−Q2

∫
B(0,2τR)c

∫
B(0,R)

exp
(
−dL(ξ−1 ◦ x)2

c0t

)
|f(ξ)| dm(ξ) d|ν|(x)

≤ c0t
−Q2 |ν|(B(0, 2τR))‖f‖L1(G)

+c0t
−Q2

∫
B(0,2τR)c

∫
B(0,R)

exp
(
−dL(x)2

4c0τ 2t

)
|f(ξ)| dm(ξ) d|ν|(x),

where we have used (4.2.21) in the last integral. Another application of the Gaussian estimate

(4.2.10) in the last integral yields

I ≤ c0t
−Q2 |ν|(B(0, 2τR))‖f‖L1(G)

+(4c2
0τ

2)
Q
2 c2

0

∫
B(0,2τR)c

∫
B(0,R)

Γ(x, 4c2
0τ

2t)|f(ξ)| dm(ξ) d|ν|(x)

≤ c0t
−Q2 |ν|(B(0, 2τR))‖f‖L1(G) + (4c2

0τ
2)

Q
2 c2

0‖f‖L1(G)Γ[|ν|](0, 4c2
0τ

2t).

As ν ∈M, it follows that I is finite. This proves the lemma.

We end this section with some important definitions that will be used in the upcoming

sections as well as in the next chapter.

Definition 4.2.19.

i) For x0 ∈ G, and α ∈ (0,∞), we define the L-parabolic region P(x0, α) with vertex at

x0 and aperture α, as follows:

P(x0, α) = {(x, t) ∈ G× (0,∞) |
(
dL(x−1

0 ◦ x)
)2
< αt}

= {(x, t) ∈ G× (0,∞) | (dL(x0, x))2 < αt}.
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ii) A function u defined on G× (0, t0), for some t0 ∈ (0,∞], is said to have parabolic limit

L ∈ C, at x0 ∈ G, if for each α ∈ (0,∞)

lim
t→0

(x,t)∈P(x0,α)

u(x, t) = L.

iii) Given a measure µ on G, we say that µ has strong derivative L ∈ C, at x0 ∈ G, if

lim
r→0

µ(x0 ◦ δr(B))
m(x0 ◦ δr(B)) = L,

holds for every dL-ball B in G. The strong derivative of µ at x0, if it exists, will be

denoted by Dµ(x0).

iv) A sequence of functions {uj | j ∈ N} defined on G×(0,∞) is said to converge normally

to a function u if {uj} converges to u uniformly on compact subsets of G × (0,∞)

(equipped with the product topology).

v) A sequence of functions {uj | j ∈ N} defined on G × (0,∞) is said to be locally

bounded if given any compact set K ⊂ G× (0,∞), there exists a positive constant CK
(depending only on K) such that for all j and for all x ∈ K

|uj(x)| ≤ CK .

vi) A sequence of positive measures {µj | j ∈ N} on G is said to converge to a positive

measure µ on G in weak* if

lim
j→∞

∫
G
ψ(y) dµj(y) =

∫
G
ψ(y) dµ(y), for all ψ ∈ Cc(G).

4.3 Some auxilary results

We start this section with the following results involving normal convergence and weak*

convergence.

Lemma 4.3.1. Suppose {µj | j ∈ N} ⊂ M, and µ ∈ M, are positive measures. If {Γ[µj]}

converges normally to Γ[µ], then {µj} converges to µ in weak*.
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Proof. Let f ∈ Cc(G), be such that supp f ⊂ B(0, R), for some R ∈ (0,∞). We need to

show that

lim
j→∞

∫
G
f(x) dµj(x) =

∫
G
f(x) dµ(x).

Given t ∈ (0,∞), we write

∫
G
f(x) dµj(x)−

∫
G
f(x) dµ(x)

=
∫
G

(f(x)− Γf(x, t)) dµj(x) +
∫
G

Γf(x, t) dµj(x)−
∫
G

Γf(x, t) dµ(x)

+
∫
G

(Γf(x, t)− f(x)) dµ(x). (4.3.1)

Fixing ε > 0, and applying Lemma 4.2.17 we get some t0 ∈ (0,∞), such that

|Γf(x, t0)− f(x)|
γ(x) < ε, for all x ∈ G. (4.3.2)

Using Lemma 4.2.18 in the second and third integral of (4.3.1), it follows that

∣∣∣∣∫
G
f(x) dµj(x)−

∫
G
f(x) dµ(x)

∣∣∣∣
≤

∫
G
|f(x)− Γf(x, t0)| dµj(x) +

∫
B(0,R)

|Γ[µj](x, t0)− Γ[µ](x, t0)||f(x)| dm(x)

+
∫
G
|Γf(x, t0)− f(x)| dµ(x)

= I1(j) + I2(j) + I3. (4.3.3)

It follows from (4.3.2) that

I1(j) =
∫
G

|Γf(x, t0)− f(x)|
γ(x) γ(x) dµj(x) ≤ ε

∫
G
γ(x) dµj(x) = εΓ[µj](0, 1),

for all j ∈ N. Similarly, we also have that

I3 ≤ εΓ[µ](0, 1).

Since {Γ[µj]} converges to Γ[µ] normally, the sequence {Γ[µj](0, 1)}, in particular, is bounded.

Hence, for

C = sup
j∈N

Γ[µj](0, 1) + Γ[µ](0, 1),
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we get that for all j ∈ N,

I1(j) + I3 ≤ 2Cε.

Again using the normal convergence of {Γ[µj]} to Γ[µ], we get some j0 ∈ N, such that for

all j ≥ j0,

‖Γ[µj]− Γ[µ]‖L∞(B(0,R)×{t0}) < ε.

This implies that for all j ≥ j0,

I2(j) ≤ ε‖f‖L1(G).

Hence, it follows from (4.3.3) that

∣∣∣∣∫
G
f(x)dµj(x)−

∫
G
f(x)dµ(x)

∣∣∣∣ ≤ ε(2C + ‖f‖L1(G)),

for all j ≥ j0. This completes the proof.

In every second countable, locally compact, Hausdroff space, open sets are σ-compact.

By [Rud87, Theorem 2.18], it then follows that any locally finite positive measure on Rn is

regular. Consequently, if µ and ν are two positive measures on Rn (which, by our assumption,

are locally finite) such that µ(B) = ν(B), for all Euclidean open ball B in Rn, then µ = ν. We

are now going to prove that the same conclusion can be drawn when open balls are replaced

by dL-balls.

Lemma 4.3.2. Let µ and ν be two positive measures on G. If

µ(B) = ν(B), (4.3.4)

for every dL-ball B in G, then µ = ν.

Proof. We set

φ = m (B(0, 1))−1 χB(0,1).

Since translation and dilation of a dL-ball is again a dL-ball, it follows that for all x ∈ G and

r ∈ (0,∞),

µ ∗ φr(x) = ν ∗ φr(x). (4.3.5)
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On the other hand, as G is a second countable, locally compact, Hausdroff space, it follows

from [Rud87, Theorem 2.18] that µ, ν are regular, and hence it suffices to show that

∫
G
f dµ =

∫
G
f dν, for all f ∈ Cc(G).

We take f ∈ Cc(G), with suppf ⊂ B(0, R), for some R ∈ (0,∞). We observe that for

x ∈ G, r ∈ (0,∞)

f ∗ (µ ∗ φr)(x) =
∫
G
f(y)(µ ∗ φr)(y−1 ◦ x) dm(y)

=
∫
G
f(y)

∫
G
φr
(
ξ−1 ◦ (y−1 ◦ x)

)
dµ(ξ) dm(y)

=
∫
G

∫
G
f(y1 ◦ ξ−1)φr(y−1

1 ◦ x) dµ(ξ) dm(y1)

(substituting y = y1 ◦ ξ−1, and using the

translation invariance ofm)

=
∫
G
fµ(y1)φr(y−1

1 ◦ x) dm(y1)

= fµ ∗ φr(x), (4.3.6)

where

fµ(z) =
∫
G
f(z ◦ ξ−1) dµ(ξ), z ∈ G. (4.3.7)

We now claim that fµ is continuous at 0. To prove this claim, we consider a sequence

{yk | k ∈ N} in G converging to 0. Since the group operation and dL are continuous, there

exists some positive constant C such that

dL(yk) ≤ C, for all k;

and for each ξ ∈ G, we have

yk ◦ ξ−1 → ξ−1, as k →∞.

We note that for ξ ∈ B(0, τ(R + C))c,

dL(yk ◦ ξ−1) ≥ 1
τ
dL(ξ)− dL(yk) >

1
τ
τ(R + C)− C = R, for all k.
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Therefore, as suppf ⊂ B(0, R), we can write

fµ(yk) =
∫
B(0,τ(R+C))

f(yk ◦ ξ−1) dµ(ξ), k ∈ N. (4.3.8)

By continuity of f , for each ξ ∈ G, we have

f(yk ◦ ξ−1)→ f(ξ−1), as k →∞,

and hence applying dominated convergence theorem in (4.3.8), we obtain

fµ(yk)→
∫
B(0,τ(R+C))

f(ξ−1) dµ(ξ) =
∫
G
f(ξ−1) dµ(ξ) = fµ(0), as k →∞.

This proves our claim. Let ε > 0. Using (4.2.4) we choose some κ > 0, such that

|fµ(y)− fµ(0)| < ε, for all y ∈ B(0, κ).

Hence,

|fµ ∗ φr(0)− fµ(0)| =
∣∣∣∣∫
G
fµ(ξ)φr(ξ−1) dm(ξ)−

∫
G
fµ(0)φr(ξ−1) dm(ξ)

∣∣∣∣
≤ 1

m(B(0, r))

∫
B(0,r)

|fµ(ξ)− fµ(0)| dm(ξ)

< ε, for all r ∈ (0, κ).

This, together with (4.3.6) and (4.3.7), implies that

f ∗ (µ ∗ φr)(0)→ fµ(0) =
∫
G
f(ξ−1) dµ(ξ), as r → 0.

Similarly, we can prove that

f ∗ (ν ∗ φr)(0)→ fν(0) =
∫
G
f(ξ−1) dν(ξ), as r → 0,

where fν is defined according to (4.3.7). Equation (4.3.5) now shows that

∫
G
f(ξ−1) dµ(ξ) =

∫
G
f(ξ−1) dν(ξ).
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This completes the proof.

We now use this lemma to prove the following generalization of Lemma 3.2.5 which will

be needed in the proof of our main theorem.

Lemma 4.3.3. Suppose that {µj | j ≥ 1}, µ are positive measures on G and that {µj}

converges to µ in weak*. Then for some L ∈ [0,∞), µ = Lm if and only if {µj(B)}

converges to Lm(B) for every dL-ball B in G.

Proof. Suppose µ = Lm. Fix a dL-ball B in G and ε > 0. As B is compact with respect to

the Euclidean topology, by regularity of m, there exists an open set V ⊃ B, such that

m(V \B) < ε.

Using Uryshon’s lemma [Rud87, Theorem 2.12], we choose ψ ∈ Cc(G), such that

0 ≤ ψ(x) ≤ 1, for all x ∈ G; ψ ≡ 1 on B; ψ ≡ 0 on V c.

Then

∫
G
ψ dm =

∫
B
ψ dm+

∫
V \B

ψ dm ≤ m(B) +m(V \B) ≤ m(B) + ε. (4.3.9)

Since ψ is nonnegative and identically equal to 1 on B, and µj → µ in weak*,

lim sup
j→∞

µj(B) = lim sup
j→∞

∫
B
ψ dµj ≤ lim sup

j→∞

∫
G
ψ dµj =

∫
G
ψ dµ.

Using our assumption, that is, µ = Lm and (4.3.9) in the above, we get

lim sup
j→∞

µj(B) ≤ L
∫
G
ψ dm ≤ L(m(B) + ε).

Since ε > 0, is arbitrary

lim sup
j→∞

µj(B) ≤ Lm(B). (4.3.10)

Similarly, by choosing a compact set K ⊂ B, with

m(K) > m(B)− ε (using Remark 4.2.2)
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and a function g ∈ Cc(G) such that

0 ≤ g(x) ≤ 1, for all x ∈ G; g ≡ 1 on K; g ≡ 0 on Bc,

we observe that ∫
G
g dm ≥

∫
K
g dm = m(K) > m(B)− ε.

Since 0 ≤ g ≤ 1, with supp g ⊂ B, and µj → µ in weak*,

lim inf
j→∞

µj(B) ≥ lim inf
j→∞

∫
G
g dµj =

∫
G
g dµ = L

∫
G
g dm > L(m(B)− ε).

Since ε > 0 is arbitrary

lim inf
j→∞

µj(B) ≥ Lm(B).

Combining the inequality above with (4.3.10), we conclude that

lim
j→∞

µj(B) = Lm(B).

Conversely, we suppose that

lim
j→∞

µj(B) = Lm(B), (4.3.11)

for every dL-ball B in G. We need to prove that µ = Lm. In view of Lemma 4.3.2, it suffices

to show that

µ(B) = Lm(B), for every dL-ball B ⊂ G.

The proof of this part is similar to that of the previous part. We fix ε > 0, and a dL-ball

B = B(x0, r). We denote the dL-ball centered at x0 and radius r + ε by B′. Taking Remark

4.2.4 into account and applying Uryshon’s lemma we get a function f ∈ Cc(G), such that

0 ≤ f(x) ≤ 1, for all x ∈ G; f ≡ 1 on B; f ≡ 0 on G \B′.

Using our hypothesis, namely µj → µ in weak*, and (4.3.11), above implies that

µ(B) =
∫
B
f dµ ≤

∫
G
f dµ = lim

j→∞

∫
G
f dµj ≤ lim

j→∞
µj(B′) = Lm(B′) = LcQ(r + ε)Q,

where cQ = m(B(0, 1)).
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Since ε > 0 is arbitrary, we have

µ(B) ≤ Lm(B(0, 1))rQ = Lm(B).

Similarly, letting B′′ = B(x0, r − ε), and choosing a function f1 ∈ Cc(G), such that

0 ≤ f1(x) ≤ 1, for all x ∈ G; f1 ≡ 1 on B′′; f1 ≡ 0 on G \B;

we obtain

µ(B) ≥
∫
G
f1 dµ = lim

j→∞

∫
G
f1 dµj ≥ lim inf

j→∞

∫
B′′
f1 dµj = lim inf

j→∞
µj(B′′).

Thus, (4.3.11) gives

µ(B) ≥ Lm(B′′) = Lm(B(0, 1))(r − ε)Q.

As ε > 0 is arbitrary,

µ(B) ≥ Lm(B(0, 1))rQ = Lm(B).

This completes the proof.

Remark 4.3.4. It is evident from the proofs that both Lemma 4.3.2 and Lemma 4.3.3 does

not depend on any particular choice of the homogeneous norm.

Next, we shall consider various types of maximal functions on G. For a measurable function

φ defined on G and a measure µ on G, we define the α-nontangential maximal functionMα
φ µ,

where α ∈ (0,∞), and the radial maximal function M0
φµ of µ with respect to φ as follows

([FS82, P.62]):

Mα
φ µ(x) = sup

(ξ,t)∈G×(0,∞)
dL(x−1◦ξ)<αt

|µ ∗ φt(ξ)|, x ∈ G;

M0
φµ(x) = sup

t∈(0,∞)
|µ ∗ φt(x)|, x ∈ G.

It is obvious thatM0
φµ is pointwise dominated byMα

φ µ for all α ∈ (0,∞). In [FS82, Corollary

2.5], it was proved that if φ satisfies some polynomial decay, namely

|φ(x)| ≤ C(1 + dL(x))−λ
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for some positive constants C and λ ∈ (Q,∞), then Mα
φ is weak type (1, 1) and strong

type (p, p), 1 < p ≤ ∞. Although Folland-Stein proved these mapping properties of Mα
φ for

α = 1, but their proof works for all α ∈ (0,∞). An important special case of this type of

maximal functions is the centered Hardy-Littlewood maximal function, which is obtained by

taking φ = χB(0,1) in M0
φµ. We shall denote it by MHL(µ). In other words,

MHL(µ)(x) = sup
r>0

|µ(B(x, r))|
m(B(x, r)) , x ∈ G.

In the following, we shall prove a lemma regarding pointwise comparison between the centered

Hardy-Littlewood maximal function and other maximal functions introduced above. We then

use it to prove the corresponding result for heat maximal functions.

Lemma 4.3.5. Let φ : G → (0,∞), be a L-radial, L-radially decreasing (see (4.2.16),

(4.2.17)) and integrable function, and let µ be a positive measure on G. Then for each

α ∈ (0,∞), there exist positive constants cα,φ and cφ such that

cφMHL(µ)(x0) ≤M0
φµ(x0) ≤Mα

φ µ(x0) ≤ cα,φMHL(µ)(x0), for all x0 ∈ G.

Proof. We have already observed that the second inequality is obvious. To prove the left-most

inequality we take t ∈ (0,∞), and note that

µ ∗ φt(x0) ≥
∫
B(x0,t)

φt(ξ−1 ◦ x0) dµ(ξ)

= t−Q
∫
B(x0,t)

φ
(
δ 1
t
(ξ−1 ◦ x0)

)
dµ(ξ)

≥ t−Q
∫
B(x0,t)

φ(1) dµ(ξ)
(
as dL

(
δ 1
t
(ξ−1 ◦ x0)

)
< 1

)
= φ(1)m(B(0, 1)) µ(B(x0, t))

m(B(x0, t))
.

Setting cφ = φ(1)m(B(0, 1)), and then taking supremum over t ∈ (0,∞), on both sides of

the inequality above we get

cφMHL(µ)(x0) ≤M0
φµ(x0). (4.3.12)

To prove the right-most inequality, we take (ξ, t) ∈ G× (0,∞), such that

dL(x−1
0 ◦ ξ) < αt. (4.3.13)
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Then,

µ ∗ φt(ξ) =
∫
G
φt(x−1 ◦ ξ) dµ(x)

= t−Q
∫
B(ξ,αt)

φ
(
δ 1
t
(x−1 ◦ ξ)

)
dµ(x)

+t−Q
∞∑
j=1

∫
{x∈G|2j−1αt≤dL(x−1◦ξ)<2jαt}

φ
(
δ 1
t
(x−1 ◦ ξ)

)
dµ(x)

= I +
∞∑
j=1

Ij. (4.3.14)

Since φ is bounded by φ(0), we get the following estimate of I:

I ≤ φ(0)t−Q
∫
B(ξ,αt)

dµ(x) = Cα,φ
µ(B(ξ, αt))
m(B(x0, αt))

. (4.3.15)

Using (4.3.13), the quasi-triangle inequality gives

dL(x−1
0 ◦ x) ≤ τ

(
dL(x−1

0 ◦ ξ) + dL(ξ−1 ◦ x)
)
< τ(αt+ αt) = 2ταt,

for all x ∈ B(ξ, αt). Consequently, B(ξ, αt) ⊂ B(x0, 2ταt), and hence

µ(B(ξ, αt)) ≤ µ(B(x0, 2ταt)). (4.3.16)

Similarly,

µ(B(ξ, 2jαt)) ≤ µ(B(x0, τ(2j + 1)αt)). (4.3.17)

Applying (4.3.16) in (4.3.15), we obtain

I ≤ Cα,φ
µ(B(x0, 2ταt))
m(B(x0, αt))

≤ C ′α,φMHL(µ)(x0). (4.3.18)

Now, for each j ∈ N,

Ij ≤ t−Q
∫
{x|2j−1αt≤dL(x−1◦ξ)<2jαt}

φ(2j−1α) dµ(x)

≤ t−Qφ(2j−1α)µ(B(ξ, 2jαt)). (4.3.19)
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In order to estimate the right-hand side of the inequality above, we use the integration formula

in ‘polar coordinates’ given in (4.2.6) to get

∫
G
φ(x) dm(x) = σ(S)

∫ ∞
0

φ(r)rQ−1 dr, (4.3.20)

as φ is L-radial. But φ is L-radially decreasing and nonnegative. Hence,

∫ ∞
α

φ(r)rQ−1 dr =
∞∑
j=1

∫ 2jα

2j−1α
φ(r)rQ−1 dr

≥
∞∑
j=1

φ(2jα)
∫ 2jα

2j−1α
rQ−1 dr

= αQ

Q

∞∑
j=1

φ(2jα)(2jQ − 2(j−1)Q)

= (2Q − 1)αQ
23QQ

∞∑
j=2

φ(2j−1α)2(j+1)Q.

Equation (4.3.20) and integrability of φ now imply that

∞∑
j=1

φ(2j−1α)2(j+1)Q <∞. (4.3.21)

Applying (4.3.17) in (4.3.19) we obtain

∞∑
j=1

Ij ≤ t−Q
∞∑
j=1

φ(2j−1α)µ(B(x0, (2j + 1)ταt))

= c′α

∞∑
j=1

φ(2j−1α)(2j + 1)Q µ(B(x0, (2j + 1)ταt))
m(B(x0, (2j + 1)ταt))

≤ c′α

 ∞∑
j=1

φ(2j−1α)2(j+1)Q

MHL(µ)(x0) = c′α,φMHL(µ)(x0).

In view of (4.3.21), c′α,φ is finite. Applying the inequality above and the inequality (4.3.18) in

(4.3.14), we get that

µ ∗ φt(ξ) ≤ cα,φMHL(µ)(x0).

Taking supremum over all (ξ, t) ∈ G× (0,∞), with dL(x0, ξ) < αt, we obtain

Mα
φ µ(x0) ≤ cα,φMHL(µ)(x0).
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Remark 4.3.6. It is evident from the proof of the lemma above that one can replace the

homogeneous norm dL with any other homogeneous norm. More precisely, if φ : G→ (0,∞),

satisfies (4.2.16), (4.2.17) with respect to any other homogeneous norm d, then the conclusion

of Lemma 4.3.5 is true, where the Hardy-Littlewood maximal function and the α-nontangential

maximal function will now be defined with respect to the d-balls instead of dL-balls.

Lemma 4.3.7. Let µ ∈ M, be a positive measure. Then for each α ∈ (0,∞), there exists

positive constants c and cα such that

cMHL(µ)(x0) ≤ sup
t∈(0,∞)

Γ[µ](x0, t
2) ≤ sup

(x,t)∈P(x0,α)
Γ[µ](x, t) ≤ cαMHL(µ)(x0), (4.3.22)

for all x0 ∈ G.

Proof. We fix x0 ∈ G, α ∈ (0,∞). We recall that (see Definition 4.2.19,i))

P(x0, α) = {(x, t) ∈ G× (0,∞) : dL(x−1
0 ◦ x)2 < αt}.

The second inequality is obvious as {(x0, t
2) | t ∈ (0,∞)} is contained in P(x0, α). To prove

the left-most inequality, we take

φ(x) = c−1
0 exp

(
−c0dL(x)2

)
, x ∈ G.

Clearly, φ satisfies the hypothesis of Lemma 4.3.5. By the first part of the Gaussian estimate

(4.2.10), we have

µ ∗ φt(x) ≤ Γ[µ](x, t2), for all (x, t) ∈ G× (0,∞).

Applying left-most inequality in Lemma 4.3.5, we obtain

cMHL(µ)(x0) ≤ sup
t>0

µ ∗ φt(x0) ≤ sup
t>0

Γ[µ](x0, t
2),

for some positive constant c, independent of x0. On the other hand, we consider

ψ(x) = c0 exp
(
−dL(x)2

c0

)
, x ∈ G.
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Clearly, ψ also satisfies the hypothesis of Lemma 4.3.5. Moreover, by the upper Gaussian

estimate (4.2.10), we have

Γ[µ](x, t) ≤ µ ∗ ψ√t(x), for all (x, t) ∈ G× (0,∞). (4.3.23)

But the right-most inequality in Lemma 4.3.5 gives us

sup
(ξ,t)∈G×(0,∞)
dL(x−1

0 ◦ξ)<
√
αt

µ ∗ ψ√t(ξ) ≤ cαMHL(µ)(x0),

for some positive constant cα, independent of x0. Hence, using (4.3.23) and the definition of

P(x0, α), we get that

sup
(ξ,t)∈P(x0,α)

Γ[µ](ξ, t) ≤ sup
(ξ,t)∈G×(0,∞)
dL(x0,ξ)<

√
αt

µ ∗ ψ√t(ξ) ≤ cαMHL(µ)(x0).

This completes the proof.

To prove our main result of this chapter we will also need an analogue of Montel’s theorem

for solutions of the heat equation (4.2.9). We have already observed that the heat operator

H = ∂
∂t
− L is hypoelliptic on G × (0,∞) (see Remark 4.2.9). Using this hypoellipticty, we

have the following Montel-type result.

Lemma 4.3.8 ([Bär13, Theorem 4]). Let {uj} be a sequence of solutions of the heat equation

(4.2.9) in G× (0,∞). If {uj} is locally bounded then it has a subsequence which converges

normally to a function v, defined on G× (0,∞), which is also a solution of the heat equation

(4.2.9).

We have already mentioned that the positive solutions of the classical heat equation on the

Euclidean upper half space are given by convolution of positive measures with the Euclidean

heat kernel (see Lemma 2.1.12). In case of the heat equations on stratified Lie groups, we

also have similar representation formula.

Lemma 4.3.9 ([BU05, Lemma 2.3]). Let u be a positive solution of the heat equationHu = 0

in the strip G× (0, T ), for some T ∈ (0,∞]. Then, there exists a unique positive measure µ
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on G such that

u(x, t) = Γ[µ](x, t) =
∫
G

Γ(ξ−1 ◦ x, t) dµ(ξ), (x, t) ∈ G× (0, T ).

The measure µ will be called the boundary measure of u. Bonfiglioli and Uguzzoni proved

the above Lemma under the implicit assumption that T ∈ (0,∞). But the same proof will

work for the case T =∞. This type of representation formula has been known as Widder-type

representation fromula in the literature.

Given a function F on G × (0,∞) and r ∈ (0,∞), we define the parabolic dilation of F

as follows

Fr(x, t) = F (δr(x), r2t), (x, t) ∈ G× (0,∞). (4.3.24)

Remark 4.3.10. The notion of parabolic dilation is crucial for us primarily because of the

following reasons.

i) If F is a solution of the heat equation then so is Fr, for every r ∈ (0,∞). Indeed, L is

homogeneous of degree two with respect to the dilations {δr | r ∈ (0,∞)} (see Remark

4.2.8). This implies that

(
L − ∂

∂t

)
F (δr(x), r2t) = r2(LF )(δr(x), r2t)− r2∂F

∂t
(δr(x), r2t) = 0.

ii) (x, t) ∈ P(0, α), if and only if (δr(x), r2t) ∈ P(0, α), for every r ∈ (0,∞).

Given a measure ν on G, and r ∈ (0,∞), we also define the dilate νr of ν by

νr(E) = r−Qν (δr(E)) , (4.3.25)

for every Borel set E ⊆ G. The following lemma relates the above notions of dilates.

Lemma 4.3.11. If ν ∈M, then for every r ∈ (0,∞)

Γ[νr](x, t) = Γ[ν]
(
δr(x), r2t

)
, for all (x, t) ∈ G× (0,∞).
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Proof. For a Borel set E ⊆ G, using the definition of νr (4.3.25), it follows that

∫
G
χE dνr = r−Qν (δr(E)) = r−Q

∫
G
χδr(E)(x) dν(x) = r−Q

∫
G
χE (δr−1(x)) dν(x).

Hence, for all nonnegative measurable functions f on G, we have

∫
G
f(x) dνr(x) = r−Q

∫
G
f (δr−1(x)) dν(x).

It now follows from the relation above that

Γ[νr](x, t) =
∫
G

Γ(ξ−1 ◦ x, t) dνr(ξ)

= r−Q
∫
G

Γ
(
δr−1(ξ−1) ◦ x, t

)
dν(x)

= r−Q
∫
G

Γ
(
δr−1

(
ξ−1 ◦ δr(x)

)
, r−2r2t

)
dν(x)

= r−QrQ
∫
G

Γ(ξ−1 ◦ δr(x), r2t) dν(x) (using Theorem 4.2.11, (iii))

= Γ[ν]
(
δr(x), r2t

)
,

for all (x, t) ∈ G× (0,∞).

4.4 Main theorem

We shall first prove a special case of our main result. The proof of the main result will follow

by reducing matters to this special case.

Theorem 4.4.1. Suppose that u is a positive solution of the heat equation

Hu(x, t) = 0, (x, t) ∈ G× (0,∞),

and that L ∈ [0,∞). If the boundary measure µ of u is finite, then the following statements

are equivalent.

(i) u has parabolic limit L at 0.

(ii) µ has strong derivative L at 0.
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Proof. We first prove that (i) implies (ii). We fix a dL-ball B0 in G, a sequence of positive

numbers {rj | j ∈ N} converging to zero and then consider the quotient

Lj =
µ
(
δrj(B0)

)
m
(
δrj(B0)

) , j ∈ N. (4.4.1)

Assuming (i), we will prove that {Lj} is a bounded sequence and every convergent subsequence

of {Lj} converges to L. We first choose a positive number s such that B0 is contained in

the dL-ball B(0, s). Then, using positivity of µ and (4.2.1), we obtain for all j ∈ N that

Lj ≤
µ
(
δrj(B(0, s))

)
m
(
δrj(B0)

) =
µ
(
δrj(B(0, s))

)
m
(
δrj(B(0, s))

) × m(B(0, s))
m(B0) ≤ CsMHL(µ)(0), (4.4.2)

where Cs = m(B(0, s))
m(B0) . Since µ is the boundary measure for u we have that

u(x, t) = Γ[µ](x, t), for all (x, t) ∈ G× (0,∞).

By hypothesis, u(0, t2) converges to L as t tends to zero which implies, in particular, that

there exists a positive number κ such that

sup
t∈(0,κ)

u(0, t2) = sup
t∈(0,κ)

Γ[µ](0, t2) <∞.

Since µ is a finite measure, using the Gaussian estimate (4.2.10), we also have

Γ[µ](0, t2) ≤ c0t
−Q
∫
G

exp
(
−dL(x)2

c0t2

)
dµ(x) ≤ c0t

−Qµ(G) ≤ c0κ
−Qµ(G),

for all t ∈ [κ,∞), and hence

sup
t∈(0,∞)

Γ[µ](0, t2) <∞.

Inequality (4.3.22) now implies that MHL(µ)(0) is finite. Boundedness of the sequence {Lj}

is now follows from the inequality (4.4.2). We take a convergent subsequence of {Lj} and

denote it also, for the sake of simplicity, by {Lj}. For j ∈ N, we define

uj(x, t) = u
(
δrj(x), r2

j t
)
, (x, t) ∈ G× (0,∞).
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Then by Remark 4.3.10, i), {uj} is a sequence of solutions of the heat equation in G×(0,∞).

We claim that {uj} is locally bounded. To prove this claim, we choose a compact set

K ⊂ G× (0,∞). We consider the map

(x, t) 7→ (dL(x))2

t
, (x, t) ∈ G× (0,∞).

Since dL is continuous on G, this map is also continuous. As K is compact, image of K

under this map is bounded and hence there exists a positive real number α such that

(dL(x))2

t
< α, for all (x, t) ∈ K.

In other words, K ⊂ P(0, α). Using the invariance of P(0, α) under the parabolic dilation

(see Remark 4.3.10, ii)) and (4.3.22), it follows that

sup
j∈N

sup
(x,t)∈K

uj(x, t) ≤ sup
(x,t)∈P(0,α)

u(x, t) ≤ cαMHL(µ)(0) <∞.

Hence, {uj} is locally bounded. Lemma 4.3.8 (generalization of Montel’s theorem), now

guarantees the existence of a subsequence {ujk} of {uj}, which converges normally to a

positive solution v of the heat equation in G × (0,∞). We now show that v is identically

equal to L in G× (0,∞). To show this, we take (x0, t0) ∈ G× (0,∞), and choose a positive

number η such that (x0, t0) ∈ P(0, η). Our hypothesis implies that

lim
t→0

(x,t)∈P(0,η)

u(x, t) = L.

Since {rjk} converges to zero as k goes to infinity, the equation above shows that

v(x0, t0) = lim
k→∞

ujk(x0, t0) = lim
k→∞

u
(
δrjk (x0), r2

jk
t0
)

= L,

as (δrjk (x0), r2
jk
t0) ∈ P(0, η), for all k ∈ N. As (x0, t0) ∈ G × (0,∞) is arbitrary, it follows

that v is identically equal to L in G× (0,∞). On the other hand, by Lemma 4.3.11, we have

ujk(x, t) = u
(
δrjk (x), r2

jk
t
)

= Γ[µ]
(
δrjk (x), r2

jk
t
)

= Γ
[
µrjk

]
(x, t), (4.4.3)

for all (x, t) ∈ G× (0,∞), where µrjk is the dialte of µ according to (4.3.25).
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Thus,

Γ
[
µrjk

]
→ L = Γ[Lm],

normally as k → ∞. Therefore, Lemma 4.3.1 implies that the sequence of measures {µrjk}

converges to Lm in weak*, and hence by Lemma 4.3.3, {µrjk (B)} converges to Lm(B) for

every dL-ball B ⊂ G. Choosing B = B0, it follows that

Lm(B0) = lim
k→∞

µrjk (B0) = lim
k→∞

rjk
−Qµ

(
δrjk (B0)

)
= m(B0) lim

k→∞

µ
(
δrjk (B0)

)
m
(
δrjk (B0)

) .
This implies, together with (4.4.1), that the sequence {Ljk} converges to L and hence so does

{Lj}, as {Lj} is convergent. Thus, every convergent subsequence of the bounded sequence

{Lj} converges to L. This implies that {Lj} itself converges to L. Since B0 and {rj} is

arbitrary, µ has strong derivative L at 0.

Conversely, suppose that the strong derivative of µ at 0 is equal to L. We fix a positive

number α and a sequence {(xj, t2j)} ⊂ P(0, α), such that {tj} converges to zero. Since

Dµ(0) equals to L, it follows, in particular, that

lim
r→0

µ(B(0, r))
m(B(0, r)) = L.

Thus, we get for some κ ∈ (0,∞), such that

sup
r∈(0,κ)

µ(B(0, r))
m(B(0, r)) < L+ 1.

Finiteness of the measure µ implies that

µ(B(0, r))
m(B(0, r)) ≤

µ(G)
m(B(0, 1))κQ ,

for all r ∈ [κ,∞). The above inequalities, together with (4.3.22), shows that

sup
(x,t)∈P(0,α)

u(x, t) = sup
(x,t)∈P(0,α)

Γ[µ](x, t) ≤ cαMHL(µ)(0) <∞.

In particular, {u(xj, t2j)} is a bounded sequence. We now consider a convergent subsequence
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of this sequence, denote it also, for the sake of simplicity, by {u(xj, t2j)} such that

lim
j→∞

u(xj, t2j) = L′. (4.4.4)

We will prove that L′ is equal to L. Using the sequence {tj}, we consider

uj(x, t) = u
(
δtj(x), t2j t

)
, (x, t) ∈ G× (0,∞).

Arguments used in the first part of the proof shows that {uj} is a locally bounded sequence of

positive solutions of the heat equation (4.2.9) in G× (0,∞). Hence, by Lemma 4.3.8, there

exists a subsequence {ujk} of {uj} which converges normally to a positive solution v of the

heat equation in G × (0,∞). Lemma 4.3.9 now shows that there exists a positive measure

ν ∈M, such that v is equal to Γ[ν]. We consider the sequence of dilates {µjk} of µ by {tjk}

according to (4.3.25). An application of Lemma 4.3.11 then implies that Γ[µjk ] equals ujk .

Thus, the sequence of functions {Γ[µjk ]} converges normally to Γ[ν]. Applying Lemma 4.3.1,

we then conclude that {µjk} converges to ν in weak*. Since Dµ(0) = L, it follows that for

any dL-ball B ⊂ G,

lim
k→∞

µjk(B) = lim
k→∞

tjk
−Qµ(δtjk (B)) = lim

k→∞

µ(δtjk (B))
m(δtjk (B))m(B) = Lm(B).

Hence, by Lemma 4.3.3, ν = Lm. As v = Γ[ν], it follows that

v(x, t) = L, for all (x, t) ∈ G× (0,∞).

This, in turn, implies that {ujk} converges to the constant function L normally in G× (0,∞).

On the other hand, we note that

u(xjk , t2jk) = u
(
δtjk

(
δt−1
jk

(xjk)
)
, t2jk

)
= ujk

(
δt−1
jk

(xjk), 1
)
.

Since (xjk , t2jk) belongs to the parabolic region P(0, α), for all k ∈ N, it follows that

(
δt−1
jk

(xjk), 1
)
∈ B(0,

√
α)× {1},
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which is a compact subset of G× (0,∞). Therefore,

lim
k→∞

u(xjk , t2jk) = lim
k→∞

ujk

(
δt−1
jk

(xjk), 1
)

= L,

as the convergence is uniform on B(0, α)×{1}. In view of (4.4.4), we can thus conclude that

L′ equals L. So, every convergent subsequence of the original sequence {u(xj, t2j)} converges

to L. This shows that the original sequence {u(xj, t2j)} converges to L. As the positive

number α and the sequence {(xj, t2j)} ⊂ P(0, α) is arbitrary, u has parabolic limit L at 0.

The following is the main result of this chapter.

Theorem 4.4.2. Suppose that u is a positive solution of the heat equation

Hu(x, t) = 0, (x, t) ∈ G× (0, T ),

for some T ∈ (0,∞], and that x0 ∈ G, L ∈ [0,∞). If µ is the boundary measure of u then

the following statements are equivalent.

(i) u has parabolic limit L at x0.

(ii) µ has strong derivative L at x0.

Proof. We consider the translated measure µ0 given by

µ0(E) = µ(x0 ◦ E),

for all Borel subsets E ⊂ G, where

x0 ◦ E = {x0 ◦ ξ | ξ ∈ E}.

Using translation invariance of m, it follows from the definition of strong derivative (see

Definition 4.2.19, iii)) that Dµ0(0) and Dµ(x0) are equal. On the other hand, for a Borel

set E ⊂ G,

∫
G
χE(ξ) dµ0(ξ) = µ0(E) = µ(x0 ◦ E) =

∫
G
χ(x0◦E)(ξ) dµ(ξ) =

∫
G
χE(x−1

0 ◦ ξ) dµ(ξ).
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Hence, for (x, t) ∈ G× (0, T )

Γ[µ0](x, t) =
∫
G

Γ(ξ−1 ◦ x, t) dµ0(ξ) =
∫
G

Γ((x−1
0 ◦ ξ)−1 ◦ x, t) dµ(ξ) = Γ[µ](x0 ◦ x, t).

We fix an arbitrary positive number α. As (x, t) ∈ P(0, α), if and only if (x0 ◦x, t) ∈ P(x0, α)

(see the Definition 4.2.19, i)), one infers from the above that

lim
t→0

(x,t)∈P(0,α)

Γ[µ0](x, t) = lim
t→0

(ξ,t)∈P(x0,α)

Γ[µ](ξ, t).

Hence, it suffices to prove the theorem under the assumption that x0 is the identity element

0. We will now show that we can take µ to be a finite measure. Let µ̃ be the restriction of µ

on the dL-ball B(0, τ−1). Suppose B(y, s) is any given dL-ball. Then for all positive number

r smaller than (τ 2(s+ dL(y)))−1, it follows that δr(B(y, s)) is a subset of B(0, τ−1). Indeed,

for any ξ ∈ δr(B(y, s)) = B(δr(y), rs),

dL(0, ξ) ≤ τ (dL(0, δr(y)) + dL(δr(y), ξ)) ≤ τ (rdL(y) + rs) < τ−1,

for all r ∈ (0, (τ 2(s+ dL(y)))−1). This in turn implies that Dµ(0) and Dµ̃(0) are equal. We

now claim that

lim
t→0

(x,t)∈P(0,α)

Γ[µ](x, t) = lim
t→0

(x,t)∈P(0,α)

Γ[µ̃](x, t). (4.4.5)

In this regard, we first show that

lim
t→0

∫
B(0,τ−1)c

Γ(ξ−1 ◦ x, t) dµ(ξ) = 0, (4.4.6)

uniformly for x ∈ B(0, 1/(2τ 2)). For this, we first note that for x ∈ B(0, 1/(2τ 2)), and

ξ ∈ B(0, 1/τ)c, we have

dL(x) < 1
2τ 2 <

1
2τ dL(ξ),

and hence using the reverse triangle inequality (4.2.15), we get

dL(ξ−1 ◦ x) ≥ 1
τ
dL(ξ)− dL(x) ≥ dL(ξ)

τ
− dL(ξ)

2τ = dL(ξ)
2τ ≥ 1

2τ 2 .
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We fix t0 ∈ (0, T ). Using the Gaussian estimate (4.2.10) and the inequality above, we get

∫
B(0,τ−1)c

Γ(ξ−1 ◦ x, t) dµ(ξ)

≤ c0t
−Q2

∫
B(0,τ−1)c

exp
(
−(dL(ξ−1 ◦ x))2

c0t

)
dµ(ξ)

= c0t
−Q2

∫
B(0,τ−1)c

exp
(
−(dL(ξ−1 ◦ x))2

2c0t

)
exp

(
−(dL(ξ−1 ◦ x))2

2c0t

)
dµ(ξ)

≤ c0t
−Q2 exp

(
− 1

8c0τ 4t

) ∫
B(0,τ−1)c

exp
(
−(dL(ξ−1 ◦ x))2

2c0t

)
dµ(ξ)

≤ c0t
−Q2 exp

(
− 1

8c0τ 4t

) ∫
B(0,τ−1)c

exp
(
−(dL(ξ))2

8c0τ 2t

)
dµ(ξ)

≤ c0t
−Q2 exp

(
− 1

8c0τ 4t

) ∫
B(0,τ−1)c

exp
(
−2c0(dL(ξ))2

t0

)
dµ(ξ),

for all t ∈ (0, (16c2
0τ

2)−1t0). Since µ is a positive measure and Γ[µ](0, t0/2) is finite, the

Gaussian estimate (4.2.10) implies that the integral on the right-hand side in the last inequality

is finite. Hence, letting t goes to zero on the right-hand side in the last inequality, our desired

equation (4.4.6) follows. Now,

Γ[µ](x, t) = Γ[µ̃](x, t) +
∫
B(0,τ−1)c

Γ(ξ−1 ◦ x, t) dµ(ξ).

Given any ε > 0, using (4.4.6), we get some t1 ∈ (0, (16c2
0τ

2)−1t0), such that

0 ≤ Γ[µ](x, t)− Γ[µ̃](x, t) =
∫
B(0,τ−1)c

Γ(ξ−1 ◦ x, t) dµ(ξ) < ε,

for all (x, t) ∈ B(0, 1/(2τ 2))× (0, t1). On the other hand, we observe that

P(0, α) ∩ {(x, t) | t ∈ (0, 1/(4ατ 4))} ⊂ B(0, 1/(2τ 2))× (0, 1/(4ατ 4)).

Hence, for all (x, t) ∈ P(0, α), with t ∈ (0,min{t1, 1/(4ατ 4)}), we have

Γ[µ](x, t)− Γ[µ̃](x, t) < ε.

This proves (4.4.5). Therefore, as α ∈ (0,∞) is arbitrary, we may and do suppose that µ is a

finite measure. Using this, without loss of generality, we may also assume that T =∞. The

proof now follows from Theorem 4.4.1.
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Remark 4.4.3. It is not known to us whether a result analogous to Corollary 3.2.11 holds true

for solutions of the heat equation (4.2.9). However, if it turns out to be true that a nonzero

solution of (4.2.9) can not vanish on any open set in G× (0,∞), then one can actually prove

a stronger version of Theorem 4.4.2 in the sense that if there exists some η ∈ (0,∞), such

that

lim
t→0

(x,t)∈P(x0,η)

u(x, t) = L,

then µ has strong derivative L at x0, where u is a positive solution of the heat equation and

µ is the boundary measure of u.





Chapter 5

Differentiability of measures and

admissible convergence on stratified Lie

groups

In this chapter, we generalize a theorem of Victor L. Shapiro [Sha06] concerning nontangential

convergence of the Poisson integral of an Lp-function on Rn. Following Shapiro we introduce

the notion of σ-points of a measure on a stratified Lie group and consider convolution integrals

for a fairly general class of convolution kernels. We show that convolution integrals of a

measure have admissible limits at σ-points of the measure. We also investigate the relationship

between σ-point and strong derivative. We prove that these two notions are the same in R.

5.1 Introduction

We recall that a point x0 ∈ Rn, is called a Lebesgue point of a measure µ on Rn, if there

exists L ∈ C, such that

lim
r→0

|µ− Lm|(B(x0, r))
m(B(0, r)) = 0. (5.1.1)

In this case, it follows that Dsymµ(x0) is equal to L. The set of all Lebesgue points of a

measure µ on Rn, is called the Lebesgue set of µ and is denoted by Ln(µ) (see 1.0.17, i)). It

is not very hard to see that the Lebesgue set of a measure µ includes almost all (with respect

109
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to the Lebesgue measure) points of Rn. It is a classical result that if f ∈ Lp(Rn), 1 ≤ p ≤ ∞,

then the Poisson integral Pf of f has nontangential limit f(x0) at each Lebesgue point x0

of f (see [SW71, Theorem 3.16]). In [Sae96, Theorem 1.5], Saeki generalized this result

for more general class of kernels as well as for measures instead of Lp-functions. A natural

question which arises here is the following.

Question: Does there exist x0 ∈ Rn, and f ∈ Lr(Rn), for some r ∈ [1,∞], such that x0 is

not a Lebesgue point of f but the Poisson integral Pf of f has nontangential limit at x0?

As we have already mentioned in the introduction that Shapiro answered this question in

the affirmative by introducing the notion of σ-point of a locally integrable function, which we

recall next.

Definition 5.1.1 ([Sha06, P.3182]). A point x0 ∈ Rn, is called a σ-point of a locally integrable

function f on Rn, if for each ε > 0, there exists δ > 0, such that

∣∣∣∣∣
∫
B(x,r)

(f(ξ)− f(x0)) dm(ξ)
∣∣∣∣∣ < ε(‖x− x0‖+ r)n,

whenever ‖x− x0‖ < δ, and r ∈ (0, δ).

The set of all σ-points of f is called the σ-set of f and is denoted by Σn(f). As observed

by Shapiro, the Lebesgue set of a locally integrable function f defined on Rn, is contained

in Σn(f) (see [Sha06, P.3182]). It was also shown that the containment is strict for some

particular functions. In fact, Shapiro [Sha06, Section 3] constructed a function f ∈ Lp(R2),

p ∈ [1,∞], such that 0 ∈ Σ2(f), but it is not a Lebesgue point of f . Our main aim in

this chapter is to obtain variants of the following result of Shapiro for a general convolution

integral of the form φ[µ] of some measure µ on stratified Lie groups.

Theorem 5.1.2 ([Sha06, Theorem 1] ). Let f ∈ Lp(Rn), for some p ∈ [1,∞]. If x0 ∈ Σn(f),

then Pf has nontangenial limit f(x0) at x0.

Shapiro also proved existence of nontangential limits of Gauss-Weierstrass integral of an

Lp-function at σ-points of the function [Sha06, Theorem 2]. For Rn, results of this kind

has already been proved in [EH06] (a paper which generalizes earlier results in this regard

proved by Brossard-Chevalier [BC90]). The author of [EH06] has dealt with differentiation of
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measures with respect to more general positive measures than the Lebesgue measure of Rn.

Perhaps due to this reason, the condition analogous to the comparison condition (1.0.6) used

in [EH06] turned out to be stronger than what is needed for the Lebesgue measure. We will

explain this difference in Example 5.4.1.

The organization of this chapter is as follows. In the next section, we will define the notion

of Lebesgue point and σ-point of a measure on a stratified Lie group and prove a variant

of Theorem 5.1.2. We will also discuss the relationship between the strong derivative and

σ-point in section 3. In the last section, we will discuss two examples. Our first example

will show that the set of all Lebesgue points of a measure on the Heisenberg group is strictly

contained in that of all σ-points of the measure. The second one will show that the condition

(5.4.1) analogous to the comparison condition (1.0.6) used in [EH06, Theorem 3.4] is much

stronger than what is actually needed for the Lebesgue measure.

5.2 Admissible convergence of convolution integrals

Throughout this chapter, we fix a stratified Lie group G with the homogeneous norm d and

identity element 0. We recall that G has the following vector space decomposition

g = V1 ⊕ V2 ⊕ · · · ⊕ Vl.

We denote by k, and Q the Euclidean and homogeneous dimensions of G respectively. In

other words,

k =
l∑

j=1
dim Vj; Q =

l∑
j=1

j(dim Vj).

We denote the Euclidean norm on Rk (∼= g as vector spaces) by ‖ · ‖, and the Euclidean open

ball centered at x ∈ G, and radius r ∈ (0,∞) by Be(x, r), that is

Be(x, r) = {y ∈ G | ‖y − x‖ < r}.

We denote the d-ball (see 4.2.5) centered at x ∈ G, with radius s ∈ (0,∞) by Bd(x, s). We

recall that the Lebesgue measure m of Rk is the Haar measure of G. Let us start by defining

the notions of Lebesgue point and σ-point of a measure on a stratified Lie group.
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Definition 5.2.1. Let µ be a measure on G and x0 ∈ G.

i) The point x0 is called a Lebesgue point of µ if there exists L ∈ C, such that

lim
r→0

|µ− Lm|(Bd(x0, r))
m(Bd(0, r))

= 0. (5.2.1)

As usual, we call the set of all Lebesgue points of µ as the Lebesgue set of µ, and

denote it by LG(µ).

ii) The point x0 is called a σ-point of µ if there exists L ∈ C, such that for each ε > 0,

there exists δ > 0, satisfying

|(µ− Lm)(Bd(x, r))| < ε(d(x−1
0 ◦ x) + r)Q,

whenever d(x−1
0 ◦ x) < δ, and r ∈ (0, δ). In this case, we will denote the complex

number L by Dσµ(x0). The set of all σ-points of µ is called the σ-set of µ, and is

denoted by ΣG(µ).

Remark 5.2.2. We remark the following.

i) It is known that m (LG(µ)c) is zero (see first few lines of the proof of [BU05, Thorem

2.4]). If x0 is a Lebesgue point of µ with L as in (5.2.1), then the strong derivative

(see Definition 4.2.19, iii)) of µ at x0 exists and equals L. Indeed, we take a d-ball

B = Bd(x, t) in G. Then

∣∣∣∣∣ µ(x0 ◦ δr(B))
m(x0 ◦ δr(B)) − L

∣∣∣∣∣ =
∣∣∣∣∣µ (Bd(x0 ◦ δr(x), rt)− Lm (Bd(x0 ◦ δr(x), rt)

m(Bd (0, rt))

∣∣∣∣∣
≤ |µ− Lm| (Bd(x0 ◦ δr(x), rt)

m (Bd(0, rt))

≤ |µ− Lm| (Bd(x0, τr(t+ d(x)))
m (Bd(0, rt))

≤ |µ− Lm| (Bd(x0, τr(t+ d(x)))
m (Bd(0, τr(t+ d(x)))) ×

(
τr(t+ d(x))

rt

)Q
,

where τ is the constant Cd in the triangle inequality (4.2.2). Using (5.2.1), we see that

the right-hand side of the last inequality goes to zero as r goes to zero. As the d-ball

B is arbitrary, Dµ(x0) is equal to L.
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ii) For a measure µ on G, we have the containment

LG(µ) ⊂ ΣG(µ).

Moreover,

Dσµ(x0) = Dµ(x0), for all x0 ∈ LG(µ).

To see this, we take x0 ∈ LG(µ), and fix ε > 0. By the definition of Lebesgue point

(5.2.1), there exists δ > 0, such that

|µ− Lm|(Bd(x0, r)) <
ε

τQm(Bd(0, 1))m(Bd(x0, r)) = ε

τQ
rQ,

whenever r ∈ (0, δ), where L = Dµ(x0). This implies that

|(µ− Lm)(Bd(x, r))| ≤ |µ− Lm|(Bd(x, r))

≤ |µ− Lm|
(
Bd(x0, τ(d(x−1

0 ◦ x) + r))
)

< ε(d(x−1
0 ◦ x) + r)Q,

whenever r + d(x−1
0 ◦ x) < δ. This shows that x0 ∈ ΣG(µ), and that

Dσµ(x0) = L = Dµ(x0).

We define a notion analogous to nontangential convergence in the context of stratified Lie

groups as follows:

Definition 5.2.3. A function u defined on G× (0, t0), for some t0 ∈ (0,∞], is said to have

admissible limit L ∈ C, at x0 ∈ G, if for each α ∈ (0,∞),

lim
t→0

(x,t)∈S(x0,α)

u(x, t) = L,

where

S(x0, α) = {(x, t) ∈ S | d(x−1
0 ◦ x) < αt}

= {(x, t) ∈ S | d(x0, x) < αt}. (5.2.2)
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is called the admissible domain with vertex at x0 and aperture α.

Given a measure µ and a complex-valued function φ on G, we define the convolution

integral φ[µ](x, t) by

φ[µ](x, t) = µ ∗ φt(x) = t−Q
∫
G
φ
(
δ 1
t
(ξ−1 ◦ x)

)
dµ(ξ), (5.2.3)

whenever the integral converges absolutely for (x, t) ∈ Rn+1
+ . If the integral above converges

absolutely for all (x, t) ∈ E, where E ⊆ G× (0,∞), we say that φ[µ] is well-defined in E.

Remark 5.2.4. From the proof of Lemma 4.2.14 it is clear that if µ is a measure on G, and

φ : G → (0,∞), is a d-radially decreasing function on G (see (4.2.17)), then finiteness of

|µ| ∗φt0(x0) for some (x0, t0) ∈ G× (0,∞), implies that φ[µ] is well-defined in G× (0, t0/τ).

Although σ-point seems to be a natural generalization of the Lebesgue point, it does not

reflect the inherent notion of admissible convergence. To bring that out, we introduce the

notion of χ-point. This will help us to understand the characteristic of the σ-point in light of

the theme of this chapter.

Definition 5.2.5. Let µ be a measure on G. A point x0 ∈ G, is called a χ-point of µ if there

exists L ∈ C, such that for every α ∈ (0,∞),

lim
r→0

(x,r)∈S(x0,α)

µ(Bd(x, r))
m(Bd(x, r))

= L.

In this case, we will denote the complex number L by Dχµ(x0). The set of all χ-points of µ

is called the χ-set of µ, and is denoted by XG(µ).

Remark 5.2.6. As

µ ∗ (χBd(0,1))r(x) = µ(Bd(x, r))
m(Bd(x, r))

, (x, r) ∈ (0,∞),

the χ-points of µ are precisely those points where the convolution integral χB(0,1)[µ] has

admissible limit.

Lemma 5.2.7. For a measure µ on G, we have

ΣG(µ) ⊆ XG(µ).
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Moreover,

Dχµ(x0) = Dσµ(x0), whenever x0 ∈ ΣG(µ).

Proof. Let x0 ∈ ΣG(µ). We fix ε > 0, and α0 ≥ 1. Then there exists some δ > 0, such that

|(µ−Dσµ(x0)m)(Bd(x, r))| <
m(B(0, 1))ε

(2α0)Q (d(x−1
0 ◦ x) + r)Q, (5.2.4)

whenever d(x−1
0 ◦ x) < δ, and r ∈ (0, δ).

Now, for any (x, r) ∈ S(x0, α0), we have

∣∣∣∣∣ µ(Bd(x, r))
m(Bd(x, r))

−Dσµ(x0)
∣∣∣∣∣

= |(µ−Dσµ(x0)m)(Bd(x, r))|
m(Bd(x, r))

= |(µ−Dσµ(x0)m)(Bd(x, r))|
m(Bd(0, 1))( r2 + r

2)Q

≤ |(µ−Dσµ(x0)m)(B(x, r))|
m(B(0, 1))(d(x−1

0 ◦x)
2α0

+ r
2)Q

(as (x, r) ∈ S(x0, α0))

= (2α0)Q
m(Bd(0, 1))

|(µ−Dσµ(x0)m)(Bd(x, r))|
(d(x−1

0 ◦ x) + α0r)Q

≤ (2α0)Q
m(Bd(0, 1))

|(µ−Dσµ(x0)m)(Bd(x, r))|
(d(x−1

0 ◦ x) + r)Q
,

where the last inequality follows from the fact that α0 ≥ 1. Since

d(x−1
0 ◦ x) < α0r < δ,

whenever r ∈ (0, δ/α0), it follows from (5.2.4) that

∣∣∣∣∣ µ(Bd(x, r))
m(Bd(x, r))

−Dσµ(x0)
∣∣∣∣∣ < ε,

whenever (x, r) ∈ S(x0, α0), with r ∈ (0, δ/α0). As α0 ≥ 1, is arbitrary, we have x0 is a

χ-point of µ with

Dχµ(x0) = Dσµ(x0).
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We say that a function φ : G→ (0,∞), satisfies the comparison condition if

sup
{
φt(x)
φ(x) | t ∈ (0, 1), d(x) ≥ 1

}
<∞. (5.2.5)

Remark 5.2.8. As in the case of Euclidean spaces (see Example 2.1.2), one can show that

the following functions satisfy the comparison condition (5.2.5).

1
(1 + d(x)2)α log(2 + d(x)κ) , e−εd(x)β , x ∈ G,

where α ≥ [Q/2,∞), κ ∈ [0,∞), and ε, β are positive numbers.

The following lemma shows that with the aid of the comparison condition (5.2.5) it is

sufficient to discuss admissible convergence of convolution integrals of measures with finite

total variation.

Lemma 5.2.9. Suppose that φ : G→ (0,∞), is a d-radial, d-radially decreasing, integrable

function. Furthermore, suppose that φ satisfies the comparison condition (5.2.5) and that µ is

a measure on G, such that |µ| ∗ φt0(0) is finite for some t0 ∈ (0,∞). Let µ̃ be the restriction

of µ on the d-ball Bd(0, t0/τ). Then we have the following.

i) For all α ∈ (0,∞),

lim
t→0

(x,t)∈S(0,α)

µ ∗ φt(x) = lim
t→0

(x,t)∈S(0,α)

µ̃ ∗ φt(x), (5.2.6)

provided one of the limits exist.

ii) If 0 is a σ-point of µ, then 0 is also a σ-point of µ̃ and vice versa. In either case,

Dσµ(0) = Dσµ̃(0).

iii) If 0 is a χ-point of µ, then 0 is also a χ-point of µ̃ and vice versa. In either case,

Dχµ(0) = Dχµ̃(0).
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Proof. In view of Remark 5.2.4, without loss of generality we assume that t0/τ < 1. We write

for t ∈ (0, t0/τ), x ∈ G,

µ ∗ φt(x) = µ̃ ∗ φt(x) +
∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φt(ξ−1 ◦ x) dµ(ξ). (5.2.7)

Since φ is a d-radial, d-radially decreasing function, using integration formula in polar coordi-

nate (4.2.6) we have for any r ∈ (0,∞),

∫
{x∈G|r/2≤d(x)≤r}

φ(x) dx = CQ

∫ r

r/2
φ(s)sQ−1 ds ≥ CQφ(r)

∫ r

r/2
sQ−1 ds = C ′Qr

Qφ(r).

Since φ is an integrable function, the integral on the left-hand side converges to zero as r

goes to zero and infinity. Hence, it follows that

lim
d(x)→0

d(x)Qφ(x) = lim
d(x)→∞

d(x)Qφ(x) = 0. (5.2.8)

We denote the integral appearing on the right-hand side of (5.2.7) by I(x, t). We fix α ∈

(0,∞). We observe that for (x, t) ∈ S(0, α), and d(ξ) ≥ t0/τ ,

d(x) < αt < α
t0

2τ 2α
≤ d(ξ)

2τ , for all 0 < t < min
{1

2 ,
t0

2τ 2α

}
.

Using this and the reverse triangle inequality (4.2.15), we get that for d(ξ) > t0/τ , and

(x, t) ∈ S(0, α) ∩
(
G× (0,min{1

2 ,
t0

2τ2α
})
)
,

d(ξ−1 ◦ x) ≥ d(ξ)
τ
− d(x) ≥ d(ξ)

τ
− d(ξ)

2τ = d(ξ)
2τ .

Therefore, using the fact that φ is d-radially decreasing, we obtain for (x, t) ∈ S(0, α)∩
(
G×

(0,min{1
2 ,

t0
2τ2α
})
)
,

∣∣∣∣I (x, tt0τ 2

)∣∣∣∣ =
(
tt0
τ 2

)−Q ∣∣∣∣∣∣∣
∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φ
(
δ τ2
tt0

(
ξ−1 ◦ x

))
dµ(ξ)

∣∣∣∣∣∣∣
≤

(
tt0
τ 2

)−Q ∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φ
(
δ τ2
tt0

(
ξ−1 ◦ x

))
d|µ|(ξ)

≤
(
tt0
τ 2

)−Q ∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φ
(
δ τ

2tt0
(ξ)
)
d|µ|(ξ)
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= τ 2Q
∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}

(
d(ξ)
tt0

)Q
φ
(
δ τ

2tt0
(ξ)
)

d(ξ)Qφt0(ξ)

×φt0(ξ) d|µ|(ξ). (5.2.9)

From (5.2.8) we get that

lim
t→0

(
d(ξ)
tt0

)Q
φ
(
δ τ

2tt0
(ξ)
)

= 0,

for each fixed ξ ∈ G. On the other hand, by the comparison condition (5.2.5), there exists

some positive constant C such that

(
d(ξ)
tt0

)Q
φ
(
δ τ

2tt0
(ξ)
)

d(ξ)Qφt0(ξ) = 2Q
φ2t

(
δ τ
t0

(ξ)
)

φ
(
δ 1
t0

(ξ)
) ≤ 2Q

φ2t
(
δ τ
t0

(ξ)
)

φ
(
δ τ
t0

(ξ)
) ≤ C,

for all d(ξ) ≥ t0/τ , t ∈ (0, 1/2), as τ ≥ 1. Since |µ| ∗ φt0(0) is finite, that is, φt0 ∈

L1(Rn, d|µ|), by the dominated convergence theorem, it follows from (5.2.9) that

lim
t→0

(x,t)∈S(0,α)

∣∣∣∣I (x, tt0τ 2

)∣∣∣∣ = 0. (5.2.10)

We note that

lim
t→0

(x,t)∈S(0,α)

I

(
x,
τ 2t

t0
× t0
τ 2

)
= lim

t→0
(x,t)∈S(0,α)

I(x, t)

= lim
t→0

(x,t)∈S(0,α)

∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φt(ξ−1 ◦ x) dµ(ξ).

We have assumed that t0/τ ∈ (0, 1). Since τ ∈ [1,∞), we thus have τ
2

t0
∈ (1,∞). Therefore,(

x,
τ 2t

t0

)
∈ S(0, α), whenever (x, t) ∈ S(0, α). Hence, using (5.2.10) in the last equation,

we obtain

lim
t→0

(x,t)∈S(0,α)

∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φt(ξ−1 ◦ x) dµ(ξ) = 0. (5.2.11)

In view of (5.2.7), this proves i).

We now prove ii). Suppose that 0 is a σ-point of µ with

Dσµ(0) = L.
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We fix ε > 0. Then it follows from the definition of σ-point that there exists δ ∈ (0, t0/(2τ 2)),

such that for d(x) < δ, and r ∈ (0, δ)

|(µ− Lm)(Bd(x, r))| < ε(d(x) + r)Q. (5.2.12)

On the other hand, for d(x) < δ, and r ∈ (0, δ), we have

Bd(x, r) ⊂ Bd(0, 2τδ) ⊂ Bd(0, t0/τ),

as δ ∈ (0, t0/(2τ 2)). Using the definition of µ̃ in (5.2.12), we get that

|(µ̃− Lm)(Bd(x, r))| = |(µ− Lm)(Bd(x, r))| < ε(d(x) + r)Q,

whenever d(x) < δ, and r ∈ (0, δ). This shows that the 0 is a σ-point of µ̃. Moreover,

Dσµ̃(0) = L = Dσµ(0).

Proof of the converse implication is similar.

To prove iii), we fix α ∈ (0,∞). We observe that for (x, r) ∈ S(0, α), and ξ ∈ Bd(x, r)

d(ξ) ≤ τ
(
d(x) + d(x−1 ◦ ξ)

)
< τ(r + αr) < t0

τ
,

whenever r ∈
(

0, t0
τ 2(α + 1)

)
. This shows that

µ(Bd(x, r)) = µ̃(Bd(x, r)),

for all (x, r) ∈ S(0, α), with r ∈
(

0, t0
τ 2(α + 1)

)
. This proves iii).

Before proceeding to our next lemma, we recall that [Rud87, P.37], a real-valued function

f on a topological space X is said to be lower semicontinuous if {x ∈ X : f(x) > s} is open

for every real number s.
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Lemma 5.2.10. Assume that φ : G → [0,∞), is a d-radial, d-radially decreasing, nonzero

integrable function. If φ is lower semicontinuous then, for each t ∈ (0, φ(0)),

Bt = {x ∈ G | φ(x) > t},

is a d-ball centred at 0 with some finite radius θ(t), which is a measurable function of t.

Proof. We fix t ∈ (0, φ(0)). Since φ is integrable, there exists x0 ∈ G, such that φ(x0) ≤ t.

For any x ∈ Bt,

φ(x) > t ≥ φ(x0).

As φ is d-radial and d-radially decreasing, the inequality above implies that d(x) is smaller

than d(x0), and hence Bt is a bounded set. By the lower semicontinuity of φ, Bt is open. As

0 ∈ Bt, there exists some s ∈ (0,∞), such that

Be(0, s) ⊂ Bt.

Using Remark 4.2.3, we can find a positive number rs such that

Bd(0, rs) ⊂ Be(0, s) ⊂ Bt.

It now follows that

θ(t) = sup{r > 0 | Bd(0, r) ⊆ Bt} ∈ (0,∞).

We claim that Bd(0, θ(t)) is contained in Bt. To prove this claim, we choose x ∈ Bd(0, θ(t)).

By the definition of θ(t), we get some r0 ∈ (d(x), θ(t)), such that

x ∈ Bd(0, r0) ⊆ Bt.

This proves our claim. We now observe that if y ∈ Bt \ {0}, then for all ξ ∈ Bd(0, d(y)), we

have

φ(ξ) ≥ φ(y) > t.

Thus,

Bd(0, d(y)) ⊆ Bt, for all y ∈ Bt \ {0}. (5.2.13)
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By the definition of θ(t), it follows from (5.2.13) that

d(y) ≤ θ(t), for all y ∈ Bt \ {0}.

Consequently,

Bd(0, θ(t)) ⊆ Bt ⊆ Bd(0, θ(t)). (5.2.14)

Suppose that there exists some ξ ∈ Bt \Bd(0, θ(t)). Then by (5.2.14), d(ξ) is equal to θ(t).

Since φ is d-radial, this implies that

Bt = Bd(0, θ(t)).

Hence, as Bt is open, it follows from (5.2.14) that

Bt = Bd(0, θ(t)).

As s > t implies that Bs ⊆ Bt, it follows that θ is a decreasing function on (0, φ(0)), and

hence measurable.

Remark 5.2.11. It follows from the proof above that if φ is not assumed to be lower semi-

continuous, then Bt may turn out to be a closed ball centered at origin. This can be seen

from the following example. We define φ : G→ (0,∞), by

φ(x) =


e−d(x), d(x) ≤ 1

e−2d(x), d(x) > 1.

Then for any t ∈ (e−2, e−1), we have

Bt = Bd(0, 1).

We are now ready to present the main result of this chapter.

Theorem 5.2.12. Suppose that φ : G→ (0,∞), satisfies the following conditions:
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1. φ is a d-radial, d-radially decreasing, lower semicontinuous function with

∫
G
φ(x) dm(x) = 1.

2. φ satisfies the comparison condition (5.2.5).

Suppose µ is a measure on G such that |µ|∗φt0(x1) is finite for some x1 ∈ G, and t0 ∈ (0,∞).

If x0 ∈ XG(µ), with

Dχµ(x0) = L,

then φ[µ] has admissible limit L at x0.

Proof. As in the proof of Theorem 4.4.2, we consider the translated measure µ0 given by

µ0(E) = µ(x0 ◦ E),

for all Borel subsets E ⊂ G. Then for all (x, t) ∈ G× (0, t0/τ), we have

µ0 ∗ ψt(x) =
∫
G
ψt(ξ−1 ◦ x)dµ0(ξ) =

∫
G
ψt
(
(x−1

0 ◦ ξ)−1 ◦ x
)
dµ(ξ) = µ ∗ ψt(x0 ◦ x),

where ψ is either φ or χBd(0,1). We fix an arbitrary positive number α. As (x, t) ∈ S(0, α), if

and only if (x0 ◦ x, t) ∈ S(x0, α), We conclude from the equation above that

lim
t→0

(x,t)∈S(0,α)

ψ[µ0](x, t) = lim
t→0

(ξ,t)∈S(x0,α)

ψ[µ](ξ, t),

provided one of the limits exist. Hence, it suffices to prove the theorem under the assumption

that x0 is the identity element 0. Applying Lemma 5.2.9 i), and iii) we can restrict µ on

Bd(0, t0/τ), if necessary, to assume that |µ|(G) is finite. Since Dχµ(0) = L, we have, in

particular, that

lim
r→0

µ(Bd(0, r))
m(Bd(0, r))

= L.

Therefore, there exists a positive number r0 such that

|µ(Bd(0, r))|
m(Bd(0, r))

< L+ 1, for all r ∈ (0, r0).
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Using finiteness of |µ|, we get that

|µ(Bd(0, r))|
m(Bd(0, r))

≤ |µ|(Bd(0, r))
m(Bd(0, r))

≤ |µ|(G)
m(Bd(0, r0)) , for all r ∈ [r0,∞).

Combining the above inequalities, we obtain

MHLµ(0) = sup
r>0

|µ(Bd(0, r))|
m(Bd(0, r))

<∞. (5.2.15)

For each t ∈ (0, φ(0)), by Lemma 5.2.10, Bt is a d-ball centered at 0 with radius θ(t). We

also note that for any (x, r) ∈ G× (0,∞), and t ∈ (0, φ(0)),

{
ξ ∈ G | φ

(
δ 1
r
(ξ−1 ◦ x)

)
> t

}
= Bd(x, rθ(t)).

Let {(xk, tk) | k ∈ N} be a sequence in S(0, α) such that {tk} converges to zero as k goes

to infinity. Without loss of generality, we assume that tk ∈ (0, t0/τ), for all k. We have

µ ∗ φtk(xk) = t−Qk

∫
G
φ
(
δ 1
tk

(ξ−1 ◦ xk)
)
dµ(ξ) = t−Qk

∫
G

∫ φ

(
δ 1
tk

(ξ−1◦xk)
)

0
ds

 dµ(ξ).

As |µ| ∗ φt(x) is finite for all (x, t) ∈ G × (0, t0/τ), applying Fubini’s theorem on the right

hand side of the last equality, we obtain

µ ∗ φtk(xk) = t−Qk

∫ φ(0)

0
µ
({
ξ ∈ G : φ

(
δ 1
tk

(ξ−1 ◦ xk)
)
> s

})
ds

= t−Qk

∫ φ(0)

0
µ (Bd(xk, tkθ(s))) ds

= m(B(0, 1))
∫ φ(0)

0

µ (Bd(xk, tkθ(s)))
m (Bd(xk, tkθ(s)))

θ(s)Q ds. (5.2.16)

Since Dχµ(0) = L, it follows from the definition of χ-point that for each s ∈ (0, φ(0)), the

integrand in (5.2.16) has limit Lm(B(0, 1))θ(s)Q, as k goes to infinity, because (xk, tk) ∈

S(0, α), for all k. Moreover, using (5.2.15), the integrand in (5.2.16) is bounded by the

function

s 7→ m(B(0, 1))MHLµ(0)θ(s)Q, s ∈ (0, φ(0)).

In order to apply the dominated convergence theorem in (5.2.16), we need to show that this

function is integrable in (0, φ(0)). For this, it is enough to show that the function s 7→ θ(s)Q,
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is integrable in (0, φ(0)). Using a well-known formula involving distribution functions [Rud87,

Theorem 8.16], we observe that

1 =
∫
G
φ(x) dm(x) =

∫ φ(0)

0
m ({x ∈ G | φ(x) > s}) ds

=
∫ φ(0)

0
m(Bs) ds

= m(Bd(0, 1))
∫ φ(0)

0
θ(s)Q ds. (5.2.17)

Hence, applying the dominated convergence theorem it follows from (5.2.16) that

lim
k→∞

φ[µ](xk, tk) = lim
k→∞

µ ∗ φtk(xk) = Lm(B(0, 1))
∫ φ(0)

0
θ(s)Q ds = L.

This completes the proof.

In view of Lemma 5.2.7, we have the following corollary of Theorem 5.2.12, which can be

thought of as an analogue of the result of Shapiro (Theorem 5.1.2) for stratified Lie groups.

Theorem 5.2.13. Suppose that φ and µ is as in Theorem 5.2.12. If x0 ∈ ΣG(µ), with

Dσµ(x0) = L,

then φ[µ] has admissible limit L at x0.

When we specialize to the case of G = Rn, taking φ to be the Poisson kernel or Gauss-

Weierstrass kernel we recover results of Shapiro alluded to in the introduction (see Theorem

5.1.2).

Corollary 5.2.14. Suppose that µ is a measure on Rn, with well-defined Poisson integral

P [µ]. If x0 ∈ Σn(µ), with Dσµ(x0) = L ∈ C, then both the Poisson integral P [µ], and the

Gauss-Weierstrass integral W [µ] has nontangential limit L at x0.

Remark 5.2.15. We are not in a position to make any claim regarding parabolic convergence

or admissible convergence of Γ[µ] at σ-points of µ because the heat kernel Γ (see Theorem

4.2.11, and (4.2.12)) may not be a d-radial function. However, such convergences do hold at

Lebesgue points of µ (see Corollary 5.2.20).
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Remark 5.2.16. As in the case of Saeki’s result (Theorem 1.0.5), Theorem 5.2.12 also fails in

the absence of the comparison condition (5.2.5). This can be seen by extending the example

given by Saeki [Sae96, Remark 1.6] in the setting of stratified Lie groups. Indeed, suppose

that φ : G→ (0,∞), satisfies the condition (1) of Theorem 5.2.12 but φ does not satisfy the

comparison condition (5.2.5), that is,

sup
{
φt(x)
φ(x) | t ∈ (0, 1), d(x) ≥ 1

}
=∞.

Then for each k ∈ N, there exists tk ∈ (0, 1), xk ∈ Bd(0, 1)c, such that

φtk(xk)
φ(xk)

=
φ
(
δ 1
tk

(xk)
)

tQk φ(xk)
> k3. (5.2.18)

As tk ∈ (0, 1), d(xk) ≥ 1, we have that

d
(
δ 1
tk

(xk)
)
> d(xk).

Using this, and the fact that φ is d-radially decreasing we observe from (5.2.18) that for all k

k3 <
φ
(
δ 1
tk

(xk)
)

tQk φ(xk)
≤ φ(xk)
tQk φ(xk)

= 1
tQk
.

This shows that tk → 0, as k goes to infinity. Now, we consider the measure µ on G given by

µ =
∞∑
k=1

1
k2φ(xk)

νxk ,

where νxk is the Dirac measure concentrated at xk. We note that

µ ∗ φ(0) =
∫
G
φ(ξ) dµ(ξ) =

∞∑
k=1

1
k2φ(xk)

φ(xk) =
∞∑
k=1

1
k2 <∞.

As xk ∈ Bd(0, 1)c, for each k, 0 is a Lebesgue point of µ with Dµ(0) being equal to zero,

and hence 0 ∈ XG(µ). On the other hand, for each k, we have

φ[µ](0, tk) = t−Qk

∫
G
φ
(
δ 1
tk

(ξ)
)
dµ(ξ) =

∞∑
j=1

φ
(
δ 1
tk

(xj)
)

tQk j
2φ(xj)

≥
φ
(
δ 1
tk

(xk)
)

tQk φ(xk)
1
k2 ≥ k.
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This shows that φ[µ] has no admissible limit at 0.

However, we next show that the comparison condition (5.2.5) in Theorem 5.2.12 can be

dropped by imposing some growth condition on µ. More precisely, we have the following.

Theorem 5.2.17. Let φ : G → [0,∞), be a nonzero, radial, radially decreasing, lower

semicontinuous function with ∫
G
φ(x) dm(x) = 1.

Suppose that µ is a measure on G, such that

|µ(Bd(0, r))| = O(rQ), as r →∞, (5.2.19)

and that µ ∗ φt0(x1) is finite for some (x1, t0) ∈ G × (0,∞). If x0 ∈ XG(µ), with Dχµ(x0)

being equal to L, then φ[µ] has admissible limit L at x0.

Proof. As before, without loss of generality, we assume that x0 = 0. We will use the same

notation as in the proof of Theorem 5.2.12. From the proof of Theorem 5.2.12, we observe

that it suffices to prove that MHLµ(0) is finite and then the rest of the arguments remain

same. As Dχµ(0) is L, it follows that Dµ(0) is also equal to L, and hence there exists a

positive number r0 such that

|µ(Bd(0, r))|
m(Bd(0, r))

< L+ 1, for all r ∈ (0, r0).

Using (5.2.19), we get two positive constants M0 and R0 such that

|µ(Bd(0, r))|
m(Bd(0, r))

< M0, for all r ≥ R0.

Finally, for all r ∈ (r0, R0)

|µ(Bd(0, r))|
m(Bd(0, r))

≤ |µ|(Bd(0, R0))
m(Bd(0, r0)) .

From the last three inequalities and using the fact that |µ| is locally finite, we conclude that

MHLµ(0) = sup
r>0

|µ(Bd(0, r))|
m(Bd(0, r))

<∞.
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Remark 5.2.18. i) If µ is an absolutely continuous measure with Lp density, then µ

satisfies the growth condition (5.2.19). Indeed, if dµ = f dm, with f ∈ Lp(G),

p ∈ (1,∞], then by the Hölder’s inequality we have

|µ|(Bd(0, r)) =
∫
Bd(0,r)

|f | dm ≤ ‖f‖Lp(G) (m(Bd(0, 1)))
1
p′ r

Q
p′

≤ ‖f‖Lp(G) (m(Bd(0, 1)))
1
p′ rQ,

for all r > 1, where p′ is the conjugate exponent of p. If dµ = f dm, with f ∈ L1(G),

then |µ|(G) is finite. Hence, in this case the comparison condition (5.2.5) in Theorem

5.2.12 is not necessary.

ii) We can drop the assumption that φ is lower semicontinuous from Theorem 5.2.12 and

Theorem 5.2.17 if the measure µ is absolutely continuous with respect to the Lebesgue

measure m. This follows from the following observation.

µ (Bd(x, r)) = µ
(
Bd(x, r)

)
, x ∈ G, r > 0.

We can also do this in Theorem 5.2.12 if we are concerned about the admissible convergence

at Lebesgue points. The following theorem can be seen as an extension of Saeki’s result [Sae96,

Theorem 1.5] mentioned in the introduction for stratified Lie groups.

Theorem 5.2.19. Suppose that φ : G → (0,∞), is a d-radial, d-radially decreasing, inte-

grable function that satisfies the comparison condition (5.2.5), and that µ is a measure on G

such that |µ| ∗ φt0(x1) is finite for some x1 ∈ G, and t0 ∈ (0,∞). Then, for each measurable

function ψ on G, with |ψ| ≤ φ,

∫
G
ψ(x) dm(x) = 1, (5.2.20)

and each Lebesgue point x0 of µ, ψ[µ] has admissible limit Dµ(x0) at x0.

Proof. We set L = Dµ(x0). As usual, without loss of generality, we assume that x0 = 0. We

fix α ∈ (0,∞). Then, by the proof of Lemma 5.2.9 (see (5.2.11)),

lim
t→0

(x,t)∈S(0,α)

∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}

∣∣∣ψt(ξ−1 ◦ x)
∣∣∣ d|µ|(ξ)



128 Chapter 5. Differentiability of measures and admissible convergence

≤ lim
t→0

(x,t)∈S(0,α)

∫
{ξ ∈ G | d(ξ) ≥ t0

τ
}
φt(ξ−1 ◦ x) d|µ|(ξ) = 0.

Thus, it is enough to prove the assertion of the theorem under the assumption that µ is

supported on the d-ball Bd(0, t0/τ). Thus, using the fact that 0 is a Lebesgue point of µ, we

get

MHL(|µ− Lm|)(0) = sup
r>0

|µ− Lm|(Bd(0, r))
m(Bd(0, r))

<∞. (5.2.21)

Let {(xk, tk) | k ∈ N} be a sequence in S(0, α) such that {tk} converges to zero as k goes to

infinity. Without loss of generality, we assume that tk ∈ (0, t0/τ), for all k. Using (5.2.20),

we can write

|ψ[µ](xk, tk)− L| =
∣∣∣∣∫
G
ψtk(ξ−1 ◦ xk) dµ(ξ)− L

∫
G
ψtk(ξ−1 ◦ xk) dm(ξ)

∣∣∣∣
≤

∫
G

∣∣∣ψtk(ξ−1 ◦ xk)
∣∣∣ d|µ− Lm|(ξ)

≤
∫
G
φtk(ξ−1 ◦ xk) d|µ− Lm|(ξ). (5.2.22)

We observe from the proof of Lemma 5.2.10 that for each t ∈ (0, φ(0)), the set {x ∈ G |

φ(x) > t} is either Bd(0, θ(t)) or Bd(0, θ(t)), for some positive number θ(t). Consequently,

the set {ξ ∈ G | φr(ξ−1 ◦ x) > t} is either Bd(x, rθ(t)) or Bd(x, rθ(t)), for any r > 0.

Proceeding as in the proof of Theorem 5.2.12, we have

∫
G
φtk(ξ−1 ◦ xk) d|µ− Lm|(ξ)

= t−Qk

∫ φ(0)

0
|µ− Lm|

({
ξ ∈ G : φ

(
δ 1
tk

(ξ−1 ◦ x)
)
> s

})
ds

≤ t−Qk

∫ φ(0)

0
|µ− Lm|

(
Bd(xk, tkθ(s))

)
ds

≤ t−Qk

∫ φ(0)

0
|µ− Lm| (Bd(0, τ(tkθ(s) + αtk))) ds

= τQm(Bd(0, 1))
∫ φ(0)

0

|µ− Lm| (Bd(0, τ(tkθ(s) + αtk)))
m (Bd(0, τ(tkθ(s) + αtk)))

(θ(s) + α)Q ds(5.2.23)

It follows from the definition of Lebesgue point (Definition 5.2.1, i)) that for each s ∈ (0, φ(0)),

the integrand in (5.2.23) goes to zero as k tends to infinity. Moreover, using (5.2.21), the

integrand is bounded by the function

s 7→ τQm(Bd(0, 1))MHL(|µ− Lm|)(0) (θ(s) + α)Q , s ∈ (0, φ(0)),
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which is integrable as φ is integrable (see 5.2.17). In view of (5.2.22), applying dominated

convergence theorem in (5.2.23) we get

lim
k→∞

ψ[µ](xk, tk) = L.

Using the Gaussian estimate (4.2.10) and taking

φ(x) = exp
(
−dL(x)2

c0

)
, x ∈ G;

we obtain the following corollary, which was proved in [BU05, Theorem 2.4].

Corollary 5.2.20. Let µ be a measure on G such that Γ[µ](x0, t0) exists (see (4.2.12)) for

some (x0, t0) ∈ G× (0,∞). Then, the parabolic limit as well as the admissible limit of Γ[µ]

is Dµ(x) at every x ∈ LG(µ).

Proof. We fix x ∈ LG(µ), and α ∈ (0,∞). By recalling (see 4.2.14) the fact that Γ[µ](·, t) =

µ ∗ γ√t, it directly follows from Theorem 5.2.19 that Γ[µ] has parabolic limit Dµ(x) at x.

Therefore,

lim
t→0

d(x−1◦ξ)<
√
αt

Γ[µ](ξ, t) = Dµ(x). (5.2.24)

On the other hand, we have the following containment.

S(x0, α) ∩G× (0, 1/α) ⊂ {(ξ, t) ∈ G× (0,∞) | d(x−1 ◦ ξ) <
√
αt, t ∈ (0, 1/α)}.

Using this containment together with (5.2.24), we conclude that Γ[µ] has admissible limit

Dµ(x) at x.

5.3 σ-point and strong derivative

In this section, we will discuss the relationship between σ-point of a measure and the notion

of strong derivative. For a measure µ on G we denote the set of all points where the strong

derivative of µ exists by SG(µ).
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Lemma 5.3.1. Let µ be a measure on G. If x0 ∈ G, is a χ-point of µ with

Dχµ(x0) = L,

then the strong derivative of µ at x0 exists and is also equal to L. In particular, XG(µ) ⊆

SG(µ).

Proof. We take a d-ball B = Bd(x, s) in G. As x0 is a χ-point of µ,

lim
r→0

(ξ,r)∈S(x0,α)

µ(Bd(ξ, r))
m(Bd(ξ, r))

= L,

for all α ∈ (0,∞). We choose α0 ∈ (0,∞), such that (x, s) ∈ S(0, α0). Then for each

r ∈ (0,∞), (x0 ◦ δr(x), rs) belongs to S(x0, α0). Therefore,

lim
r→0

µ(x0 ◦ δr(B))
m(δr(B)) = lim

r→0

µ(Bd(x0 ◦ δr(x), rs))
m(Bd(x0 ◦ δr(x), rs)) = L.

Since B is an arbitrary d-ball in G, the strong derivative of µ at x0 exists and is equal to

L.

Combining Lemma 5.2.7, Remark 5.2.2 and Lemma 5.3.1, we have the following.

Corollary 5.3.2. Let µ be a measure on G. Then

LG(µ) ⊆ ΣG(µ) ⊆ XG(µ) ⊆ SG(µ).

Remark 5.3.3. We will see in the next section that the first containment is strict. However, at

the moment, it is not known to us which of the above set containments are strict. Nevertheless,

it shows that there there exists a positive measure µ and x0 ∈ G, which is not a Lebesgue

measure but the strong derivative of µ at x0 exists.

In the case of R, Shapiro mentioned that being a σ-point of an absolutely continuous

measure is equivalent to being a point of differentiability of its distribution function. We next

show that this is true for any measure.
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Theorem 5.3.4. Let µ be a measure on R, with distribution function F . Then F is differ-

entiable at x0 ∈ R, if and only if x0 is a σ-point of µ. In either case,

F ′(x0) = Dσµ(x0).

Proof. Suppose that F is differentiable at x0 ∈ R, with F ′(x0) = L. We fix ε > 0, and then

choose δ > 0, such that

∣∣∣∣∣F (x0 + h)− F (x0)
h

− L
∣∣∣∣∣ < ε, whenever |h| < δ. (5.3.1)

For x ∈ R, and r ∈ (0,∞), with |(x− x0) + r| < δ, and |(x− x0)− r| < δ, we have

|(µ− Lm) ((x− r, x+ r))|

= |F (x+ r)− F (x− r)− 2rL|

=
∣∣∣∣∣F (x0 + x− x0 + r)− F (x0)

x− x0 + r
× (x− x0 + r)− (x− x0 + r)L

+(x− x0 − r)L −
F (x0 + x− x0 − r)− F (x0)

x− x0 − r
× (x− x0 − r)

∣∣∣∣∣
≤ |x− x0 + r|

∣∣∣∣∣F (x0 + x− x0 + r)− F (x0)
x− x0 + r

− L
∣∣∣∣∣

+|x− x0 − r|
∣∣∣∣∣F (x0 + x− x0 − r)− F (x0)

x− x0 − r
− L

∣∣∣∣∣
< |x− x0 + r|ε+ |x− x0 − r|ε,

where the last inequality follows from (5.3.1). This implies that

|(µ− Lm)(B(x, r))| < 2ε(|x− x0|+ r),

whenever |x− x0| < δ/2, and r < δ/2. Thus, x0 is a σ-point of µ with Dσµ(x0) = L.

Conversely, we assume that x0 is a σ-point of µ with Dσµ(x0) = L, and fix ε > 0. Then

there exists δ > 0, such that

|(µ− Lm)((x− r, x+ r))| < ε(|x− x0|+ r), (5.3.2)

whenever |x− x0| < δ, and r < δ.
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Taking x = x0 + r, where r is a positive number in (5.3.2), we obtain

|µ((x0, x0 + 2r))− 2rL| = |F (x0 + 2r)− F (x0)− 2rL|

= 2r
∣∣∣∣∣F (x0 + 2r)− F (x0)

2r − L
∣∣∣∣∣

< 2rε,

whenever r ∈ (0, δ). This shows that

F ′(x0+) = L.

Similarly, by taking x = x0 − r, with r being positive, in (5.3.2), we get that

F ′(x0−) = L.

Hence, F is differentiable at x0 with F ′(x0) being equal to L.

Combining the theorem above with Corollary 5.3.2 and the result relating strong derivative

of a measure and derivative of its distribution function (Theorem 3.1.4), we have the following.

Corollary 5.3.5. Suppose that µ is a measure on R. Then

Σ1(µ) = X1(µ) = S1(µ).

Moreover,

Dσµ(x) = Dχµ(x) = Dµ(x), for all x ∈ Σ1(µ).

Remark 5.3.6. i) As we have mentioned before, it is not known to us at the moment

whether for a measure µ on Rn, n > 1, there is an equality among the sets Σn(µ),

Xn(µ) and Sn(µ). It would be surprising if such a result is true in higher dimensions.

A heuristic reasoning behind this is the following observation. Suppose µ is a measure

on Rn.

a) If the origin is a σ-point of µ, then

(µ−Dσ(0)m)(B(x, r))→ 0, as (x, r)→ (0, 0).
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b) If the origin is a χ-point of µ, then for each α ∈ (0,∞)

(µ−Dχ(0)m)(B(x, r))→ 0, as (x, r)→ (0, 0), within S(0, α).

c) The existence of the strong derivative at the origin only ensures

(µ−Dµ(0)m)(B(x, r))→ 0, as (x, r)→ (0, 0),

along the ray {(rx0, rt0) | r ∈ (0,∞)}, for every (x0, t0) ∈ Rn+1
+ .

ii) It is not known whether the condition x0 ∈ XG(µ), in Theorem 5.2.12 can be replaced

by seemingly weaker condition x0 ∈ SG(µ) (even for a positive measure µ). Corollary

5.3.5, in this regard, shows that this is the case when G = R. However, if x0 ∈ SG(µ),

then the following convergence result for φ[µ] holds true.

Theorem 5.3.7. Let φ and µ be as in Theorem 5.2.12. If Dµ(x0) equals L ∈ C, then for

each (ξ, η) ∈ G× (0,∞)

lim
r→0

φ[µ](x0 ◦ δr(ξ), rη) = L.

Proof. As in the proof of Theorem 4.4.2, we can reduce matter to the case x0 = 0. Let µ̃

be the restriction of µ on the ball Bd(0, t0/τ). If Bd(y, s) is any given d-ball, then for all

r ∈ (0, t0τ−2(s+ d(y))−1), δr(Bd(y, s)) is contained in Bd(0, t0/τ). This in turn implies that

Dµ(0) and Dµ̃(0) are equal. We note that for each fixed (ξ, η) ∈ G× (0,∞), there exists a

positive number α such that

{(δr(ξ), rη) | r ∈ (0,∞)} ⊂ S(0, α).

Thus, in view of Lemma 5.2.9, i), without loss of generality, we can assume that |µ|(G) is

finite. We will use the same notation as in the proof of Theorem 5.2.12. Since Dµ(0) is equal

to L, it follows that Mµ(0) is finite (see the argument preceding equation (5.2.15)). We fix

(ξ, η) ∈ G× (0,∞), and choose a sequence {rk | k ∈ N} of positive numbers converging to

zero. Substituting xk = δrk(ξ), tk = rkη, in the equation (5.2.16), we obtain

φ[µ](rkξ, rkη) = m(B(0, 1))
∫ φ(0)

0

µ (Bd(δrk(ξ), rkηθ(s)))
m (Bd(δrk(ξ), rkηθ(s)))

θ(s)Q ds. (5.3.3)
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As Dµ(0) equals L, using the definition of strong derivative, we observe that for each fixed

s ∈ (0, φ(0)),

lim
k→∞

m(B(0, 1)) µ (Bd(δrk(ξ), rkηθ(s)))
m (Bd(δrk(ξ), rkηθ(s)))

θ(s)Q = Lm(Bd(0, 1))θ(s)Q. (5.3.4)

Also, the integrand in (5.3.3) is bounded by the function

s 7→ m(Bd(0, 1))MHLµ(0)θ(s)Q, s ∈ (0, φ(0)).

We have seen in the proof of Theorem 5.2.12 that this function is integrable in (0, φ(0)), with

m(B(0, 1))
∫ φ(0)

0
θ(s)Q ds = 1.

In view of (5.3.4), we can now apply dominated convergence theorem on the right-hand side

of (5.3.3) to complete the proof.

Remark 5.3.8. i) As 0 is a Lebesgue point of the measure µ constructed in Remark

5.2.16, comparison condition (5.2.5) is also necessary in Theorem 5.2.19 and Theorem

5.3.7. However, with a similar argument as in the proof of the Theorem 5.2.17, we can

also drop the comparison condition (5.2.5) in Theorem 5.2.19 and Theorem 5.3.7, by

imposing the growth condition (5.2.19) on µ.

ii) When G = Rn, the theorem above says that if Dµ(x0) = L, then φ[µ](x, t) has limit

L as (x, t)→ (x0, 0), along each ray through (x0, 0) in Rn+1
+ .

5.4 Two examples

In this section, we shall discuss two examples regarding Theorem 5.2.12. Our first example

deals with the comparison condition (5.2.5), and second one with the construction of σ-point

which is not a Lebesgue point.
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Example 5.4.1. In [EH06, Theorem 3.4], El-Hosseiny have proved a result analogous to

Theorem 5.2.12 for G = Rn, under the following condition, among others, on φ.

lim
t→0

sup
‖x‖≥1

φt(αx)
φ(x) = 0, for all α > 0. (5.4.1)

We now show by an example that there exists φ : Rn → (0,∞), such that φ satisfies all the

conditions of Theorem 5.2.12 but not (5.4.1). We first note that

∫
‖x‖≥2

1
‖x‖n (log(‖x‖))2 dx = Ωn−1

∫ ∞
2

1
r (log r)2 dr <∞,

where Ωn−1 is the surface area of the unit sphere in Rn. We define

φ(x) =


cn

2n(log 2)2 , ‖x‖ ≤ 2

cn
‖x‖n(log ‖x‖)2 , ‖x‖ > 2,

where cn is a normalizing constant so that ‖φ‖L1(Rn) = 1. Clearly, φ is radial, radially

decreasing and continuous. Now, for each fixed t ∈ (0, 1), we have for α ∈ (0, 1]

sup
‖x‖≥2

φt(αx)
φ(x) ≥ sup

‖x‖≥2

φt(x)
φ(x)

= sup
‖x‖≥2

t−n
‖x‖n (log ‖x‖)2

‖x‖n
tn

(
log ‖x‖

t

)2

= sup
‖x‖≥2

(
log ‖x‖

log ‖x‖ − log t

)2

= 1. (5.4.2)

Similarly, for each fixed t ∈ (0, 1), we have for α > 1

sup
‖x‖≥2

φt(αx)
φ(x) = 1

αn
sup
‖x‖≥2

(
log ‖x‖

log ‖x‖+ logα− log t

)2

= 1
αn
.

This, together with (5.4.2), shows that φ does not satisfies (5.4.1).



136 Chapter 5. Differentiability of measures and admissible convergence

On the other hand,

sup
t∈(0,1)

sup
1≤‖x‖≤2

φt(x)
φ(x) ≤ sup

t∈(0,1/2)
sup

1≤‖x‖≤2

φt(x)
φ(x) + sup

t∈[1/2,1)
sup

1≤‖x‖≤2

φt(x)
φ(x)

= sup
t∈(0,1/2)

sup
1≤‖x‖≤2

t−n
‖x‖n (log ‖x‖)2

‖x‖n
tn

(
log ‖x‖

t

)2 + sup
t∈[1/2,1)

sup
1≤‖x‖≤2

t−n
φ
(
x
t

)
φ(x)

= sup
t∈(0,1/2)

sup
1≤‖x‖≤2

(
log ‖x‖

log ‖x‖ − log t

)2

+ sup
t∈[1/2,1)

sup
1≤‖x‖≤2

t−n
φ
(
x
t

)
φ(x)

≤ 1 + 2nφ(0)
φ(2) ,

where the last inequality follows from the fact that for each t ∈ (0, 1/2), − log t is positive,

and φ is radially decreasing. Combining this with (5.4.2), we conclude that φ satisfies (5.2.5),

and hence φ satisfies all the conditions of Theorem 5.2.12.

Example 5.4.2. In this example, we show that there exist absolutely continuous measures

µ for which the containment LG(µ) ⊆ ΣG(µ) is strict. We construct such measures on the

Heisenberg group H1. We recall that H1 = R2 × R has homogeneous dimension 4 (see

Example 4.2.10, ii)), and the group law

(x, y, t) ◦ (x′, y′, t′) =
(
x+ x′, y + y′, t+ t′ + 1

2(x′y − xy′)
)
.

We consider the following homogeneous norm on H1:

d(x, y, t) =
(
(x2 + y2)2 + t2

) 1
4 , (x, y, t) ∈ H1.

We will use Shapiro’s construction to produce a function f on H1 such that (0, 0, 0) is a

σ-point of f , but (0, 0, 0) is not a Lebesgue point of f . Shapiro [Sha06, P.3185] began with

constructing an odd function g : R→ [−1, 1], satisfying the following.

i) g is continuous everywhere except at 0, with g(0) = 0.

ii) For all s ∈ (0, 1],

s−1
∫ s

0
|g(t)| dt ≥ 1

6 . (5.4.3)
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Shapiro then considered the definite integral G of g

G(s) =
∫ s

0
g(t) dt, s ∈ R,

and proved that G has the following properties.

i) G is differentiable everywhere and even. Moreover,

G′(s) = g(s), for all s ∈ R. (5.4.4)

ii) For all s with |s| ∈ (0, 1],
|G(s)|
|s|

≤ |s|. (5.4.5)

We now define the function f : H1 → [−1, 1], for our example as follows:

f(x, y, t) =


g(x), for d(x, y, t) ≤ 10

0, for d(x, y, t) > 10.

It is clear that f ∈ Lp(H1), for any p ∈ [1,∞]. For r ∈ (0, 1), we define

Q(r) = {(x, y, t) ∈ H1 | |x| < r, |y| < r, |t| < r2}.

It is evident that Q(r) ⊂ Bd((0, 0, 0), 5 1
4 r). Therefore, we get for r ∈ (0, 1)

r−4
∫
Bd((0,0,0),5

1
4 r)
|f(x, y, t)| dxdydt ≥ r−4

∫
Q(r)
|f(x, y, t)| dxdydt

= r−4
∫ r2

−r2

∫ r

−r

∫ r

−r
|g(x)| dxdydt

= 4r−1
∫ r

−r
|g(x)| dx

= 8r−1
∫ r

0
|g(x)| dx

≥ 4
3 ,

where the last inequality follows from (5.4.3). This shows that (0, 0, 0) is not a Lebesgue

point of f , as f(0, 0, 0) = 0. For the second part we need the following version of divergence

theorem.
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Lemma 5.4.3 ([Pfe87, Corollary 7.4]). Let M be an k-dimensional compact oriented manifold,

and let ω be a continuous (k − 1)-form on M which is differentiable in M− ∂M. Then dω is

integrable in M and ∫
M
dω =

∫
∂M
ω.

We shall apply this version of divergence theorem on the following manifolds.

Bd ((x, y, t), r) = {(u, v, s) ∈ H1 | d
(
(x, y, t)−1 ◦ (u, v, s)

)
≤ r}.

We define a function F : H1 → R, as follows:

F (x, y, t) = G(x). (5.4.6)

It follows from (5.4.4) that F has a total derivative at each point of H1. Moreover,

∂F

∂x
(x, y, t) = G′(x) = g(x) = f(x, y, t), (5.4.7)

∂F

∂y
(x, y, t) = 0,

∂F

∂t
(x, y, t) = 0, .

whenever d(x, y, t) ≤ 2. We note that

∂Bd ((x, y, t), r) = {(u, v, s) ∈ H1 | h(x,y,t)(u, v, s) = 0},

where for (u, v, s) ∈ H1,

h(x,y,t)(u, v, s) =
(
(u− x)2 + (v − y)2

)2
+
(
s− t+ 1

2(xv − yu)
)2
− r4.

We have

∂h(x,y,t)

∂u
(u, v, s) = 4

(
(u− x)2 + (v − y)2

)
(u− x)− y

(
s− t+ 1

2(xv − yu)
)

;

∂h(x,y,t)

∂v
(u, v, s) = 4

(
(u− x)2 + (v − y)2

)
(v − y) + x

(
s− t+ 1

2(xv − yu)
)

;

∂h(x,y,t)

∂s
(u, v, s) = 2

(
s− t+ 1

2(xv − yu)
)
.
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It is clear that the partial derivatives of h(x,y,t) can not be simultaneously vanishing on

∂Bd ((x, y, t), r). Thus, applying Lemma 5.4.3, we obtain for d(x, y, t) < 1, r < 1,

∫
Bd((x,y,t),r)

div (F, 0, 0) dm =
∫
∂Bd((x,y,t),r)

(F, 0, 0) · n dS,

where n is the outward unit normal to the surface ∂Bd ((x, y, t), r) and dS is the surface

measure on ∂Bd ((x, y, t), r). Using (5.4.7), we obtain from the equation above that

∫
Bd((x,y,t),r)

f(x, y, t) dxdydt =
∫
∂Bd((x,y,t),r)

(F, 0, 0) · n dS. (5.4.8)

We note that

∂Bd ((x, y, t), r) = (x, y, t) ◦ ∂Bd ((0, 0, 0), r).

We have the following parametrization of ∂Bd ((0, 0, 0), r) (see [GS94, P.133]).

∂Bd ((0, 0, 0), r) = {Ψ(φ, θ) | φ ∈ (0, π), θ ∈ (0, 2π)},

where

Ψ(φ, θ) = (r
√

sinφ sin θ, r
√

sinφ cos θ, r2 cosφ).

Using this we get the following parametrization of ∂Bd ((x, y, t), r).

∂Bd ((x, y, t), r) = {Ψ(x,y,t)(φ, θ) | φ ∈ (0, π), θ ∈ (0, 2π)},

where for φ ∈ (0, π), θ ∈ (0, 2π)

Ψ(x,y,t)(φ, θ)

=
(
x+ r

√
sinφ sin θ, y + r

√
sinφ cos θ, t+ r2 cosφ− r

2
√

sinφ(x cos θ − y sin θ)
)
.

Therefore,

∂Ψ(x,y,t)

∂φ
(φ, θ)

=
(
r

cosφ
2
√

sinφ sin θ, r cosφ
2
√

sinφ cos θ,−r2 sinφ− r cosφ
4
√

sinφ(x cos θ − y sin θ)
)

;
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and

∂Ψ(x,y,t)

∂θ
(φ, θ) =

(
r
√

sinφ cos θ,−r
√

sinφ sin θ, r2
√

sinφ(x sin θ + y cos θ)
)
.

To evaluate the right-hand side of (5.4.8), we need only the first coordinate of

∂Ψ(x,y,t)

∂φ
×
∂Ψ(x,y,t)

∂θ
(φ, θ)

=

∣∣∣∣∣∣∣∣∣∣∣
i j k

r cosφ
2
√

sinφ
sin θ r cosφ

2
√

sinφ
cos θ −r2 sinφ− r cosφ

4
√

sinφ
(x cos θ − y sin θ)

r
√

sinφ cos θ −r
√

sinφ sin θ r
2
√

sinφ(x sin θ + y cos θ)

∣∣∣∣∣∣∣∣∣∣∣
,

which is equal to
r2

4 y cosφ− r3 sin 3
2 φ sin θ.

Using this, together with the definition of F (see (5.4.6)) in (5.4.8), we obtain from (5.4.8)

that

∫
Bd((x,y,t),r)

f(x, y, t) dxdydt

=
∫ 2π

0

∫ π

0
G(x+ r

√
sinφ sin θ)

(
r2

4 y cosφ− r3 sin 3
2 φ sin θ

)
dφ dθ.

As d(x, y, t) is bigger than |x|, we have

|x+ r
√

sinφ sin θ| ≤ d(x, y, t) + r.

Hence, by the estimate (5.4.5), we get for all (x, y, t) ∈ H1, r > 0, with d(x, y, t)+r ∈ (0, 1),

∣∣∣∣∣
∫
Bd((x,y,t),r)

f(x, y, t) dxdydt
∣∣∣∣∣

≤
∫ 2π

0

∫ π

0
|x+ r

√
sinφ sin θ|2

∣∣∣∣∣r2

4 y cosφ− r3 sin 3
2 φ sin θ

∣∣∣∣∣ dφ dθ
≤ 2π2(d(x, y, t) + r)2

(
r2

4 |y|+ r3
)

≤ 2π2(d(x, y, t) + r)2
(
r2d(x, y, t) + r3

)
= 2π2r2(d(x, y, t) + r)3

≤ 2π2r(d(x, y, t) + r)4.
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Thus, for a given ε > 0, choosing δ = min{ ε
2π2 , 1}, yields

∣∣∣∣∣
∫
Bd((x,y,t),r)

f(x, y, t) dxdydt
∣∣∣∣∣ ≤ ε(d(x, y, t) + r)4,

whenever 0 < (d(x, y, t)+r) < δ. This shows that (0, 0, 0) is a σ-point of f , as f(0, 0, 0) = 0.

We get our desired measure by taking dµ = f dm.

Since |f | is bounded by one, we have

f1 = (f + 1)χBd((0,0,0),10) ≥ 0,

and f1 ∈ Lp(H1), for any p ∈ [1,∞]. One can easily check that (0, 0, 0) is a σ-point of f1,

but (0, 0, 0) is not a Lebesgue point of f1. Setting dν = f1 dm, we obtain a positive measure

ν such that LH1(ν) ( ΣH1(ν).





Chapter 6

Admissible convergence of positive

eigenfunctions on Harmonic NA groups

In this chapter, we extend the result of Ramey and Ullrich (Theorem 1.0.13) alluded to in the

introduction. We show that a positive eigenfunction u of L with eigenvalue β2 − ρ2, where

β ∈ (0,∞), has admissible limit in the sense of Korányi, precisely at those boundary points

where the strong derivative of the boundary measure of u exists. Moreover, the admissible

limit and the strong derivative are the same.

6.1 Introduction

We start by recalling the following result regarding boundary behavior of positive eigenfunctions

of the Laplace-Beltrami operator on real hyperbolic spaces. Combining Saeki’s result (Theorem

1.0.5) and Theorem 2.2.4, we obtain the following equivalence of boundary behavior of a

positive eigenfunction in Hl along the normal at a given boundary point with the existence of

the symmetric derivative of its boundary measure at that point.

Theorem 6.1.1. Let u be a positive eigenfunction of the Laplace-Beltrami operator ∆Hl on

real hyperbolic space Hl, l ≥ 2, with eigenvalue β2−ρ2, where β ∈ (0,∞), and ρ = (l−1)/2.

Suppose that x0 ∈ Rl−1, and L ∈ [0,∞). If the boundary measure of u is µ, then

Dsymµ(x0) = L,

143
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if and only if

lim
y→0

yβ−ρu(x0, y) = L.

We refer the reader to Lemma 2.2.2 and (1.0.1) for the meaning of boundary measure u,

and the definition of the symmetric derivative.

Surprisingly, as shown by Rudin [Rud08, Example 5.4.13], the natural analogue of Theorem

6.1.1 is not true for complex hyperbolic spaces. Rudin considered the ball model

B2 = {z = (z1, z2) ∈ C2 : |z1|2 + |z2|2 < 1}

of the 4-dimensional complex hyperbolic space equipped with the standard Riemannian metric

dz = (1− |z1|2 − |z2|2)−3dx1dy1dx2dy2, zk = xk + iyk, k = 1, 2.

Rudin showed that there is a positive harmonic function u in B2 with boundary measure µ

defined on the boundary

∂B2 = {(ζ, η) ∈ C2 : |ζ|2 + |η|2 = 1},

such that the symmetric derivative Dsymµ(e1) of µ at e1 = (1, 0) ∈ ∂B2, is equal to 2, but

the limit of u along the normal at e1 is equal to 4, that is,

lim
r→1

u(re1) = 4.

Here, the symmetric derivative Dsymν(ζ) of a measure ν defined on ∂B2 at ζ ∈ ∂B2, is given

by

Dsymu(ζ) = lim
r→0

ν (Q(ζ, r))
υ (Q(ζ, r)) ,

where

Q(ζ, r) = {η ∈ ∂B2 | |1− 〈ζ, η〉| < r}, r > 0,

and υ is the rotation-invariant normalized positive Borel measure on ∂B2.

Therefore, it is reasonable to enquire for different types of boundary behavior of positive

harmonic functions on complex hyperbolic spaces other than the radial behavior mentioned
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above. It was Korányi [Kor69b], who first investigated a different type of boundary behavior,

known as the admissible convergence, of harmonic functions on complex hyperbolic spaces.

Complex hyperbolic spaces are prototypical examples of Riemannian symmetric spaces of

noncompact type with real rank one. In [Kor69a], Korányi extended the notion of admissible

convergence from complex hyperbolic spaces to Riemannian symmetric spaces of noncom-

pact type and proved a Fatou-type theorem regarding admissible convergence of the Poisson

integral of an integrable function almost everywhere on the Furstenberg boundary. For the

definition of admissible convergence we refer the reader to Definition 6.2.8, i). There is an

extensive literature concerning extension and generalization of this result (see for example

[KT81], [Mic73], [Sch85], [Sjö84] and references therein). This version of Fatou theorem re-

garding almost everywhere admissible convergence was further extended by Michelson [Mic73]

for eigenfunctions of the Laplace-Beltrami operator on Riemannian symmetric spaces of non-

compact type. However, this body of literature does not seem to contain any result relating

the notion of admissible convergence of positive eigenfunctions of the Laplace-Beltrami op-

erator and differentiation property of boundary measures on Riemannian symmetric spaces of

noncompact type at a given point on the relevant boundary. This motivated us to search for

an analogue of the result of Ramey and Ullrich (Theorem 1.0.13) for positive eigenfunctions

of the Laplace-Beltrami operator on a class of noncompact Riemannian manifolds which in-

cludes all Riemannian symmetric spaces of noncompact type with real rank one (excluding real

hyperbolic spaces), namely, the harmonic NA groups (also known as Damek-Ricci spaces),

by replacing the nontangential convergence with the admissible convergence.

Let us now briefly describe the main result of this chapter. Let u be a positive eigenfunction

of the Laplace-Beltrami operator L on S, a Harmonic NA group, with eigenvalue β2 − ρ2,

where β ∈ (0,∞). Here, N is a group of Heisenberg type, A = (0,∞) acts on N as

nonisotropic dilation and S = NA is the semidirect product under the action of dilation. For

unexplained notions and terminologies we refer the reader to Section 2. It is known that S is

a Riemannian manifold with respect to a metric which is left-invariant under the action of S

(see [ADY96]). By a result in [DR92] (see Lemma 6.3.5), u is essentially given by a Poisson

type integral of a positive measure µ defined on N . As N is a stratified Lie group, we have

the notion of strong derivative of a measure on N (see Definition 4.2.19, iii)). With the aid

of these basic notions, the main result (Theorem 6.4.2) of this chapter says that given a point

n0 ∈ N , the positive eigenfunction u of the Laplace-Beltrami operator has admissible limit
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L at n0 if and only if the strong derivative of µ at n0 is equal to L. Though our proof is

modeled on the proof given by Ramey and Ullrich, the main contrast with the Euclidean case

is that the Poisson kernel is not a function of homogeneous norm. Here also, the result of

Bär [Bär13, Theorem 4] on generalization of Montel’s theorem plays an important role in the

proof of the main theorem.

This chapter is organised as follows. In section 2, we will discuss some basic information

about Harmonic NA groups, generalized Poisson kernel and Poisson integral on these groups.

In section 3 we prove some results which are crucial for the proof of the main theorem. The

statement and proof of the main theorem (Theorem 6.4.2) is given in the last section.

6.2 Preliminaries on Harmonic NA groups

A harmonic NA group is a solvable Lie group as well as a Harmonic manifold. Their distin-

guished prototypes are the Riemannian symmetric spaces of noncompact type with real rank

one. However, the Riemannian symmetric spaces of noncompact type with real rank one form

a very small subclass in the class of Harmonic NA groups [ADY96, 1.10]. In the following,

we discuss them in detail. Most of these material can be found in [FS82, ADY96, ACDB97].

Let n be a two-step real nilpotent Lie algebra equipped with an inner product 〈, 〉. Let z

be the center of n and v its orthogonal complement. We say that n is a H-type algebra if for

every Z ∈ z, the map JZ : v→ v, defined by

〈JZX, Y 〉 = 〈[X, Y ], Z〉, X, Y ∈ v,

satisfies the condition

J2
Z = −|Z|2Iv,

where Iv is the identity operator on v. A connected and simply connected nilpotent Lie

group N is called a group of Heisenberg type or an H-type group if its Lie algebra is a H-

type algebra. Since n is nilpotent, the exponential map is a diffeomorphism and hence we

can parametrize elements of N = exp n by (X,Z) for X ∈ v, Z ∈ z. It follows from the
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Baker-Campbell-Hausdorff formula that the group law of N is given by

nn1 = (X,Z)(X1, Z1) = (X +X1, Z + Z1 + 1
2[X,X1]),

for n = (X,Z) ∈ N , n1 = (X1, Z1) ∈ N . When z = R, v = R2l, and for s ∈ R,

Js : R2l → R2l is given by

Js(x, y) = (−sy, sx), x ∈ Rl, y ∈ Rl,

then we get the Heisenberg group H l which is the prototype of a H-type group. If G is a

connected noncompact rank one semisimple Lie group with finite center, then it follows that

the nilpotent Lie group N which appears in the Iwasawa decomposition of G, is a H-type

group. As N is a strtified Lie group, we recall that the Lebesgue measure dXdZ is a Haar

measure on N and we denote it by m. The multiplicative group A = (0,∞) acts on the

H-type group N by nonisotropic dilation:

δa(n) = δa(X,Z) = (
√
aX, aZ), a ∈ A, n = (X,Z) ∈ N. (6.2.1)

A Harmonic NA group S is the semidirect product of a H-type group N and A under the

above action. Thus, the multiplication on S is given by

(X,Z, a)(X ′, Z ′, a′) = (X +
√
aX ′, Z + aZ ′ + 1

2
√
a[X,X ′], aa′).

Then S is a solvable, connected and simply connected Lie group having Lie algebra s = n⊕z⊕R

with Lie bracket

[(X,Z, u), (X ′, Z ′, u′)] =
(1

2uX
′ − 1

2u
′X, uZ ′ − u′Z + [X,X ′], 0

)
. (6.2.2)

We shall write (n, a) = (X,Z, a) for the element (exp(X + Z), a) , a ∈ A, X ∈ v, Z ∈ z.

We note that for any Z ∈ z, with ‖Z‖ = 1,

J2
Z = −Iv,

and hence v is even dimensional. We suppose that dimv = 2p, dimz = k. Then Q = p+k is
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the homogeneous dimension of N with respect to {δa | a ∈ A}. We recall that the importance

of homogeneous dimension stems from the following relation

m (δa(E)) = aQm(E), (6.2.3)

which holds for all measurable sets E ⊆ N , and a ∈ A. For convenience, we shall also use

the notation ρ = Q/2. We denote by e the identity element (0, 1) of S, where 0, 1 are the

identity elements of N and A respectively. We note that ρ corresponds to the half-sum of

positive roots when S = G/K, is a rank one symmetric space of noncompact type. The

group S is equipped with the left-invariant Riemannian metric induced by

〈(X,Z, l), (X ′, Z ′, l′)〉S = 〈X,X ′〉+ 〈Z,Z ′〉+ ll′

on s. The associated left-invariant Haar measure dx on S is given by

dx = a−Q−1dXdZda,

where dX, dZ, da are the Lebesgue measures on v, z, A respectively. We have discussed about

stratified Lie groups in Chapter 4 and H-type groups are a special case of them. However, in

the following, we quickly recollect some of the basic tools for doing analysis on H-type groups

for the sake of completeness. Being a stratified Lie group, N always admits homogeneous

norms with respect to the family of dilations {δa | a ∈ A}. We refer the reader to Definition

4.2.1 for definition of homogeneous norm. In this chapter, we will work with the following

homogeneous norm [DK16, P.1918]:

d(n) = d(X,Z) = (‖X‖4 + 16‖Z‖2) 1
2 , n = (X,Z) ∈ N, (6.2.4)

where ‖X‖, ‖Z‖ are usual Euclidean norms of X ∈ v ∼= R2p and Z ∈ z ∼= Rk respectively.

We recall that there exists a positive constant τ ∈ [1,∞), such that

d(nn1) ≤ τ [d(n) + d(n1)] , n ∈ N, n1 ∈ N. (6.2.5)
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As in Chapter 4, we denote by d, the left invariant quasi-metric on N induces by d, that is,

d(n1, n2) = d(n−1
1 n2), n1 ∈ N, n2 ∈ N.

Then d satisfies the following quasi-triangle inequality.

d(n1, n2) ≤ τ [d(n1, n) + d(n, n2)] , for all n1, n2, n ∈ N. (6.2.6)

For n ∈ N and r ∈ (0,∞), the d-ball centered at n with radius r will be denoted by B(n, r).

In other words,

B(n, r) = {n1 ∈ N | d(n, n1) < r} = {n1 ∈ N | d(n−1n1) < r}.

If B = B(n, t), for some n ∈ N , t ∈ (0,∞), then it follows that

δa(B) = B(δa(n), at), for all a ∈ A.

We recall the following formula for integration (an analogue of polar coordinate) which can

be used in order to determine the integrability of functions on N : for all g ∈ L1(N),

∫
N
g(n) dm(n)n =

∫ ∞
0

∫
Ω
g(δr(ω))rQ−1 dσ(ω) dr, (6.2.7)

where Ω = {ω ∈ N | d(ω) = 1} and σ is a unique positive Radon measure on Ω. For a

function ψ defined on N , we define for a ∈ A,

ψa(n) = a−Qψ
(
δ 1
a
(n)

)
, n ∈ N. (6.2.8)

If g is a measurable function on N and µ is a measure on N , their convolution µ ∗ g(n) is

defined by

µ ∗ g(n) =
∫
N
g(n−1

1 n) dµ(n1),

provided the integrals converges. When dµ = f dm, we simply denote the above convolution

by f ∗ g. If ψ ∈ L1(N), with ∫
G
ψ(n) dm(n) = 1,
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then {ψa | a ∈ A} forms an approximate identity on N .

We now describe the Laplace-Beltrami operator on S. Let {ei | 1 ≤ i ≤ 2p}, {er |

2p+ 1 ≤ r ≤ 2p+ k}, {e0} be an orthonormal basis of s corresponding to the decomposition

s = n ⊕ z ⊕ R. We denote by El the left-invariant vector field on S determined by el,

0 ≤ l ≤ 2p + k. Damek [Dam87, Theorem 2.1] (see also [DR92, P.234]) showed that the

Laplace-Beltrami operator L associated to the left-invariant metric 〈, 〉S has the form

L =
2p+k∑
l=0

E2
l −QE0.

Let ∂i, ∂r, ∂a be the partial derivatives for the system of coordinates (Xi, Zr, a) corresponding

to (ei, er, e0). Applying the definition of vector fields:

Elf(X,Z, a) = d

dt
f ((X,Z, a) exp(tEl)) |t=0,

one can show that

E0 = a∂a;

Ei = a∂i + a

2

2p+k∑
r=2p+1

〈[X, ei], er〉∂r, 1 ≤ i ≤ 2p;

Er = a2∂r, 2p+ 1 ≤ r ≤ 2p+ k.

Using these expressions, L can be written as [DR92, P.234]

L = a2∂2
a + La + (1−Q)a∂a, (6.2.9)

where

La = a(a+ 1
4‖X‖

2)
2p+k∑
r=2p+1

∂2
r + a

2p∑
i=1

∂2
i + a2

2p+k∑
2p+1

2p∑
i=1
〈[X, ei], er〉∂r∂i. (6.2.10)

The formula for the Poisson kernel P : S × N → (0,∞), corresponding to L is given by

[Dam87, Theorem 2.2] (see also [ACDB97, P.409])

P(x, n) = Pa(n−1
1 n), x = (n1, a) ∈ S, n ∈ N,
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where P is the function on N defined by

P (n) = P (X,Z) = cp,k((
1 + ‖X‖2

4

)2
+ ‖Z‖2

)Q , n = (X,Z) ∈ N, (6.2.11)

and cp,k is a positive constant so that

∫
N
P (n) dm(n) = 1.

Using the notion of dilation of a function (6.2.8) we get that

Pa(n) = Pa(X,Z) = cp,k a
Q((

a+ ‖X‖2

4

)2
+ ‖Z‖2

)Q , n = (X,Z) ∈ N, a ∈ A. (6.2.12)

Remark 4.2.5 implies that {Pa | a ∈ A}, is an approximate identity on N . Expanding the

square involving ‖X‖ and a in the denominator of the right-hand side of (6.2.12), and then

making use of the expression (6.2.4) of d, we obtain the following alternative formula of the

Poisson kernel.

Pa(n) = Pa(X,Z) = 16Qcp,k aQ

(16a2 + 8a‖X‖2 + d(X,Z)2)Q
, (6.2.13)

for n = (X,Z) ∈ N , a ∈ A.

Remark 6.2.1. We list down the following properties of the function Pa which can be derived

from (6.2.13) and (6.2.7).

i) Pa(n) = Pa(n−1), for all n ∈ N, a ∈ A.

ii) For 1 ≤ r ≤ ∞, Pa ∈ Lr(N), for all a ∈ A.

It turns out that general eigenfunctions of L can be obtained by considering the complex

power of the Poisson kernel. For λ ∈ C, the λ-Poisson kernel is defined as

Pλ(x, n) =
[
P(x, n)
P (0)

] 1
2−

iλ
Q

=
[
Pa(n−1

1 n)
P (0)

] 1
2−

iλ
Q

, x = (n1, a) ∈ S, n ∈ N. (6.2.14)

We note from the expression of the function P given in (6.2.11) that P (0) = cp,k.
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It is well-known that for λ ∈ C, the function Pλ(., n) is an eigenfunction of L with

eigenvalue −(λ2 + ρ2), for each fixed n ∈ N , [ADY96, P.654], that is, for each n ∈ N

LPλ(·, n) = −(λ2 + ρ2)Pλ(·, n).

We note from above that Piρ = P , which is annihilated by L and hence

{Piρ((0, a), ·) | a ∈ A} = {Pa | a ∈ A},

is an approximate identity on N . We observe from the expression of Pa given in (6.2.13) and

the integration formula in polar form (6.2.7) that if Im(λ) ∈ (0,∞), then Pλ(x, .) ∈ Lr(N),

r ∈ [1,∞], for each x = (n1, a) ∈ S. Indeed,

∫
N
|Pλ(x, n)|r dm(n) ≤ Cλ,r

∫
N

1(
16a2 + d(n−1

1 n)2
)r(Q2 +Im(λ)) dm(n)

= Cλ,r

∫
N

1
(16a2 + d(n)2)r(

Q
2 +Im(λ)) dm(n)

= Cλ,rσ(Ω)
∫ ∞

0

tQ−1

(16a2 + t2)r(
Q
2 +Im(λ)) dt

< ∞. (6.2.15)

We also have the following important formula [Kum16, Lemma 2.3],

∫
N
Pλ(e, n) dm(n) =

∫
N

[
P (n)
P (0)

] 1
2−

iλ
Q

dm(n)

= c(−λ)
cp,k

, Im(λ) ∈ (0,∞), (6.2.16)

where c(λ) generalizes Harish-Chandra c-function and is given by

c(λ) =
2Q−2iλΓ(2iλ)Γ

(
2p+k+1

2

)
Γ
(
Q
2 + iλ

)
Γ
(
p+1

2 + iλ
) , Im(λ) < 0. (6.2.17)

From the above formula it follows that the c-function has no pole or zero in {λ ∈ C : Im(λ) <

0}. Therefore, using (6.2.16), we can normalize Pλ, for Im(λ) ∈ (0,∞), to define

P̃λ(x, n) = CλPλ(x, n), x ∈ S, n ∈ N, (6.2.18)
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where Cλ = cp,kc(−λ)−1. For Im(λ) ∈ (0,∞), the λ-Poisson transform of a measure µ on

N is defined by

Pλ[µ](n, a) =
∫
N
P̃λ((n, a), n′) dµ(n′), (6.2.19)

whenever the integral converges absolutely for every (n, a) ∈ S. In this case, we say that the

λ-Poisson transform Pλ[µ] of µ is well-defined. If dµ = fdm for some f ∈ Lr(N), where

r ∈ [1,∞], then Pλ[µ] is well-defined and we denote it by Pλf . Since for each n ∈ N ,

P̃λ(., n) is an eigenfunction of L with eigenvalue −(λ2 + ρ2), it follows that Pλ[µ] is also

an eigenfunction of L with the same eigenvalue, provided Pλ[µ] is well-defined. Using the

definition of Pλ given in (6.2.14) and the relation (6.2.18), we make the following important

observation for Im(λ) ∈ (0,∞), x = (n1, a) ∈ S and n ∈ N .

P̃λ(x, n) = CλPλ(x, n)

= Cλ
[
P (0)−1Pa(n−1

1 n)
] 1

2−
iλ
Q

= Cλ
[
P (0)−1a−QP

(
δa−1(n−1

1 n)
)] 1

2−
iλ
Q

= Cλa
Q
2 +iλa−Q

[
P (0)−1P

(
δa−1(n−1

1 n)
)] 1

2−
iλ
Q

= a
Q
2 +iλa−Qqλ

(
δa−1(n−1

1 n)
)

= a
Q
2 +iλqλa (n−1

1 n), (6.2.20)

where for Im(λ) ∈ (0,∞),

qλ(n) = Cλ
[
P (0)−1P (n)

] 1
2−

iλ
Q ;

qλa (n) = a−Qqλ (δa−1(n)) , n ∈ N, a ∈ A. (6.2.21)

We will need more explicit expression of the function qλa , Im(λ) ∈ (0,∞), which can be

obtained from the expression (6.2.13) of the function Pa.

qλa (n) = cλ
a−2iλ

(16a2 + 8a‖X‖2 + d(n)2)
Q
2 −iλ

, n = (X,Z) ∈ N, a ∈ A, (6.2.22)

where cλ = 16ρ−iλcp,kc(−λ)−1. It is clear from (6.2.20) and the definition of qλ that if

Im(λ) ∈ (0,∞), then qλ ∈ Lr(N), for all r ∈ [1,∞] (as, by (6.2.15), Pλ(e, ·) is so), and that

∫
N
qλ(n) dm(n) = 1.
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It thus follow that {qλa | a ∈ A}, is an approximate identity on N . For a measure µ on N and

Im(λ) ∈ (0,∞), we define the convolution integral

Qλ[µ](n, a) = µ ∗ qλa (n) = a−Q
∫
N
qλ
(
δa−1(n−1

1 n)
)
dµ(n1), (6.2.23)

whenever the integral converges absolutely for every (n, a) ∈ S, and say that Qλ[µ] is well-

defined. If dµ = fdm for some f ∈ Lr(N), where r ∈ [1,∞], then Qλ[µ] is well-defined and

we denote it by Qλf . From the definition of the λ-Poisson integral (6.2.19) and (6.2.20), it

follows that for a measure µ with well-defined Pλ[µ], where Im(λ) ∈ (0,∞), we have

Pλ[µ](n, a) = a
Q
2 +iλQλ[µ](n, a), for all (n, a) ∈ S. (6.2.24)

Remark 6.2.2. Pλ[µ] is a convolution but not with an approximate identity on N . However,

that is the case with Qλ[µ]. Since {qλa | a ∈ A} is an approximate identity on N , it follows

from (6.2.24) that for f ∈ Cc(N), and Im(λ) ∈ (0,∞),

lim
a→0

Pλf(n, a)
a
Q
2 +iλ

= lim
a→0
Qλf(n, a) = f(n),

uniformly for n ∈ N .

In this chapter we will be interested only in the case λ = iβ, for β ∈ (0,∞). Using the

formula of Pa given in (6.2.13) we can explicitly write down the expression of Piβ[µ] for a

suitable measure µ. In this regard, we define the following class of measures on N .

Definition 6.2.3. We fix some β ∈ (0,∞), and denote by Mβ the set of all measures µ on

N such that Piβ[µ] (equivalently Qiβ[µ]) is well-defined.

If µ ∈Mβ, then using (6.2.22), we have for all n = (X,Z) ∈ N , a ∈ A

Qiβ[µ](n, a) = a−Q
∫
N
qiβ
(
δa−1(n−1

1 n)
)
dµ(n1)

=
∫
N

cβ a
2β(

16a2 + 8a‖X −X1‖2 + d ((X1, Z1)−1(X,Z))2
)ρ+β dµ(X1, Z1), (6.2.25)

where

cβ = 16ρ+βCiβ = 16ρ+βcp,kc(−iβ)−1 > 0,



6.2. Preliminaries on Harmonic NA groups 155

follows from the expression of the c-function given in (6.2.17). The following elementary

lemma gives a lower bound for the Poisson kernel Pa(n), for large values of d(n).

Lemma 6.2.4. If R ∈ [1,∞), then for each a ∈ A, there exists a positive constant Ca such

that
1

16a2 + 8a‖X‖2 + d(n)2 ≥
Ca

16a2 + d(n)2

4τ2

,

for all n = (X,Z) ∈ B(0, 2R)c.

Proof. We take a ∈ A, and consider the quotient

T (n) = 16a2 + d(n)2 + 8a‖X‖2

16a2 + d(n)2

4τ2

, n ∈ N.

For n = (X,Z) ∈ N , with d(n) > 2R, we have from (6.2.4)

d(n)2 ≥ ‖X‖4 ≥ ‖X‖2, if ‖X‖ > 1,

and hence for ‖X‖ > 1,

T (n) ≤ 4τ 2
(

16a2

d(n)2 + 1 + 8a‖X‖
2

d(n)2

)
≤ 4τ 2

(
4a2

R2 + 1 + 8a
)
.

On the other hand, if ‖X‖ ≤ 1, then

T (n) ≤ 4τ 2
(

16a2

d(n)2 + 1 + 8a‖X‖
2

d(n)2

)
≤ 4τ 2

(
4a2

R2 + 1 + 8a
4R2

)
.

As R ∈ [1,∞), combining both the inequalities we get that for all n = (X,Z) ∈ B(0, 2R)c

T (n) ≤ 4τ 2(4a2 + 1 + 8a). (6.2.26)

The result follows by setting Ca = (4τ 2(4a2 + 1 + 8a))−1.

Lemma 6.2.5. Let β ∈ (0,∞), and let µ be a positive measure on N such that µ ∗ qiβa (0)

is finite for some a ∈ A. Then

∫
N

(
16a2 + d(n)2

4τ 2

)−β−ρ
dµ(n) <∞.
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Proof. Since the integrand is a continuous function on N , it suffices to show that

∫
B(0,2)c

(
16a2 + d(n)2

4τ 2

)−β−ρ
dµ(n) <∞.

Using Lemma 6.2.4 and the explicit expression of qλa , for λ = iβ (see 6.2.22)), we obtain

a2β
∫

B(0,2)c

(
16a2 + d(n)2

4τ 2

)−β−ρ
dµ(n)

≤ Ca,β a
2β
∫

B(0,2)c

(
16a2 + d(n)2 + 8a‖X‖2

)−β−ρ
dµ(n)

= C ′a,β µ ∗ qiβa (0) <∞.

This completes the proof.

We have observed in Remark 6.2.2 that Qiβf(·, a) → f , as a → 0, uniformly on N ,

whenever f ∈ Cc(N), and β ∈ (0,∞). However, a stronger result is true.

Lemma 6.2.6. If β ∈ (0,∞) and f ∈ Cc(N), then

Qiβf(·, a)
qiβ

→ f

qiβ
,

uniformly on N as a→ 0.

Proof. We assume that suppf ⊂ B(0, R) for some R ∈ (1,∞). Since qiβ is a strictly positive

continuous function on N , it follows that 1
qiβ

is bounded in B(0, 2τR). In view of Remark

6.2.2, it suffices to prove that
Qiβf(n, a)
qiβ(n) → 0,

uniformly for n ∈ B(0, 2τR)c, as a goes to zero. From the quasi-triangle inequality (6.2.5)

for d, we have

d(n−1
1 n) ≥ d(n)

τ
− d(n1), for all n ∈ N , n1 ∈ N. (6.2.27)

For n ∈ B(0, 2τR)c, and n1 ∈ B(0, R), we have

d(n1) < R ≤ d(n)
2τ .
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Hence, for all n ∈ B(0, 2τR)c, and n1 ∈ B(0, R),

d(n−1
1 n) ≥ d(n)

τ
− d(n)

2τ = d(n)
2τ . (6.2.28)

From the expression of Qiβf (see 6.2.25) and the inequality (6.2.28) above, it follows that

for n = (X,Z) ∈ B(0, 2τR)c, a ∈ A,

|Qiβf(n, a)|

≤ cβ a
2β
∫

B(0,R)

|f(X1, Z1)|(
16a2 + 8a‖X −X1‖2 + d ((X1, Z1)−1(X,Z))2

)ρ+β dX1dZ1

≤ cβ a
2β
∫

B(0,R)

|f(X1, Z1)|(
16a2 + 8a‖X −X1‖2 + d(X,Z)2

4τ2

)β+ρ dX1dZ1

≤ cβ a
2β
∫

B(0,R)

|f(X1, Z1)|(
16a2 + d(X,Z)2

4τ2

)β+ρ dX1dZ1.

Using the expression of qiβ given in (6.2.22) and Lemma 6.2.4 (as τ ≥ 1) for a = 1, it follows

from the inequality above that for all n = (X,Z) ∈ B(0, 2τR)c,

|Qiβf(n, a)|
qiβ(n) ≤ cβ a

2β

16 + 8‖X‖2 + d(n)2

16a2 + d(n)2

4τ2

β+ρ ∫
B(0,R)

|f(n1)| dm(n1)

≤ cβ,τ a
2β

 16 + d(n)2

4τ2

16a2 + d(n)2

4τ2

β+ρ ∫
B(0,R)

|f(n1)| dm(n1)

≤ cβ,τ a
2β
(

64τ 2

d(n)2 + 1
)β+ρ

‖f‖L1(N)

≤ CR a
2β‖f‖L1(N),

as d(n)2 > 2τR. Letting a→ 0, in the last inequality, we complete the proof.

Recall that for β ∈ (0,∞), Mβ denotes the set of all measures µ on N such that Qiβ[µ]

is well-defined (see the paragraph after Remark 6.2.2). It is clear that Lr(N) ⊂ Mβ, for all

r ∈ [1,∞]. We also note that if |µ|(N) is finite, then µ ∈ Mβ. In particular, every complex

measure µ on N belongs to Mβ. We have the following observation regarding this class of

measures.
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Lemma 6.2.7. Suppose that β ∈ (0,∞). If ν ∈ Mβ, and f ∈ Cc(N), then for each fixed

a ∈ A, ∫
N
Qiβf(n, a) dν(n) =

∫
N
Qiβ[ν](n, a)f(n) dm(n).

Proof. The result will follow by interchanging integrals using Fubini’s theorem. In order to

apply Fubini’s theorem we have to show that for each fixed a ∈ A,

∫
N

∫
supp f

qiβa (n−1
1 n)|f(n1)| dm(n1) d|ν|(n) <∞.

We asuume that supp f ⊂ B(0, R), for some R ∈ (1,∞). We fix a ∈ A. Then

I =
∫
N

∫
B(0,R)

qiβa (n−1
1 n)|f(n1)| dm(n1) d|ν|(n)

= cβ a
2β
∫

B(0,2τR)

∫
B(0,R)

|f(X1, Z1)| dm(X1, Z1) d|ν|(X,Z)(
16a2 + 8a‖X −X1‖2 + d ((X1, Z1)−1(X,Z))2

)ρ+β

+cβ a2β
∫

B(0,2τR)c

∫
B(0,R)

|f(X1, Z1)| dm(X1, Z1) d|ν|(X,Z)(
16a2 + 8a‖X −X1‖2 + d ((X1, Z1)−1(X,Z))2

)ρ+β

≤ cβ a
2β(16a2)−β−ρ|ν|(B(0, 2τR))‖f‖L1(N)

+cβ a2β
∫

B(0,2τR)c

∫
B(0,R)

|f(X1, Z1)| dm(X1, Z1) d|ν|(X,Z)(
16a2 + 8a‖X −X1‖2 + d(X,Z)2

4τ2

)β+ρ

(using (6.2.28) in the second integral)

≤ cβ a
2β(16a2)−β−ρ|ν|(B(0, 2τR))‖f‖L1(N)

+cβ a2β‖f‖L1(N)

∫
B(0,2τR)c

(
16a2 + d(X,Z)2

4τ 2

)−β−ρ
d|ν|(X,Z).

As ν ∈Mβ, we have finiteness of the quantity |ν| ∗ qiβa (0). Lemma 6.2.5 now implies that the

integral on the right-hand side of the inequality above is finite. This completes the proof.

We end this section with the following important definitions which constitute the heart of

the matter.

Definition 6.2.8.

i) A function u defined on S is said to have admissible limit L ∈ C, at n0 ∈ N , if for each

α ∈ (0,∞),

lim
a→0

(n,a)∈Γα(n0)

u(n, a) = L,
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where

Γα(n0) = {(n, a) ∈ S | d(n−1
0 n) < αa}

= {(n, a) ∈ S | d(n0, n) < αa}. (6.2.29)

is called the admissible domain with vertex at n0 and aperture α.

ii) For a differential operator D on S, a smooth function u on S satisfying Du = 0 is said

to be a D-harmonic function.

For the notion of admissible convergence in the context of Riemannian symmetric spaces

of noncompact type with real rank one we refer the reader to [KP76, P.158].

6.3 Some auxilary results

We start with the following result which relates the weak* convergence of the sequence of

positive measures {µj | j ∈ N} with the normal convergence of the sequence of functions

{Qiβ[µ] j ∈ N}. This result is analogous to Lemma 4.3.1.

Lemma 6.3.1. Let β ∈ (0,∞). Suppose that {µj | j ∈ N} ⊂Mβ, and µ ∈Mβ, are positive

measures. If {Qiβ[µj]} converges normally to Qiβ[µ], then {µj} converges to µ in weak*.

Proof. We have to show that if f ∈ Cc(N), then

lim
j→∞

∫
N
f(n) dµj(n) =

∫
N
f(n) dµ(n).

We assume that f ∈ Cc(N), with supp f ⊂ B(0, R), for some R ∈ (1,∞). For any a ∈ A,

we write

∫
N
f(n) dµj(n)−

∫
N
f(n) dµ(n)

=
∫
N

(f(n)−Qiβf(n, a)) dµj(n) +
∫
N
Qiβf(n, a) dµj(n)−

∫
N
Qiβf(n, a) dµ(n)

+
∫
N

(Qiβf(n, a)− f(n)) dµ(n). (6.3.1)
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Given a positive number ε, by Lemma 6.2.6 we get some a0 ∈ (0,∞), such that

|Qiβf(n, a0)− f(n)|
qiβ(n) < ε, for all n ∈ N. (6.3.2)

Using Lemma 6.2.7, it follows that

∫
N
Qiβf(n, a) dµj(n)−

∫
N
Qiβf(n, a) dµ(n)

=
∫
N

(Qiβ[µj](n, a)−Qiβ[µ](n, a)) f(n) dm(n).

Applying the relation above for a = a0 in (6.3.1) we get that

∣∣∣∣∫
N
f(n) dµj(n)−

∫
N
f(n) dµ(n)

∣∣∣∣
≤

∫
N
|f(n)−Qiβf(n, a0)| dµj(n) +

∫
B(0,R)

|Qiβ[µj](n, a0)−Qiβ[µ](n, a0)| |f(n)| dm(n)

+
∫
N
|f(n)−Qiβf(n, a0)| dµ(n)

= I1(j) + I2(j) + I3. (6.3.3)

In order to estimate I1(j), we use (6.3.2) to get

I1(j) =
∫
N

|f(n)−Qiβf(n, a0)|
qiβ(n) qiβ(n) dµj(n) < ε

∫
N
qiβ(n) dµj(n) = εQiβ[µj](e).

Similarly, we can prove that

I3 ≤ εQiβ[µ](e).

Since {Qiβ[µj]} converges to Qiβ[µ] normally, the sequence {Qiβ[µj](e)}, in particular, is

bounded. Hence, setting

C = sup
j∈N
Qiβ[µj](e) +Qiβ[µ](e),

we get that for all j ∈ N

I1(j) + I3 ≤ 2Cε.

Again using the hypothesis that {Qiβ[µj]} converges normally to Qiβ[µ], we get some j0 ∈ N,

such that for all j ≥ j0,

‖Qiβ[µj]−Qiβ[µ]‖L∞(B(0,R)×{a0}) < ε.
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This implies that for all j ≥ j0,

I2(j) ≤ ε‖f‖L1(N).

Hence, it follows from (6.3.3) that

∣∣∣∣∫
N
f(n) dµj(n)−

∫
N
f(n) dµ(n)

∣∣∣∣ ≤ ε(2C + ‖f‖L1(N)),

for all j ≥ j0. This completes the prove.

We shall next prove a result regarding pointwise comparison between the Hardy-Littlewood

maximal function of a positive measure on N and Poisson maximal functions of the same

measure. We recall that for a positive measure µ on N , the Hardy-Littlewood maximal

function MHL(µ) of µ is given by

MHL(µ)(n) = sup
r>0

µ(B(n, r))
m(B(n, r)) , n ∈ N.

The following result is analogous to Lemma 4.3.7 and the proof is also similar.

Lemma 6.3.2. If µ ∈Mβ is a positive measure, for some β ∈ (0,∞), and α ∈ (0,∞), then

there exist positive constants Cβ and Cα,β such that for all n0 ∈ N ,

CβMHL(µ)(n0) ≤ sup
a∈A
Qiβ[µ](n0, a) ≤ sup

(n,a)∈Γα(n0)
Qiβ[µ](n, a) ≤ Cα,βMHL(µ)(n0).

Proof. We fix an n0 = (X0, Z0) ∈ N , and note that the second inequality follows from the
definition of supremum. To prove the left-most inequality we take a ∈ A. Using the expression
of Qiβ[µ] given in (6.2.25), note that

Qiβ[µ](n0, a)

= cβ a
−Q
∫
N

1(
16 + 8‖X0−X‖2

a + d((X,Z)−1(X0,Z0))2

a2

)ρ+β dµ(X1, Z1)

≥ cβ a−Q
∫

B(n0,a)

1(
16 + 8‖X0−X‖2

a + d((X,Z)−1(X0,Z0))2

a2

)ρ+β dµ(X1, Z1). (6.3.4)

For (X,Z) ∈ B(n0, a),

d
(
(X,Z)−1(X0, Z0)

)2
= ‖X0 −X‖4 + 16‖Z − Z0‖2 < a2,
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and hence

‖X0 −X‖2 < a.

Consequently, for all (X,Z) ∈ B(n0, a)

cβ(
16 + 8‖X0−X‖2

a
+ d((X,Z)−1(X0,Z0))2

a2

)ρ+β ≥
cβ

(16 + 8 + 1)ρ+β = C ′β.

Using this observation in (6.3.4), we get

Qiβ[µ](n0, a) ≥ C ′βa
−Qµ(B(n0, a)) = Cβ

µ(B(n0, a))
m(B(n0, a)) .

Taking supremum over a > 0, on both sides of the inequality above, we get

CβMHL(µ)(n0) ≤ sup
a>0
Qiβ[µ](n0, a). (6.3.5)

To prove the right-most inequality, we define

φ(n) = cβ

(16 + d(n)2)ρ+β , n ∈ N.

Then, as in the proof of the second part of Lemma 4.3.5 (see Remark 4.3.6), we can show

that

sup
(n,a)∈N×(0,∞)
d(n0,n)<αa

µ ∗ φa(n) ≤ Cα,βMHL(µ)(n0). (6.3.6)

But it follows from the expression of qiβa (for a = 1, see (6.2.22)) that

qiβ(n) ≤ φ(n), for all n ∈ N.

Hence,

sup
(n,a)∈Γα(n0)

Qiβ[µ](n, a) = sup
(n,a)∈Γα(n0)

µ ∗ qiβa (n) ≤ sup
(n,a)∈N×(0,∞)
d(n0,n)<αa

µ ∗ φa(n) (6.3.7)

The right-most inequality now follows by combining (6.3.7) and (6.3.6).

Given β ∈ (0,∞), we define a second order differential operator Lβ on S (see [DK16,
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Theorem 3.2]), having the same second order term as the Laplace-Beltrami operator L, by

the formula

Lβ = a2∂2
a + La + (1− 2β)a∂a.

We recall that the Laplace-Beltrami operator L is given by

L = a2∂2
a + La + (1−Q)a∂a.

Thus, when β = ρ = Q/2, we recover L. We note that

Lβ − L = 2(ρ− β)a∂a = 2(ρ− β)E0. (6.3.8)

We recall that E0 = a∂a is the left-invariant vector field on S corresponding to the basis

element e0 = (0, 0, 1) of s and hence Lβ is left S-invariant. The following lemma shows that

there is a one to one correspondence between the eigenfunctions of L with eigenvalue β2−ρ2

and Lβ-harmonic functions (see Definition 6.2.8, ii)).

Lemma 6.3.3. Let β ∈ (0,∞), and let u be a smooth function on S. Then u is an

eigenfunction of L with eigenvalue β2 − ρ2, if and only if the function (n, a) 7→ aβ−ρu(n, a),

is Lβ-harmonic.

Proof. If β = ρ, then there is nothing to prove. So, we assume that β 6= ρ. We set

F (n, a) = aβ−ρu(n, a), (n, a) ∈ S.

Suppose u is an eigenfunction of L with eigenvalue β2 − ρ2. We note that

L(aρ−βF ) = Lu = (β2 − ρ2)u = (β2 − ρ2)aρ−βF.

Since La does not have any term involving ∂a (see (6.2.10)), expanding the left-hand side of
the equation above we obtain

(β2 − ρ2)aρ−βF =
(
(1− 2ρ)a∂a + a2∂2

a + La
)

(aρ−βF )

= (1− 2ρ)a
(
(ρ− β)aρ−β−1F + aρ−β∂aF

)
+ a2

(
(ρ− β)(ρ− β − 1)aρ−β−2F + 2(ρ− β)aρ−β−1∂aF + aρ−β∂2

aF
)
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+ aρ−βLaF

= aρ−β ((1− 2ρ)(ρ− β) + (ρ− β)(ρ− β − 1))F

+ aρ−β ((1− 2ρ) + 2(ρ− β)) a∂aF + aρ−β
(
a2∂2

aF + LaF
)

= aρ−β
(
β2 − ρ2 + (1− 2β)a∂a + a2∂2

a + La
)
F.

Canceling the term (β2 − ρ2)aρ−βF from both sides of the equation above shows that F is

Lβ-harmonic.

Conversely, suppose that F is Lβ-harmonic. Using the definition of Lβ and F , we can

write (
a2∂2

a + La + (1− 2β)a∂a
)

(aβ−ρu) = 0.

Expanding the left-hand side of the equation above as before, we get

(−β2 + ρ2)u+
(
(1−Q)a∂a + a2∂2

a + La
)
u = 0.

Hence, u is an eigenfunction of L with eigenvalue β2 − ρ2.

From (6.3.8) we see that Lβ and L differs by a first order term and hence Lβ is an elliptic

operator. Thus, applying Bär’s result on generalization of Montel’s theorem [Bär13, Theorem

4], we get the following result.

Lemma 6.3.4. Let β ∈ (0,∞), and let {Fj} be a sequence of Lβ-harmonic functions on S. If

{Fj} is locally bounded then it has a subsequence which converges normally to a Lβ-harmonic

function F .

We recall that if β ∈ (0,∞), and µ ∈ Mβ, is a positive measure then Piβ[µ] is a positive

eigenfunction of the Laplace-Beltrami operator L with eigenvalue β2 − ρ2. Characterization

of such positive eigenfunctions was proved by Damek and Ricci in [DR92, Theorem 7.11].

Lemma 6.3.5. Suppose u is a positive eigenfunction of the Laplace-Beltrami operator L

on the Harmonic NA group S with eigenvalue β2 − ρ2, for some β ∈ (0,∞). Then there

exists a unique positive measure µ (known as the boundary measure of u) on N and a unique

nonnegative constant C such that

u(n, a) = Caβ+ρ + Piβ[µ](n, a), for all (n, a) ∈ S. (6.3.9)



6.3. Some auxilary results 165

Remark 6.3.6. The result of Damek and Ricci is valid for all positive eigenfunctions of L,

namely, positive eigenfunctions with eigenvalue β2 − ρ2, β ∈ R. However, the results we are

going to prove, will not apply when β ∈ (−∞, 0].

Next, we consider the natural action of the subgroup A on S (see (6.2.1)):

r · (n, a) = (δr(n), ra), r ∈ A, (n, a) ∈ S. (6.3.10)

Remark 6.3.7. We note that for each α ∈ (0,∞), the admissible domain Γα(0) is invariant

under the above action of A. Indeed, if (n, a) ∈ Γα(0), then for every r ∈ (0,∞),

d(δr(n)) = rd(n) < αra.

Given a function F on S and r ∈ (0,∞), we define the dilation Fr of F by

Fr(n, a) = F (δr(n), ra) , (n, a) ∈ S.

Given a measure ν on N and r ∈ (0,∞), we recall that the dilate νr of ν is defined by

νr(E) = r−Qν (δr(E)) , (6.3.11)

for every Borel set E ⊆ N .

Lemma 6.3.8. Let β ∈ (0,∞). If F is an Lβ-harmonic functions on S then so is Fr, for

every r ∈ (0,∞).

Proof. Observe that Fr is the left translation of F by (0, r) ∈ S. The proof now follows

trivially as Lβ is left S-invariant.

Lemma 6.3.9. Let β ∈ (0,∞). If ν ∈Mβ, then for each r ∈ (0,∞),

Qiβ[νr](n, a) = Qiβ[ν](δr(n), ra), for all (n, a) ∈ S.

Proof. As in the proof of Lemma 4.3.11, it follows from the definition of νr (6.3.11),
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we have for all nonnegative measurable functions f on N that

∫
N
f(n) dνr(n) = r−Q

∫
N
f (δr−1(n)) dν(n).

Thus, from the definition of Qiβ (see 6.2.23) we get that for all (n, a) ∈ S,

Qiβ[νr](n, a) = a−Q
∫
N
qiβ

(
δa−1(n−1

1 n)
)
dνr(n1)

= a−Qr−Q
∫
N
qiβ

(
δa−1

(
δr−1(n−1

1 )n
))

dν(n1)

= (ra)−Q
∫
N
qiβ

(
δa−1

(
δr−1

(
n−1

1 δr(n)
)))

dν(n1)

= (ra)−Q
∫
N
qiβ

(
δ(ra)−1

(
n−1

1 δr(n)
))

dν(n1)

= Qiβ[ν](δr(n), ra).

6.4 Main theorem

We shall first prove a special case of our main result. The proof of the main result will then

follow by reducing matters to this special case.

Theorem 6.4.1. Suppose that u is a positive eigenfunction of the Laplace-Beltrami operator

L on S with eigenvalue β2 − ρ2, where β ∈ (0,∞), and that L ∈ [0,∞). If the boundary

measure µ of u is finite then the following statements hold.

(i) If there exists θ ∈ (0,∞), such that

lim
a→0

(n,a)∈Γθ(0)

aβ−ρu(n, a) = L, (6.4.1)

then Dµ(0) = L.

(ii) If Dµ(0) = L, then the function

(n, a) 7→ aβ−ρu(n, a)

has admissible limit L at 0.
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Proof. We first prove (i). We choose a d-ball B0 ⊂ N , a sequence of positive numbers

{rj | j ∈ N} converging to zero and consider the quotient

Lj =
µ
(
δrj(B0)

)
m
(
δrj(B0)

) , j ∈ N. (6.4.2)

Assuming (6.4.1), we will prove that {Lj} is a bounded sequence and every convergent

subsequence of {Lj} converges to L. We first choose a positive number s such that B0 is

contained in the d-ball B(0, s). Then, exactly as in chapter 4 (see (4.4.2)), we get

Lj ≤
m(B(0, s))
m(B0) MHL(µ). (6.4.3)

Thus, to show {Lj} is a bounded sequence, it suffices to show thatMHL(µ)(0) is finite. Since

µ is the boundary measure for u we have from (6.3.9) and the relation between Piβ and Qiβ
given in (6.2.24) (putting λ = iβ) that

aβ−ρu(n, a) = Ca2β +Qiβ[µ](n, a), for all (n, a) ∈ S, (6.4.4)

for some nonnegative constant C. Since we are interested in the limit as a tends to zero, we

may and do assume that C is zero. Therefore, we can rewrite (6.4.1) as

lim
a→0

(n,a)∈Γθ(0)

Qiβ[µ](n, a) = L.

This implies, in particular, that

lim
a→0
Qiβ[µ](0, a) = L,

and hence there exists a positive number κ such that

sup
0<a<κ

Qiβ[µ](0, a) <∞.

Since µ is a finite positive measure, using boundedness of the function qiβ, we also have that

for all a ∈ [κ,∞),

Qiβ[µ](0, a) = a−Q
∫
N
qiβ

(
δa−1(n−1

1 )
)
dµ(n1) ≤ C ′a−Q

∫
N
dµ(n1) ≤ C ′κ−Qµ(N).



168 Chapter 6. Admissible convergence of positive eigenfunctions

Combining the above two inequalities, we obtain

sup
a∈A
Qiβ[µ](0, a) <∞.

Lemma 6.3.2 now implies that MHL(µ)(0) is finite. Boundedness of the sequence {Lj} is

now a consequence of the inequality (6.4.3). We now choose a convergent subsequence of

{Lj} and denote it again, for the sake of simplicity, by {Lj}. For each j ∈ N, we define a

function Fj on S by

Fj(n, a) = F
(
δrj(n), rja

)
, (n, a) ∈ S,

where, as in Lemma 6.3.3,

F (n, a) = aβ−ρu(n, a) = Qiβ[µ](n, a), (6.4.5)

where the second equality follows from (6.4.4) as C has been assumed to be zero. Lemma

6.3.3 now implies that F is Lβ-harmonic and hence by Lemma 6.3.8, Fj is Lβ-harmonic for

each j ∈ N. We now claim that {Fj} is locally bounded. To prove this claim, we choose

a compact set K ⊂ S. Then there exists a positive number α such that K is contained in

Γα(0). Indeed, we consider the map

(n, a) 7→ d(n)
a

, (n, a) ∈ S.

Using continuity of this map and compactness of K, we get some positive number α such

that
d(n)
a

< α, for all (n, a) ∈ K,

that is, K ⊂ Γα(0). Using the invariance of Γα(0) under the action (6.3.10) (see Remark

6.3.7) and Lemma 6.3.2, we obtain that

sup
j

sup
(n,a)∈Γα(0)

Fj(n, a) = sup
(n,a)∈Γα(0)

F (n, a) = sup
(n,a)∈Γα(0)

Qiβ[µ](n, a) ≤ cαMHL(µ)(0).

As MHL(µ)(0) is a finite quantity and K ⊂ Γα(0), this implies that

sup
j

sup
(n,a)∈K

Fj(n, a) <∞.
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Hence, {Fj} is a locally bounded sequence of Lβ-harmonic functions on S. Applying Lemma

6.3.4 (generalization of Montel’s theorem), we extract a subsequence {Fjk} of Fj which

converges normally to a Lβ-harmonic function g on S. We now show that g is identically

equal to L in Γθ(0). To show this, we take (n0, a0) ∈ Γθ(0). Our hypothesis (6.4.1) and the

defining equation (6.4.5) of F implies that

lim
a→0

(n,a)∈Γθ(0)

F (n, a) = L.

Since {rjk} converges to zero as k goes to infinity, and (δrjk (n0), rjka0) ∈ Γθ(0), for each

k ∈ N, the equation above shows that

g(n0, a0) = lim
k→∞

Fjk(n0, a0) = lim
k→∞

F
(
δrjk (n0), rjka0

)
= L.

So, g is the constant function L on Γθ(0). Since Lβ is elliptic with real analytic coefficients,

it follows that g is real analytic. Therefore, as Γθ(0) is open in S,

g(n, a) = L, for all (n, a) ∈ S. (6.4.6)

We now consider the dilate µrjk of µ according to (6.3.11). By Lemma 6.3.9, we have that

Fjk(n, a) = F
(
δrjk (n), rjka

)
= Qiβ[µ]

(
δrjk (n), rjka

)
= Qiβ

[
µrjk

]
(n, a), (6.4.7)

for all (n, a) ∈ S. It now follows from (6.4.6) and (6.4.7) that Qiβ[µrjk ] converges normally

to the constant function L, which is same as Qiβ[Lm]. Lemma 6.3.1 then implies that the

sequence of positive measures {µrjk} converges to the positive measure Lm in weak*. We

then apply Lemma 4.3.3 to conclude that {µrjk (B)} converges to Lm(B) for every d-ball

B ⊂ N . Choosing B = B0, it follows that

Lm(B0) = lim
k→∞

µrjk (B0) = lim
k→∞

rjk
−Qµ

(
δrjk (B0)

)
= m(B0) lim

k→∞

µ
(
δrjk (B0)

)
m
(
δrjk (B0)

) .
This implies, together with (6.4.2), that the sequence {Ljk} converges to L and hence so does

{Lj}, as {Lj} is convergent. Thus, every convergent subsequence of the bounded sequence

{Lj} converges to L. This implies that {Lj} itself converges to L. Since the d-ball B0 and
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the sequence {rj} are arbitrary, it follows that µ has strong derivative L at 0.

We now prove (ii). We suppose that Dµ(0) is equal to L. Since the admissible limit of

the function (n, a) 7→ a2β at 0 is zero, we assume, as before, that C is zero in (6.4.4). We

need to prove that the admissible limit of the function

F (n, a) = aβ−ρu(n, a) = Qiβ[µ](n, a), (n, a) ∈ S,

at 0 is equal to L. We fix a positive number α and a sequence {(nj, aj) | j ∈ N} ⊂ Γα(0)

such that {aj} converges to zero. Since Dµ(0) is equal to L, it follows, in particular, that

lim
r→0

µ(B(0, r))
m(B(0, r)) = L.

Therefore, there exists some positive number κ such that

sup
0<r<κ

µ(B(0, r))
m(B(0, r)) < L+ 1.

Finiteness of the measure µ implies that

sup
r≥κ

µ(B(0, r))
m(B(0, r)) ≤

µ(N)
m(B(0, 1))κQ .

The above two inequalities together with Lemma 6.3.2 implies that

sup
(n,a)∈Γα(0)

F (n, a) = sup
(n,a)∈Γα(0)

Qiβ[µ](n, a) ≤ Cα,βMHL(µ)(0) <∞.

In particular, {F (nj, aj)} is a bounded sequence. We consider a convergent subsequence of

this sequence, denote it also, for the sake of simplicity, by {F (nj, aj)} such that

lim
j→∞

F (nj, aj) = L′. (6.4.8)

It suffices to prove that L′ is equal to L. Using the sequence {aj}, we define for each j ∈ N,

Fj(n, a) = F
(
δaj(n), aja

)
, (n, a) ∈ S.

As we have shown in the first part, we can prove that {Fj} is a locally bounded sequence of
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Lβ-harmonic functions on S. Hence, by Lemma 6.3.4, there exists a subsequence {Fjk} of

{Fj} which converges normally to a positive Lβ-harmonic function g on S. By defining

v(n, a) = aρ−βg(n, a), (n, a) ∈ S,

we get from Lemma 6.3.3 that v is a positive eigenfunction of L with eigenvalue β2 − ρ2.

Hence, by Lemma 6.3.5 and the relation (6.2.24), there exists a unique positive measure ν on

N and a nonnegative constant C ′ such that

v(n, a) = C ′aβ+ρ + aρ−βQiβ[ν](n, a), for all (n, a) ∈ S.

This implies that

g(n, a) = C ′a2β +Qiβ[ν](n, a), for all (n, a) ∈ S. (6.4.9)

Applying Lemma 6.3.2 once again, we observe that

sup
a∈A

sup
j
Fj(0, a) = sup

a∈A
F (0, a) = Qiβ[µ](0, a) ≤ cαMHL(µ)(0) <∞.

This shows that

sup
a∈A

g(0, a) <∞,

an hence we must have C ′ = 0 in (6.4.9). Considering the dilate µjk of µ according to

(6.3.11) by ajk , we see by using Lemma 6.3.9 that for all (n, a) ∈ S

Fjk(n, a) = F
(
δajk (n), ajka

)
= Qiβ[µ]

(
δajk (n), ajka

)
= Qiβ[µjk ](n, a).

Therefore, in view of (6.4.9), we conclude that Qiβ[µjk ] converges to Qiβ[ν] normally on S.

By Lemma 6.3.1, we thus obtain weak* convergence of {µjk} to ν. Since Dµ(0) = L, it

follows that for any d-ball B ⊂ N ,

lim
k→∞

µjk(B) = lim
k→∞

ajk
−Qµ(δajk (B)) = lim

k→∞

µ(δajk (B))
m(δajk (B)m(B) = Lm(B).
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Hence by Lemma 4.3.3, ν = Lm. As g = Qiβ[ν], it follows that

g(n, a) = L, for all (n, a) ∈ S.

This, in turn, implies that {Fjk} converges to the constant function L normally on S. On the

other hand, we note that

F (njk , ajk) = F
(
δajk

(
δa−1
jk

(njk)
)
, ajk

)
= Fjk

(
δa−1
jk

(njk), 1
)
.

As (njk , ajk) belongs to the admissible region Γα(0), for all k ∈ N, it follows that

(
δa−1
jk

(njk), 1
)
∈ B(0, α)× {1},

which is a compact subset of S. Therefore,

lim
k→∞

F (njk , ajk) = lim
k→∞

Fjk

(
δa−1
jk

(njk), 1
)

= L,

as the convergence is uniform on B(0, α)×{1}. In view of (6.4.8), we can thus conclude that

L′ = L. This completes the proof.

We now state and prove our main result.

Theorem 6.4.2. Suppose that u is a positive eigenfunction of L in S with eigenvalue β2−ρ2,

where β ∈ (0,∞), and that n0 ∈ N , L ∈ [0,∞). If µ is the boundary measure of u then the

following statements hold.

(i) If there exists θ ∈ (0,∞), such that

lim
a→0

(n,a)∈Γθ(n0)

aβ−ρu(n, a) = L,

then Dµ(n0) = L.

(ii) If Dµ(n0) = L, then the function (n, a) 7→ aβ−ρu(n, a) has admissible limit L at n0.
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Proof. As in the proof of Theorem 4.4.2, we consider the translated measure µ0 = τn0µ,

where

µ0(E) = µ(n0E),

for all Borel subsets E ⊆ N . In the proof of Theorem 4.4.2, we have seen that Dµ0(0) and

Dµ(n0) are equal. As in the previous theorem, we may and do suppose that C = 0 in (6.4.4).

Thus, we can rewrite the representation formula (6.4.4) for u as

aβ−ρu(n, a) = Qiβ[µ](n, a) = µ0 ∗ qiβa , (n, a) ∈ S.

It also follows, as in the proof of Theorem 4.4.2, that

Qiβ[µ0](n, a) = (τn0µ) ∗ qiβa (n) = µ ∗ qiβa (n0n) = Qiβ[µ](n0n, a),

for all (n, a) ∈ S. We fix an arbitrary positive number α. Using the left-invariance of

the quasi-metric d in the definition of admissible domain (see Definition 6.2.8, i)), we have

(n, a) ∈ Γα(0) if and only if (n0n, a) ∈ Γα(n0). Thus, we conclude from the last equation

that

lim
a→0

(n,a)∈Γα(0)

Qiβ[µ0](n, a) = lim
a→0

(n,a)∈Γα(n0)

Qiβ[µ](n, a).

Hence, it suffices to prove the theorem under the assumption that n0 = 0. We now show that

we can even take µ to be finite. Let µ̃ be the restriction of µ on B(0, τ−1). Suppose B(n, s)

is any given d-ball in N . Then, for all r ∈ (0, [τ 2(s+ d(n))]−1), it follows that δr(B(n, s)) is

a subset of B(0, τ−1). Indeed, if n1 ∈ δr(B(n, s)) = B(δr(n), rs), then we have

d(0, n1) ≤ τ [d(0, δr(n)) + d(δr(n), n1)] ≤ τ [rd(n) + rs] < τ−1.

This implies that Dµ(0) and Dµ̃(0) are equal. We now claim that

lim
a→0

(n,a)∈Γα(0)

Qiβ[µ](n, a) = lim
a→0

(n,a)∈Γα(0)

Qiβ[µ̃](n, a), (6.4.10)

provided one of the limits exist. In order to prove this claim, we first observe that

lim
a→0

∫
B(0,τ−1)c

qiβa (n−1
1 n) dµ(n1) = 0, (6.4.11)
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uniformly for n ∈ B(0, 1/(2τ 2)). To prove this observation, we first note that for n ∈

B(0, 1/(2τ 2)) and n1 ∈ B(0, τ−1)c,

d(n) < (2τ 2)−1 = (2τ)−1τ−1 ≤ (2τ)−1d(n1).

Thus, using (6.2.27) and the inequality above, we obtain for n ∈ B(0, 1/(2τ 2)) and n1 ∈

B(0, τ−1)c,

d(n−1
1 n) = d(n−1n1) ≥ 1

τ
d(n1)− d(n) ≥ 1

τ
d(n1)− d(n1)

2τ = d(n1)
2τ . (6.4.12)

Recalling the expression (6.2.22) of qiβa , we get for n = (X,Z) ∈ B(0, 1/(2τ 2))

∫
B(0,τ−1)c

qiβa (n−1
1 n) dµ(n1)

=
∫

B(0,τ−1)c

cβ a
2β

(16a2 + 8a‖X −X1‖2 + d ((X1, Z1)−1(X,Z)))ρ+β dµ(X1, Z1)

≤ cβ a
2β
∫

B(0,τ−1)c

1(
16a2 + d(n−1

1 n)2
)β+ρ dµ(n1)

≤ cβ a
2β
∫

B(0,τ−1)c

1(
16a2 + d(n1)2

4τ2

)β+ρ dµ(n1) (using the inequality (6.4.12))

= cβ a
2β
∫

B(0,τ−1)c

 16 + d(n1)2

4τ2

16a2 + d(n1)2

4τ2

β+ρ
1(

16 + d(n1)2

4τ2

)β+ρ dµ(n1)

≤ cβ a
2β
∫

B(0,τ−1)c

(
64τ 2

d(n1)2 + 1
)β+ρ 1(

16 + d(n1)2

4τ2

)β+ρ dµ(n1)

≤ cβ,τ a
2β
∫

B(0,τ−1)c

1(
16 + d(n1)2

4τ2

)β+ρ dµ(n1).

Applying Lemma 6.2.5 for a = 1, the integral in the last inequality is finite. Hence, as

β ∈ (0,∞), letting a go to zero on the right-hand side of the last inequality, (6.4.11) follows.

Now,

Qiβ[µ](n, a) = Qiβ[µ̃](n, a) +
∫

B(0,τ−1)c
qiβa (n−1

1 n) dµ(n1).

We take a positive number ε. By (6.4.11), we get some positive number a1 such that for all

(n, a) ∈ B(0, 1/(2τ 2))× (0, a1),

0 ≤ Qiβ[µ](n, a)−Qiβ[µ̃](n, a) =
∫

B(0,τ−1)c
qiβa (n−1

1 n) dµ(n1) < ε.
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On the other hand, we note that

Γα(0) ∩ {(n, a) ∈ S | a < 1/(2ατ 2)} ⊂ B
(
0, 1/(2τ 2)

)
× {(n, a) ∈ S | a < 1/(2ατ 2)}.

Hence, for all (n, a) ∈ Γα(0) with a < min{a1, 1/(2ατ 2)}, we have

Qiβ[µ](n, a)−Qiβ[µ̃](n, a) < ε.

This proves (6.4.10). Therefore, as α ∈ (0,∞) is arbitrary, we may and do suppose that µ is

a finite measure. The proof now follows from Theorem 6.4.1.

As an immediate consequence of Theorem 6.4.2 we have the following.

Corollary 6.4.3. Suppose that u is a positive eigenfunction of L on S with eigenvalue β2−ρ2,

where β ∈ (0,∞), and that n0 ∈ N , L ∈ [0,∞). If for some θ ∈ (0,∞),

lim
a→0

(n,a)∈Γθ(n0)

aβ−ρu(n, a) = L,

then for every α ∈ (0,∞),

lim
a→0

(n,a)∈Γα(n0)

aβ−ρu(n, a) = L.

Remark 6.4.4. Since N has been assumed to be noncommutative, the class of harmonic NA

groups don’t contain the real hyperbolic spaces. However, the obvious analogue of Theorem

6.4.2 for real hyperbiloc spaces Hl = {(x, y) | x ∈ Rl−1, y ∈ (0,∞)}, l ≥ 2, also holds true.

We note for Hl, l ≥ 2, we have Q = 2ρ = l − 1, and

L = y2
(

∆Rl−1 + ∂2

∂y2

)
− (l − 2)y ∂

∂y
,

Lβ = y2
(

∆Rl−1 + ∂2

∂y2

)
− (2β − 1)y ∂

∂y
, β ∈ (0,∞),

with (see (2.2.1))

P (x) = cl(1 + ‖x‖2)−(l−1), x ∈ Rl−1.

The proof then follows simply by rewritting the proof of Theorem 6.4.2.
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287, 2002. doi:10.1023/A:1015345715649.

[RS21] Swagato K. Ray and J. Sarkar. Fatou theorem and its converse for positive

eigenfunctions of the Laplace-Beltrami operator on Harmonic NA groups. 2021.

arXiv:2105.04964.

[RU88] Wade Ramey and David Ullrich. On the behavior of harmonic functions near a

boundary point. Trans. Amer. Math. Soc., 305(1):207–220, 1988. doi:10.2307/

2001049.

[Rud78] Walter Rudin. Tauberian theorems for positive harmonic functions. Nederl. Akad.

Wetensch. Indag. Math., 40(3):376–384, 1978.

[Rud87] Walter Rudin. Real and complex analysis. McGraw-Hill Book Co., New York, third

edition, 1987.

[Rud91] Walter Rudin. Functional analysis. International Series in Pure and Applied Math-

ematics. McGraw-Hill, Inc., New York, second edition, 1991.

[Rud08] Walter Rudin. Function theory in the unit ball of Cn. Classics in Mathematics.

Springer-Verlag, Berlin, 2008. Reprint of the 1980 edition.

https://doi.org/10.1080/03605309608821195
https://doi.org/10.1023/A:1015345715649
http://arxiv.org/abs/2105.04964
https://doi.org/10.2307/2001049
https://doi.org/10.2307/2001049


182 BIBLIOGRAPHY

[Sae96] Sadahiro Saeki. On Fatou-type theorems for non-radial kernels. Math. Scand.,

78(1):133–160, 1996. doi:10.7146/math.scand.a-12579.

[Sar] Jayanta Sarkar. On pointwise converse of Fatou’s theorem for Euclidean and Real

hyperbolic spaces. Israel Journal of Mathematics (to appear). arXiv:2012.01824.

[Sar21a] Jayanta Sarkar. Boundary behavior of positive solutions of the heat equation on a

stratified Lie group. 2021. arXiv:2101.03977.

[Sar21b] Jayanta Sarkar. A note on σ-point and nontangential convergence. 2021. arXiv:

2101.05660.

[Sar21c] Jayanta Sarkar. On parabolic convergence of positive solutions of the heat equa-

tion. Complex Variables and Elliptic Equations, 2021. doi:10.1080/17476933.

2021.1882432.

[Sch85] Henrik Schlichtkrull. On the boundary behaviour of generalized Poisson integrals

on symmetric spaces. Trans. Amer. Math. Soc., 290(1):273–280, 1985. doi:

10.2307/1999794.

[Sha06] Victor L. Shapiro. Poisson integrals and nontangential limits. Proc. Amer. Math.

Soc., 134(11):3181–3189, 2006. doi:10.1090/S0002-9939-06-08331-6.

[Sjö84] Peter Sjögren. A Fatou theorem for eigenfunctions of the Laplace-Beltrami

operator in a symmetric space. Duke Math. J., 51(1):47–56, 1984. doi:

10.1215/S0012-7094-84-05103-2.

[SS05] Elias M. Stein and Rami Shakarchi. Real analysis, volume 3 of Princeton Lectures

in Analysis. Princeton University Press, Princeton, NJ, 2005. Measure theory,

integration, and Hilbert spaces.

[Sto16] Manfred Stoll. Harmonic and subharmonic function theory on the hyperbolic ball,

volume 431 of London Mathematical Society Lecture Note Series. Cambridge

University Press, Cambridge, 2016. doi:10.1017/CBO9781316341063.

[SW71] Elias M. Stein and Guido Weiss. Introduction to Fourier analysis on Euclidean

spaces. Princeton University Press, Princeton, N.J., 1971. Princeton Mathematical

Series, No. 32.

https://doi.org/10.7146/math.scand.a-12579
http://arxiv.org/abs/2012.01824
http://arxiv.org/abs/2101.03977
http://arxiv.org/abs/2101.05660
http://arxiv.org/abs/2101.05660
https://doi.org/10.1080/17476933.2021.1882432
https://doi.org/10.1080/17476933.2021.1882432
https://doi.org/10.2307/1999794
https://doi.org/10.2307/1999794
https://doi.org/10.1090/S0002-9939-06-08331-6
https://doi.org/10.1215/S0012-7094-84-05103-2
https://doi.org/10.1215/S0012-7094-84-05103-2
https://doi.org/10.1017/CBO9781316341063


BIBLIOGRAPHY 183

[Wat77] N. A. Watson. Differentiation of measures and initial values of temperatures. J.

London Math. Soc. (2), 16(2):271–282, 1977. doi:10.1112/jlms/s2-16.2.

271.

[Wat12] Neil A. Watson. Introduction to heat potential theory, volume 182 ofMathematical

Surveys and Monographs. American Mathematical Society, Providence, RI, 2012.

doi:10.1090/surv/182.

[Wid44] D. V. Widder. Positive temperatures on an infinite rod. Trans. Amer. Math. Soc.,

55:85–95, 1944. doi:10.2307/1990141.

https://doi.org/10.1112/jlms/s2-16.2.271
https://doi.org/10.1112/jlms/s2-16.2.271
https://doi.org/10.1090/surv/182
https://doi.org/10.2307/1990141




List of Publications

1. Swagato K. Ray, Jayanta Sarkar

Fatou theorem and its converse for positive eigenfunctions of the Laplace-Beltrami op-

erator on Harmonic NA groups

Preprint : https://arxiv.org/abs/2105.04964

2. Jayanta Sarkar

On parabolic convergence of positive solutions of the heat equation

Complex Variables and Elliptic Equations (2021). https://doi.org/10.1080/17476933.

2021.1882432

3. Jayanta Sarkar

On Pointwise converse of Fatou’s theorem for Euclidean and Real hyperbolic spaces

Preprint : https://arxiv.org/abs/2012.01824

To appear in Israel Journal of Mathematics

4. Jayanta Sarkar

Boundary behavior of positive solutions of the heat equation on a stratified Lie group

Preprint : https://arxiv.org/abs/2101.03977

5. Jayanta Sarkar

A note on σ-point and nontangential convergence

Preprint : https://arxiv.org/abs/2101.05660

185

https://arxiv.org/abs/2105.04964
https://doi.org/10.1080/17476933.2021.1882432
https://doi.org/10.1080/17476933.2021.1882432
https://arxiv.org/abs/2012.01824
https://arxiv.org/abs/2101.03977
https://arxiv.org/abs/2101.05660

	Contents
	1 Introduction
	2 Generalization of a theorem of Loomis and Rudin
	2.1 The Euclidean spaces
	2.2 Real hyperbolic spaces

	3 Parabolic convergence of positive solutions of the heat equation in Rn+1+
	3.1 Introduction
	3.2 Auxilary results
	3.3 The main result

	4 Boundary behavior of positive solutions of the heat equation on a stratified Lie group
	4.1 Introduction
	4.2 Preliminaries on stratified Lie groups
	4.3 Some auxilary results
	4.4 Main theorem

	5 Differentiability of measures and admissible convergence on stratified Lie groups
	5.1 Introduction
	5.2 Admissible convergence of convolution integrals
	5.3 -point and strong derivative
	5.4 Two examples

	6 Admissible convergence of positive eigenfunctions on Harmonic NA  groups
	6.1 Introduction
	6.2 Preliminaries on Harmonic NA groups
	6.3 Some auxilary results
	6.4 Main theorem

	Bibliography

