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SUMMARY. Tho notion of mixing ia ded to flows of o-algob Suppomo & sto-
chastio procoss is mixing in some eonso. Cooditions undor which this process, observed
at random timos, mhunn mmng pmpony aro discussod. Moment inequalitics for mixing faws
of g-algobras ars iona to random ficlds are studied.

1. INTRODUOTION

Tho concept of strong mixing for sequences of random variablos was
introduced by Rosenblatt (1956) to study long range dependence or indepen-
dence. This concept was goneralized and soveral applications aro discussed
in the literature. Our aim here is not to give & survey of theso results but
to study o more goneral concept of mixing for o-algebras. For a nice survey
of mixing sequencos and their properties, sco Roussas and Joannides (1987).
In order to motivate the reason for developing the noting of mixing for
o-algobras (not be bo confused with mixing transformations on measure spaces),
lot us considor the following problom.

Suppose {X(¢),t > 0} is s stochastic process defined on a probability
space (Q, &, P) and the finite dimensional distributions of the process are
dotormined by a paramotor 0. If the procoss X is continuously observable
over [0, 7], asymptotio proportics of maximum likelihood ostimator and other
types of estimators of @ are studiod for certain classes of processes by several
authors. For instanco, sce Basaws and Prakasa Rao (1980), Kutoyants
(1984), Grenander (1981) and Karr (1986). Nonparametric inference for
stochastic processes, based on continuous realization of X over [0, T], is
discussed in Prakasa Rao (1083). In practice, the entire sample path is not
availablo and supposo thoe process is obsorved only at random timo points
{r,). The problem is to infer about the characteristics of X based on
{X(r), 1 € i € n}. In genoral, {X{r), > 1} does not possess all tho infor-
mation about X. For instance, if 7,4, > 7,4 for all » and some & > 0, thon
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2 B. L. 8. PRAKASA RAO

it might not bo possiblo to got information about (X(0), X(e)) unless some addi-
tional information on tho process X is availablo. This problom has been
considored earlicr by soveral peoplo. Wo will discuss nonparametric and
paramotrio inforenco aspects of this problom in & separate publication.

Tho problem of interest in this paper is to ind out whethor a mixing condi-
tion on a procoss X is inherited by the sequenco {X(7,),2 > 1}. In general,
it neod not hold. Wo extend the notion of mixing to flows of o-algebras and
obtain somo conscquonces. Wo restrict our attention to extending the notion
of ¢-mixing (or some times referred to as uniform mixing). Other concepta
of mixing can be doveloped and studied in this largor framo work of o-algebras.

2. MixiNa FOR FLOWS

Let (Q &, P) bo o probability space. Let {57,¢ > 0} be an increasing
flow of o-algebras contained in Fand (g, ¢ > 0} be a decreasing flow of
a-algobras contained in &, that is,

FCHif 0€tge<c0,
and GO if 0 IKe< .

Definition 2.1 : The increasing flow {5} is said to be ¢-mizing weakly

with the decreasing flow {{}, if for every 4 €5, ¢> 0,
|P(4 (\ B)—PLA)P(B)| < $(]e—t])P(d) . )
for every B e l,, 8 > 0 whero ¢(u) | 0 as u— co.

Definition 2.2. For any resl-valued non-negative random variable 7,
defined &, to be the o-algebra generated by sets 4 ¢ & such that 4 M[7 < 8]
€St >0 when {5} is an incroasing flow of o-algebras and {, to be the
o-algebra generated by sets Be s such that B()(r > s]€&,, 8 > 0 when
{8} is o decreasing flow of o-algebras.

Definition 2.3 : Let {r,, » > 1} and {S,, n > 1} be incroasing sequonces
of non-nogative random variables. Tho increasing flow {1} is said to be
¢-mizing strongly with tho docreasing flow {£,} with respect to {r,} and {S,}
if, for evory A¢ &, 72> 1 and Bel, .

ny 'm
| P(ANB)—P(A)P(B)| < E{B(|7a—5m | }P(d) . (22)
and E(g(|7,—Sm|)}-> 0 whenover |7,—Sp| 2 c0 a3 m — co.

Definition 2.4 : If tho incroasing flow {5} is ¢-mizing strongly with
the decreasing fow {{;} with respoect to every pair {r,) and {S,} of incroasing
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sequonces of non-negative random variables, thon the increasing flow (51} is
said to bo g-mixing strongly with tho decreasing flow {Z,).

Definition 2.5: Lot {X;,¢ > 0} be a stochastio process defined on s
probability apace (Q, &, P). Suppose {X,, ¢ > 0} is progressively measurablo
and (r,,» > 1} is an increasing sequoncoe of non-nogative random variables.
Dofino &¥ and ¥ as in Example 2.1 given bolow. If (]} is $-mixing
strongly with the flow {£,X} with respect to {r,}, then {X,} is 8aid to bo $-mizing
strongly with rospoct to {r,}.

Ezample 2.1: Lot {Xi,¢ > 0) be a stochastio p dofinod on a
probability space (Q,5, P). Defino

FF = o-algebra gonoerated by X, 0 < u ¢

and {X = o-algebra generated by Xo, v > a.

Clearly {2} is an increasing flow and {{¥} is o decreasing flow of
c-algebras, If {X,¢ > 0} is ¢-mixing in tho classical sense, then {57} is
$-mixing weakly with {{X} in the senso of Definition 2.1.

Ezample 2.2: Suppose {X;,¢> 0} is o stationary g-mixing stochastic
process defined on a probability spaco (Q, & P). Let {r,,n > 1} be an
increasing sequenco of non-negative random variables defined on (Q, &, P)
independent of {X;, ¢ > 0}. We assumo that {Xy,, n 3> 1} is well-defined and
|74—Tnsm| 53 0 a3 m—> oo for every n > 1. Further assumo that the condi-
tional distributions indicated in the following exist. For any 2 > 1,

P(X.. <3z X'." <y
= J P G Ky, Sy = b =l o )

where By, o is tho joint probability measuro of (1), 7,,,).

Heneo

PX, <2Xy, <y
PXi K5, Xe S Yl =L 1y =29) dl‘,._ ™ (4, 9)

= I{i K
= I, P& <z X <phip, o, 09)
Rf
(by independenco of {X;} and {r,})
= [ [PE < 2) PX <)ol Limylldp,, o, (he)
R,
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where
19tz y)] < Q(|e—t1)P(Xe < %) (since X is $-mixing)

=¢(ls—1[)P(X, <z} (by stationarity of X).
IPX, €= X,  <y)—PE <2) (X, <y))

Therefore

<{ 1, de—thap,, ,, o) PX <)
Rf
= E[$| 7e—Tx4a])) P(X, € 2). . {23)
Note that, for any ¥ > 1,
PX, <2)= RI PX,, zlme=0)dp, (1)
+

= Rj; PX, Szl =1) dp, ()

= [ P(X; < 2)dp, (1)
Ry

= { KX, < 2)du, ()
Ry

= P(X, € 2). e (24)
(2.3) and (2.4) imply that

IPX,, <z X, <9-PX, <P, <o)

< PX,, < 2) Elg(|7e—7r4a)). . (25)
Observe that
E($(|7e—Trynl))=> 0 as n— oo for fixed k> 1

Tan

by monotone convergenco theorem since ¢*) | 0 and |7x—7,,] 5o as
n~»c0. It can now Lo shown that, for eny 4 6.5!{. and Be g‘!

h4n
| P4 "\ B)—P(A)P(B)| € PIAYE[Y|1e—7x,l)]

where E[@(|76—744,]))2 0 88 7> 0. Hence {X,} is ¢-mixing strongly
with respect to {r,}.

Ezample 2.3: Suppose {Xy¢> 0} is a stationsry ¢-mixing process
defined on a probability space (Q, &, P). Let {r,,n > 1} be an increasing
sequenco of non-negative random variables dofined on (Q, &, P). Let ¥
bo tho o-algebra generated by Xy, 0 < % < ¢and & be tho o-algebra generated
by scts of tho form (7x > 8], k¥ > 1. Supposc tho flows {&F, ¢ > 0} and
{&;, 8 > 0} are Y-mixing in tho scnso that

| P(A [ B)—P(4)| < Ylli—s|)P(4)
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for oll A6 5¥ ond Beg) and Y(s) > 0 as s— 0. Vith the same notation
s in Examplo 2.2, let us compute, for n > 1,
PX, <z X, <Y

Taen

= I Pz Xe Syl =t Tria=0)dp, . (49)

I (PN <2, Xy S y)+Hy 052, 9))p,, o, (o) ... (26)

whero |II(t ;5,9 < Y(|t—a]) P(X: < 2, X, € ).
Similarly
PX, <2)= ),il’ P(X, < z|ry =1t)dp (1)
+
=J X )+ 2 () dp, 0) . (27)
'+
whero |1yt 2] < {0 P(X: < 2). 28

By stationarity and ¢-mixing properties of stochastic process X, it
follows that
|P(Xs € 2, X0 € y)—P(X; € 2) P(X, L )]
< 4(|t—2]) P(X, < 2)
=¢([t—s|) P(X, £ 2), o (2.9)
|Byt.852,9)]|
< Yllt—2]) [P(X; < 2) P(X, < y)+é([2—2|) PX, < 2))
=y(|t—2]) P(X,<2) P(Xo ) +¥ (| t—8])$(16—#| P(X,<2). ... (2.10)
Relations (2.7) and (2.8) prove that, for any k > 1,

P(X, < z)=P(X, < 2)+1\z), . (211)
whore |Hy(z)| < ¥ (0) P(X, < 2).
Rolations (2.6), (2.9) and (2.10) show that
P(XT. <% X"Au <y
= [[P(Xo < 2) P(X, SO+ o5z )+ sz g dpy, L (13)
R
* . (212)

whore 1Bt o3 2,9)] <([t—2]) PIX, < 2). . (213)
Honce

PX,<2X, <n)=PX<2)PN <)+ .. (1)
whoro

=z, y)| { Bllt—2]) P(X; < +Y(]1—2]) P(X, < 2) PIX, < 1)
RG
+¥(1t—a|) ¢ (|¢t—2|) P(X, < )} dpe

™ hou“' 9)

< P(Xy < 2) Bl |72 —Ten )] e (2.15)
Whoro 7= ¢+y+y8.
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Noto that, from (2.11),
P(X, < 2) P(X, < y) =[P(X,, < 2)—Hy2)) [PIX,, < y)—Hiy)]

=P(X, <o) P(X, K +Uzy) .. (219)
whore

|Holz, )| < |Hylz) |+ | Ly{y) |+ | Uyl2) Hy(y)j
< YO [P(X, < 2)+P(X, € 9)+Y(0) PIX, € 2) P(X, K y)} .. (2.17)
Relations (2.14)—(2.17) show that

P(Xh < z, X,." 4 y)—P(Xn < :)P(Xm. <y

= Hy(x,y),
whore

1Bz, 9)| € | Ualz, )| + | Helz, 9)]
< P(X, < 2) Elplre—11y)]
+¢1(0) [P(X, < 2)+P(X, € ) +HHOP(X, K 2)P(X, < 9] ... (2.18)
P, < 2., < 9-P(X, < 9P, <l
< (PX,, < —Hule) Einllre—r, |
+Y(O)P(X, € 2)+P(X, < y)

+Y(0)P(X, € YIP(X, S y)) e (2.19)
If, in addition y(0)= 0, then H,(z) = 0 ond

Hence

Trea Tasn

|B(X,, <2X,, <o)- P&, <P, <yl
< P(X,, < 2) Bipl | 7e—Taam )] e (2.20)
where 7 =¢+¥+ey.

This proves that X is y-mixing strongly with respect to {r,} provided y(0) = 0.

Tam

Exomplo 2.4: Lot {X; ¢ > 0} be a stationary ¢-mixing process and
T = b ¥ whero Y are i.i.d. non-negativo random variables indopendont of
t~l

{X1,t > 0} with E(Y,) > 0. Thon {X_,i>1} is $-mixing strongly with ros-

poct to {r,}. Assumo that the conditional distributions in tho following
exist.



MIXING FOR FLOWS OF 0-ALGEBRAS
Noto that
P(X, < =X, <)

Taen

= }IzzP(X,, <5 X, yln=41,=0ds
+

The Thyn

(0}

=] PG Lo Liylu=b,=20)dp, . (,0)
B!

+

=1 PR a X <9k, 00

(By indepondenco of {X;,¢ 3> 0} and {r,})
= j‘2 P& <z X <dp,, .. ., LoD
Ry

= {d P < 2, X, < y)dp,, O dp,,, _,, (6—1)

(By independoncs of {Yi})
= .L’P(xo <4 Xey LY)Ydp, Wap, ., (-0

4

(By stotionarity of X)
={ {P(X, < 2,) P(Xy-t < y)+0((| 0~ )P(X, < 2}
Ry

dpg, On,, . (s—1)

(By ¢-mixing property of X)
= P(X, € 2)P(X, < y)+P(X, < 2)0(E $1{| 7e4n—7e )]}
=P3X, < DPX, <N+PE,, <2)0(EB(]7esn —7e] )}

. 2.
since i

PX <=1 PX  zln="8dp, (1)
By

=[ P& Lz|n=1t)de, ()
Ry

= P(X;<2)dp, ()
Ry

= P(X,<=)du, ()
By

= P(X, < %)

forall k » 1. Hence
IPX, <% X, <y)—PX, <aPX, <yl
< P(X, < 2) E§(|masn—a )]
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Sinco Tryn —7k 2 003 n— oo for any fixed k and $(8) | 0838 - oo, an
application of monotone convergenco theorom implies that

{X,,, i > 1} is $-mixing strongly with respoct to {r,}.

Definition 2.6: A process {X;, ¢ > 0} is 8aid to be @-mizing stably if,
for every set E with P(E)>0, and for every Ae¢&¥ and Bell,
0i<a<,

|P(4 N\ B|E)—P(A|E)P(B|E)| < $(|t—s|)P(4|E)
whero ¢(-) | 0 as 8~ and ¢(-) not depending on E.

Ezample 2.6 : Supposo {X, > 0} is a progressively measurablo stationary
stochastic process adapted to an increasing flow {34} of o-algebras defined
on o probability space (Q, &, P). Let {r,, n > 1} bo an increasing sequence
of discrote-valued non-negative stopping times adapted to {s). Further
suppose that, for all 2 > 0,

PX, <zlne=0)=PX, <2)

and PX, <Yikm2nln=0=PX, <y

Assume that (X} is $-mixing stably in the sonse of Definition 2.6. Then
{X,., k > 1} is ¢-mixing strongly with respect to {r,}.

Tesn

As in the earlier examples, let us consider
PX, <z, X SO
=){P(x,, Kun=0;X, K67ha 2 ilne=0a)dp (o)
(hero 4 (-) is the probability measure of 7y)
=JPXacan=0;X, <4Tun>olme=a)dp, (o)
=I{ PXaQzm=0|m=0P(X, <¥;Tun>a|re=0)dy (a)
+
L OWIb—a )P S 5= ), B} 1, (0
= ){P(X,, SEm=aPX, <y Trn > Te|Te=a)dp, (o)
ORI, <2l = a)dn,, 1, B} di, (@
=PX <PX,, <)
+ (k{ O(B($(|7xn—a|) |7 = a]) di,, (@) P(X,, < 2).

=PX, <APX,, | 9+OE(Imyn—1e])]) PIX,, < 2).
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Remarks :  1f tho process X in Example 2.0 is ¢-mixing but not necessarily
¢-mixing stably, it is not clear how to relate the finito dimensional distributions
of stopped soquonces and tho original procees. One oxpeccts the mixing to

hold for stopped sequeno if |7¢| € Ke < 00 a.8.and lim"—*"n_—" »>d>0as.

Ve have not been able to formulate tho result under theso conditions.

3. MoaENT INEQUALITIES
Theorem 3.1 :  Suppose (i} i3 an increasing flow and {§,} is a decreasing
flow of o-algebras defined on a probability space (R, &, P). Further assume
that (&) and {{} are ¢-mizing weakly in the sense of Definition 2.1. Let £
be 9y ble and 3 be & ble real valued random variables such that
E|E|P <00, E|p]* <o with 1/p+1jg=1, p>0. Then

|EGn)—EREM) < 2[(1t—s|NV2(E]|E|9)2(E )] )2 e (31)

Remarks : Proof of this thoorom is the same as the classical proof for
¢-mixing processes a3 the standard proof does not make uso of the fact that
the o-ulgebras undor consideration are generated by a stochastic proccss
{Xnt > 0}. For -mixing processes {X;, ¢ > 0}, sco Theorem 5.1 in Roussas
and Toannides (1987). We now give a skotch for completeness.

Proof : Let

13
=l diean Pd)>0,1CigH

1
and 7= Iy Bre b PB) > 0,1< 5 <

whore £¢ and 7, are real numbers and I donotes the indicator function of a
sot A. Noto that

| EGm)—EE) E(r)|
= IE': ’2 Em{P(4: () By)—P(A)P(By)}|
= |'f- ;f- &7y P(44) [P(By]| A)—P(By))|
= IZEunP(Ay) | (where yy = ,2711 [P(B| 4))—P(By))
= IEED)(vhoro ¥ = Sy,

<ERY|

< (B)Z|»)V» (B| Yo)va, .. (32)
41-2
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It con now bo chocked by org ts similar to thoso given in Theorom 5.1
of Roussas and Ioannidos {1978) that
(E)Y |9  2[g(14—a|))V» (Efn|e)'/ e (3,3)

and, honco from (3.2) and (3.3), it follows that
|EG)—EG)EM| < 2A$(|¢—s]))V? (E|§|?)V7 (E |9 [e)Ve.

This proves tho thoorom a for simple ;-moasurablo random variable £ and a
simplo {,-moasurablo random variablo 7. The gonoral case again follows
from Lommas 4.1 and 4.2 of Roussas and Joannides (1987). O

Thoorom 3.2 : Suppose {3} and {{i} are $-mizing weakly as in Theorem
3.1, letE and 9 be S-measurable and §y-measurable real valued vandom vari-
ables respectively such that

18] € Myas., 7] € Myas.
1EEn—EE)E(M)] < 29(|t—a|)Af M, e (3.4)

Then

Remark : Proof of this thecorem is same as that of Theorem 6.2 in Roussas
and Ioannides (1987) by replacing &} by & and &§,, by &,. A more general
version of Theorem 3.2 is as follows.

Thoorem 3.3: Suppose an increasing flow (&} and o decreasing flow
{8} are g-mizing weakly as in Theorem 3.1.

Further suppose that
| 2%} &',lvrmaaurable,
§¢ s &, -measurable and &, measurable for 2 < i < n—1,
and € $0 ¢, -measurable
where 4 1 and & 1. Assume that
1% € Myas,1 s <ne
Then |EG1&s ... E—E(E,) EG)... EGW)]

Ny N
<2{E tlo—ul} I an. . (28)
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Proof : The rosult holds for n = 2 by Theorom 3.2. Suppose it holds

for n—1.. Then
|BEy By oo B —E ) EGy) ... EE,)|
€ | EG1 By Rp)—E s 83 oo Bact )B4
+E|Ex| |EGy or Eut)—EGy) oo EGaca)|

= I +1, (say).
Observe that
Epnfpy i y,H-meuumblo,
and Enis {,u-measumble,
Henca I € 24(]4a—tn-ur |)E |6, | E1Es.. Ky |

< 2601 0u—tary|) My M., M,

By induction argumeont,

| By )~ ) B < 2 {':72:,5( o=t} Uyl

Hence L<2 :‘g'¢( latss—tal )} Mydly.. .
Combining (3.6)—(3.9), we have
| B sEs-. 8 a)—EEEE,)... EG,L)|

< 2{'Z fllan—t)} 2dty.. 2, O
{=1

. (37

(3.8)

. (3.9)

. (3.10)

Theorem 3.4: Suppose the flows {4} and (L} are as defined in

Theorem 3.3. Define &1, 1 & § € n as before. Further suppose that

E|g|Pi<o®, py>1 and '}‘2‘ 1_ L
=1 P4
Let r, = maz(p,..., b,). Then
| EGy- EQ)—EEy)...EE,)|

<2 Ella—tn))es 1 By

.(3.11)
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Proof: Cloarly the theorem holds for n = 2 by Theorem 3.1. Assume
that tho thoorom holds for n—1. Then

| EGs&a- &a)—EGy) ERy)...EG,) |
< [EGiEs-B)—EGy) EGy.. )]
+E|%| |ERy- &0 —EGy)... EG,)|

= Iy+I, (say). . (312)
Note that

I, < 2[8(]sy—t 1 B 181 ™) (B .. £ |9) (whers 1p+1/p, = 1)

< 2 (B er—h DIHE G 1™ THE |G ™ T EIEL Y (313)
by Holdor’s inequality. On the othorhand
| EGy £ — EG)...EG)|

<2F (Bllaa—t)} "1 (@5 e . G14)
4=1 {2

by induction hypothesis where oy = MAX (g3, ooy @), Q1 = %, 2gign
(note that 1/g+...+1/g, =1). Obsorve that r,, <r,. Furthermore

E6| < (EJ%I™'™  (3.16)
as p, > 1. Honce

n<ef ‘2: 80—t 1) B G| 7) P (B ) (326)

Reolations (3.12)—(3.16) provo tho rosult since v, > 2. O

In tho light of Theorems 3.1 to 3.4 obtained, it is clear that one can obtain
the following rosults for flovs of o-algebras (%) and {¢;} which are ¢-mixing
strongly with respeet to sequences {r,} and {S,,} as dofined in Dofinition 2.3,
Wo omit the proofs. Ono has to replace ¢(|t—s|) by E¢(]7,—Sm|) at the
appropriatestep in tho argumont.

Theorom 3.5: Suppose {r,, n > 1} and (S,, n> 1} are increasing
sequences of mon-negative random variables and the increasing flow {5} is
$-mizing slrongly with the decreasing flow {{} with respect fo {r,} and {S,} in
the sense of Definition 2.3.
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Let £ be &,_-momumblo and 7 bo ¢ -measurable real-valued random
m
variablos such that

ElE[? <, E|7]?¢<o0,p> o,%.;.%.—_ L

Thon
|EGnN—EE) Etn)| < 2AE(B(|7,—Sm |2 (E[E |27 (E1p|a)tia,

Theorem 3.6 :  Suppose {Fi} 12 $-mixing strongly with (&) with respect
to sequences {r,} and {Sm} as in Theorem 3.5. Further suppose that £ and 9

are P, ble and L g ble real valued random variables such that
bl m
18] < Myas. and |7| < M, ae.
Then |EGN—ER) EG)| < 2 E{(|7a—Sm|)} My,

Theorem 3.7 : Suppose {5} i $-mizing strongly with {{,} with respect to
{r,} and {Sw} a2 in Theorem 3.56. Further suppose that

gy 18 af,l-meaaumble.

Lis &, able and £, ble for 2 & § < n—1,
and &, i8 L -measurable.
Further suppose that
5]  Myas 1 &sEme
Then s k)= ECa)-. )|
n=1 L
< 2% (1S s

Theorem 3.8 :  Suppose the flows {54} and {{,} are as defined in Theorem
3.7, Define &) as in Theorem 3.7. Suppose that

Eil™ <o, p> 1,
and

Lot r, = maz(py, ..., p,). Then
|1BGy.. £} —EGy)...EE,) |

<2E EHSm-nl)" B (ElEl™""
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4. REMARKS ON MIXINO FOR FLOWS INDEXED BY DIRECTED BETS

Lot (©, &, P) be o probability space. Let {&#,¢e 1) and (g, 2¢ ]} be
indoxed families of sub o-algobras of . Supposo I has a partial ordoring
< such that

&, C &, if 7, < 7, and {,1 D&, ifn<n

and d(-,’) is & motric on I. {&,tel} is eaid to be an increasing flow and
{Zs, s¢I} is said to bo a docreasing flow of o-algobras.

Definition 4.1 The incroasing flow {5, (eI} is 8aid to bo @-mizing weakly
with the docreasing flow {L,, scl} if for every A e &y, tel,

|P(ANB)—P(4) P(B)| < $(d(t, a)) P(4)
for.every Be&{, whoro ¢(d(t, 8)) | 0 as d(t, 8)— co.

Ezample 4.1. Lot I = 2% d > 1 denote the set {z = (z,..., za) :zy=

{0, £1,..}, i=1, ..., d equipped with the maximum norm [z|| = max z.
1666

For 2V =2V, ...,2{") and 20 =, ..,,z2®) in 49, dofine 2V <z if
2 AP for1 € ¢ < d. Lot X = {X,, z¢ &7} be & family of random variables
defined on a probability space (Q, &, P). Xia called a d-dimensional random
field. For any ze &%, defino 3, to bo tho o-algobra generated by Xy, u <z
and {; bo the o-algobra generated by Xo,v>z. The d-dimensinal random
field X is said to bo m-dependent if for any finite subsets U, V C &9, the
sot {Xx, ue U} is independent of {Xy, ve V} whon [lu—v|| > m for all ue U
and ve V. It is clear that {5,} is $-mixing woskly with {f;} where

$ufl) = 0 if |[ulj > m.

Remarks : 1t i3 ensy to sco annlogues.of Theorem 3.1 to 3.4 hold for
tho flows {51,861} and {{, 8¢ 1} whonever they are ¢-mixing weakly. In
particular, ono can obtain the following moment inequality for random ficlds.
Discussion of analogues of other rosults is loft to tho reador.

Theorom 4.1: Define {9, Z € &9} and {{;,2¢ %9 as in Ezample 4.1.
Suppose {Fr,z6 %) i $-mixing weakly with {£,z6 24} in the sense of
Definition 4.1.  Let § be Sry-measurable and 7 be {o-measurable such that

Ef§|? <o and E[p[¢ <, lp+1ljg=1, p>0.
Then

|EGn—EREM) < 2AB(lu—vi)}» (E €| )5 (|50,
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5. REsARKS

Wo havo gonoralizod tho concopt of mixing and obtained some moment
inequalitics. Tho problems of obtaining moment inequalities for sums of
random variables monsurablo with respect to o-algebras which aro ¢-mixing
strongly, contral limit theoroms, Berry-Esscon typo bounds ete. remain open,
We hopo to como back to theso problems in a futuro publication.
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