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Abstract

Liver tumor segmentation from CT images is of paramount importance in medical image analysis.

Accurate segmentation of liver tumor is crucial for effective diagnosis and treatment planning in

hepatocellular carcinoma and other liver malignancies. Manual as well as traditional segmentation

approaches often struggle with the complex and heterogeneous nature of liver tumors, necessitating

advanced deep learning techniques.

In this regard, the thesis introduces a supervised lightweight multi-attention deep architecture,

termed as LiMAU, for liver tumor segmentation. It judiciously integrates the merits of an enhanced

U-Net architecture, known as U-Net3+, traditional attention gates, and the convolutional block at-

tention module (CBAM). The U-Net3+ represents a refined version of the traditional U-Net design,

enriching it with full-scale skip connections and deep supervision, thereby enhancing its architectural

sophistication. The full-scale skip connections merge low-level details with high-level semantics from

feature maps at different scales, while deep supervision learns hierarchical representations from the

fully aggregated feature maps. This structure is particularly beneficial for organs appearing at vary-

ing scales. The incorporation of U-Net3+ in the proposed LiMAU reduces the number of network

parameters, thereby enhancing computational efficiency. The integration of traditional attention

gates allows the proposed supervised model to selectively focus on relevant regions, enhancing fea-

ture learning by suppressing irrelevant background noise. On the other hand, the CBAM, which

sequentially applies channel and spatial attention, further refines this focus by enhancing the model’s

ability to capture contextual and fine-grained details essential for precise tumor delineation. The

proposed LiMAU features batch normalization layers in each double convolution block, which leads

to higher segmentation accuracy.

Next, the thesis introduces a deep framework for semi-supervised learning as a promising solu-

tion for liver tumor segmentation with limited labeled samples. The proposed LiMAU serves as the

cornerstone of the proposed semi-supervised approach. It integrates a novel adversarial consistency

learning architecture, which effectively utilizes less labeled data while providing high segmenta-

tion accuracy. The proposed semi-supervised framework harnesses both labeled and unlabeled data

to mitigate the requirement for extensive annotated data. The proposed framework judiciously

integrates deep adversarial networks and the Π model. The Π model is based on the concept of

consistency learning, which maintains the consistency of segmentation output during training across

various random perturbations of both labeled and unlabeled data. The deep adversarial network

consists of a segmentation network (SN) and two evaluation networks (ENs). While the SN is used

for the segmentation task, the ENs are used to assess segmentation quality. The proposed LiMAU is

used as the SN, while a variant of VGG16 is used for both ENs. During training, the first EN is in-

centivized to differentiate between annotated and unannotated image segmentation, the second one
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is encouraged to distinguish between perturbed and unperturbed data, while the SN is encouraged

to produce segmentations for unlabeled images similar to those for annotated ones.

The performance of the proposed supervised and semi-supervised models is evaluated on two

benchmark data sets, namely, MICCAI 2017 Liver Tumor Segmentation Challenge (LiTS17) data

and MICCAI-SLiver07 data, and compared with that of several state-of-the-art approaches. Ex-

perimental results demonstrate a significant improvement in segmentation accuracy over baseline

models, with higher Dice similarity coefficients. This indicates that the combined use of traditional

attention mechanisms and CBAM in the U-Net3+ architecture in supervised implementation as

well as the semi-supervised adversarial network implementation significantly enhances the model’s

ability to manage the variability and complexity of liver tumor morphology. These findings suggest

that the proposed models hold great potential for clinical applications, offering improved precision

in liver tumor segmentation.

Keywords: Medical Imaging · Liver Tumor Segmentation · Deep Learning · Supervised Learning

· Semi-Supervised Learning · Consistency Learning · Adversarial Learning · Attention Mechanism.
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Chapter 1: Introduction

1.1 Problem Definition: Liver Tumor Segmentation

Medical image segmentation plays a crucial role in various clinical applications, particularly pro-

viding analysis of tumors in different organs. Liver cancer ranks among the deadliest cancers in

the world, with high mortality rates. Thus it needs fast and efficient detection and segmentation

of tumors. Liver tumor segmentation involves the identification and delineation of regions of in-

terest, namely tumors, within liver images obtained through medical imaging techniques. With

advancements in imaging technologies, such as magnetic resonance imaging (MRI) and computed

tomography (CT), the ability to accurately delineate tumors from surrounding tissues has become

paramount for diagnosis, treatment planning, radiation therapy and monitoring of diseases [1–4].

However, manual segmentation of medical images is a labor-intensive task requiring expert knowl-

edge, making it both time-consuming and costly and error-prone. CT technology provides visual-

ization of tumors, yet achieving accurate segmentation presents challenges due to various factors.

These include the presence of significant noise within CT images, which can blur the boundary

between the tumor and the liver. Additionally, gray-scale images often exhibit low contrast between

liver tumors and adjacent organs due to similar tissue density. Furthermore, the size, shape, and

location of liver tumors vary among patients, further complicating the segmentation process.

Hence, to help doctors diagnose, advanced machine learning techniques involving deep learning

framework are introduced to segment liver tumors without human intervention in computer-aided

diagnosis and treatment research. It enables the extraction of essential organs or lesions from ab-

normal images.

1.2 Classical Approaches of Image Processing for Liver Tumor Segmentation

Classical approaches to image processing and computer vision for tumor segmentation involve var-

ious traditional techniques that predate the widespread adoption of deep learning. These meth-

ods are often based on principles of image analysis, pattern recognition, and statistical modeling.

Thresholding techniques have a central role in image segmentation because of their simplicity and

computational speed. Thresholding techniques involve setting a specific intensity value to separate

the tumor from the surrounding tissue. The result of the segmentation is solely dependent on the

intensity of the pixels in the image [5].

Active contour models(snakes) are also used for the segmentation of tumors. It uses deforming

splines, also known as snakes, to fit an object in an image [6]. The snake acts on internal and

external forces to minimize the composed energy dynamically. This is done by iteratively solving a

partial differential equation (PDE) which deforms the curve to fit the nearest contour, which is the

encircled object in the image.
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Merits: Classical methods in image processing and computer vision offer simplicity and ease of

implementation, making them accessible and easy to understand. They typically require less com-

putational resources and are suitable for real-time applications that run efficiently on less powerful

hardware. These methods are also highly interpretable, allowing users to easily understand and

explain their operations and results. Additionally, many classical methods are well-established and

have been extensively tested, providing a reliable baseline for various tasks. Their flexibility allows

them to be adapted to a wide range of problems, often serving as useful preprocessing steps for

more complex algorithms.

Demerits: Despite their advantages, classical methods often struggle with complex, heteroge-

neous, or noisy data, as they may fail to capture intricate patterns and details. Their performance

heavily depends on the choice of parameters, such as threshold values and kernel sizes, which can

require extensive experimentation to optimize. These methods do not adapt well to variations in

data and cannot learn from new data, limiting their applicability in dynamic environments. Manual

feature extraction is often necessary, which can be time-consuming and labor-intensive. Further-

more, classical methods are sensitive to noise and artifacts, leading to potential inaccuracies such

as over-segmentation or under-segmentation. They may also not generalize well to new or unseen

data without significant modifications.

1.3 Deep Learning Based Supervised Approaches for Liver Tumor Segmentation

Deep learning-based approaches have revolutionized the field of image processing and computer vi-

sion, including medical image segmentation. These methods leverage neural networks, to automati-

cally learn complex patterns and features from data, leading to significant improvements in accuracy

and robustness. Deep learning, particularly Convolutional Neural Networks (CNNs) [7], has shown

remarkable promise in medical image analysis tasks. In particular, encoder-decoder networks like

U-Net [8, 9], U-Net++ [10], H-DenseUNet [11], and others have shown impressive performance in

this domain.

Merits: The U-Net based architectures has emerged as a popular choice for biomedical image

segmentation due to its ability to produce high-resolution segmentations with limited training data.

Deep learning models can achieve high accuracy in liver tumor segmentation by learning complex

patterns and features directly from the data, outperforming classical methods significantly. These

models automate the feature extraction process, eliminating the need for manual feature engineering.

This makes the models more adaptable to different datasets and types of images.

Demerits: Despite its effectiveness, classic U-Net architectures face challenges in capturing fine-

grained details and handling the complex nature of liver tumors, especially across varying scales.

Traditional skip connections in U-Net aim to reduce the semantic gap between the encoder and

decoder, but they often fail to fully exploit information from all scales. Low-level detailed feature

maps capture rich spatial information, highlighting organ boundaries, while high-level semantic

feature maps provide positional information, indicating organ locations. However, these crucial

signals may become diluted during progressive down-sampling and up-sampling processes.

Improvements: To address these challenges, many models like UNet++, UNet++ have been

introduced which focuses on the nested skip pathways, connecting each decoder layer to a subset of

encoder layers. This architecture facilitates the integration of multi-scale features while maintaining

computational efficiency.

However, this thesis explores U-Net3+, an improvement on UNet++, which introduces a densely

connected skip pathway. This ensures that each encoder layer connects to all decoder layers, fa-
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cilitating the flow of information across different scales effectively. In UNet3+ the full-scale skip

connections merge low-level details with high-level semantics from feature maps at different scales,

significantly improving the model’s ability to capture multi-scale features. Deep supervision further

enhances the learning of hierarchical representations from fully aggregated feature maps, making

the model particularly effective for organs appearing at varying scales. Additionally, this redesigned

interconnection between the encoder and decoder, along with intraconnections within the decoders,

captures fine-grained details and coarse-grained semantics across all scales. This design not only

improves accuracy, but also reduces network parameters, enhancing computational efficiency. To

further improve performance, batch normalization layers are added to the double convolution blocks

of each U-Net structure. Batch normalization enhances network performance by reducing internal

co-variate shift during training, leading to faster convergence and improved generalization.

In addition to architectural enhancements, we integrate attention mechanisms [13] into the seg-

mentation pipeline to further refine the segmentation results. Traditional attention gates are utilized

to enhance the propagation of semantic information through skip connections. These attention gates

selectively highlight relevant features of the encoder, aiding in the segmentation task by focusing

on important regions. These attention gates improve the model accuracy by focusing on relevant

regions, improving the positioning accuracy by suppressing irrelevant background noises.

Moreover, to capture more valuable global information, we also incorporate the Convolutional

Block Attention Module (CBAM) [14] into the decoder stage of the network, providing a more com-

prehensive attention mechanism. CBAM assesses both the channel-wise and spatial-wise significance

of features, enabling the model to focus on identifying which features are important and where they

are located within the feature maps. This comprehensive attention mechanism has the potential to

lead to more refined segmentation results by effectively capturing relevant features and suppressing

irrelevant ones.

1.4 Problem of Getting Labeled Samples for Liver Tumor Segmentation

Despite the effectiveness of earlier methods, they rely heavily on abundant pixel-level labeled data,

which is often scarce and expensive to acquire in medical imaging because of issues such as low con-

trast and noise interference. Obtaining labeled samples for liver tumor segmentation is challenging

due to several factors. Medical data is scarce and sensitive, with privacy regulations limiting access.

In addition, the annotation of medical images demands specialized knowledge, exacerbating the

challenge of building large data sets with accurate labels. Also, ensuring the quality of annotations

demands thorough review and verification.

In response to these hurdles, semi-supervised learning [15] emerges as a promising approach to

address the inadequacy of data supervision in medical image segmentation. By leveraging a small

portion of labeled data alongside a larger pool of unlabeled data for joint training, semi-supervised

learning better aligns with the constraints of real-world clinical settings compared to traditional

supervised learning methods. These methods aim to enhance model performance while minimizing

the need for extensive manual annotation.

1.5 Classical and Deep Learning Based Semi-Supervised Approaches for Liver

Tumor Segmentation

Classical and Deep Learning Based semi-supervised learning methods encompass a range of tech-

niques aimed at leveraging both labeled and unlabeled data to enhance learning performance. Within
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semi-supervised medical image segmentation, there are several methodologies, broadly categorized

into consistency learning [16–21], adversarial learning [22–24]. Approaches like self-training itera-

tively trains models on labeled data and then use them to predict labels for unlabeled data [25].

While contrastive training involves developing a model to distinguish between similar and dissim-

ilar pairs of data samples in order to learn meaningful representations [26]. Collaborative training

involves multiple models working together, often sharing information or parameters, to collectively

improve learning performance on a given task [27]. This thesis specifically concentrates on consis-

tency learning and deep adversarial learning. consistency learning employs consistency regularization

with diverse perturbations to effectively train a network. On the other hand, adversarial learning,

particularly leveraging Generative Adversarial Networks (GANs), involves two key components: a

discriminator and a generator. The discriminator’s role is to distinguish between ground truth and

generated samples, while the generator, also called the segmentation network, creates segmentation

maps or predicted liver tumor masks and aims to produce outputs that are indistinguishable from

ground truth, fostering mutual improvement through iterative updates. In this project, UNet3+ with

Multi-Attention architecture is used as the segmentation network because of its best results in the

supervision task. It helps produce outputs that closely resemble the ground truth, thus facilitating

mutual improvement through iterative updates.

This study introduces an adversarial consistency training strategy utilizing double discrimi-

nators. The first discriminator learns the relationship between labeled and unlabeled data, while

the second focuses on the image-level consistency of the segmentation network under varying data

perturbations. Both discriminators aim to enhance the knowledge transfer capability of the seg-

mentation network from labeled to unlabeled data, presenting a novel approach to semi-supervised

medical image segmentation.

1.6 Contribution of the Proposed Work

The primary contribution of this thesis can be categorized into two segments: supervised and semi-

supervised methodologies.

Supervised Approach : The thesis presents a supervised lightweight multi-attention UNet3+

based architecture, called LiMAU, for liver tumor segmentation. LiMAU consists of an encoder-

decoder structure called U-Net3+, with Attention Gates and Convolutional Block Attention Mod-

ule(CBAM).

1. UNet3+: The UNet3+ model is an advanced UNet based structure with skip connections

between high-level and low-level semantics that incorporates batch normalization in each double

convolution blocks. This advanced structure enhances stability and convergence, leading to

improved segmentation performance.

2. Attention Mechanisms: The skip connections of UNet3+ integrates Attention Gates. It re-

fines segmentation results by increasing the weight of relevant features and suppressing back-

ground noise.

3. Convolutional Block Attention Module (CBAM): The addition of CBAM provides a com-

prehensive attention mechanism, allowing the model to capture both channel-wise and spatial-

wise relevance of features, resulting in more refined segmentation outcomes.
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Semi-Supervised Approach :

In this work a deep framework involving adversarial consistency training strategy for semi-

supervised implementation is proposed which leverages both labeled and unlabeled data.

1. Consistency Learning: Th Pi model of consistency learning produce random perturbations

of both labeled and unlabeled data and then the model is trained to reduce differences between

the predictions of perturbed and unperturbed data.

2. Adversarial Learning: It employs two discriminators and one generator. The first discrimina-

tor captures the relationship between labeled and unlabeled data, while the second ensures the

segmentation network maintains consistency across different data perturbations. This approach

enhances the network’s ability to generalize from labeled to unlabeled data.

The proposed semi-supervised model uses a supervised U-Net3+ architecture with attention

mechanisms, including traditional Attention Gates and CBAM, for supervised task, and incorporates

adversarial and consistency learning for unsupervised task. Both methods are evaluated on two

benchmark datasets: the MICCAI 2017 Liver Tumor Segmentation Challenge (LiTS17) dataset and

the MICCAI-SLiver07 dataset. The experimental results demonstrate significant improvements in

segmentation accuracy and computational efficiency compared to baseline models.

In this thesis, a detailed description of the segmentation approach, including the U-Net3+ ar-

chitecture, attention mechanisms as well as the semi-supervised learning strategy is provided. A

comprehensive evaluation of the model’s performance is presented, highlighting its advantages in

liver tumor segmentation and its potential for clinical applications.



Chapter 2: Literature Survey

2.1 Existing Supervised Approaches

Classical Approaches: In recent years, a wide range of methodologies have been developed to

address the complexities of automatic liver segmentation from 3D scans. Notable among these are

graph-cut methods [28], which optimize segmentation through energy minimization techniques, de-

formable models [29] that adjust segment boundaries based on shape and image data, and level-set

methods [30], which utilize evolving contours to define liver boundaries. There are also atlas-based

approaches that employ pre-constructed anatomical models to guide segmentation. These tradi-

tional methods primarily depend on manual feature extraction, requiring significant expertise and

effort to identify relevant features within the medical images. Traditional liver tumor segmentation

methods involve mainly feature extraction followed by classification. Bastian et al. [31] achieved a

good Dice score using intensity features, SLIC, and AdaBoost. Ali et al. [32] used first-order statis-

tical features for liver boundary extraction and a k-Mean classifier for lesion classification. Chang et

al. [33] applied binary logistic regression with texture, shape, and kinetic curve characteristics for

tumor segmentation and classification. Liver analysis through medical imaging has garnered con-

siderable interest, exemplified by competitions such as MICCAI Sliver and the 2017 MICCAI LiTS.

These competitions have provided data sets to evaluate various segmentation algorithms, showcas-

ing advances in network architectures. At the MICCAI LiTS Challenge, Bi et al. [34] highlighted

the effectiveness of residual networks for liver segmentation, which employ residual connections to

prevent gradient vanishing, especially in deep networks. Similarly, Huang et al. [35] proposed densely

connected convolutional layers where each layer uses all preceding feature maps as inputs, and its

feature maps are used as inputs for all subsequent layers. This architecture reduces gradient vanish-

ing, enhances feature propagation, and encourages feature reuse. These methods often fail due to

the complexity of tumor segmentation. Despite their effectiveness, these techniques often face limi-

tations in handling the variability and complexity of liver anatomy in diverse populations of patients.

Deep Learning Based Approaches: Deep learning approaches, particularly Convolutional Neu-

ral Networks (CNNs), leverage large datasets to train sophisticated features directly from CT images

and their ground-truth segmentations, leading to superior performance in liver and lesion segmen-

tation.

Since its introduction, the U-Net [8] architecture has become a fundamental tool in medical

image segmentation, underpinning numerous studies that have modified it for various segmentation

tasks. U-Net [36,37] features a dual-path structure: the contracting path and the expansive path as

shown in Figure 1. The contracting path or the encoder involves a sequence of double convolutional
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blocks are composed of two (3 x 3 convolution blocks, each followed by rectified linear unit (ReLU)

activation) and 2×2 max pooling for down-sampling. In contrast, the expansive path or the decoder

reconstructs segmentation images of the same size as the input using convolutional layers. The

success of U-Net has led to many extensions, mainly aimed at improving skip connections.

Fig. 1. U-Net architecture

UNet++ [10, 38] marks a significant advancement over the original U-Net by incorporating re-

designed dense skip connections between the encoder and decoder at multiple levels, along with

nested convolutional blocks. The Figure 2 shows UNet++ structure which is built upon the tradi-

tional U-Net architecture by introducing nested and dense skip paths between the encoder. These

blocks utilize multiple convolution layers to extract semantic information, with dense skip con-

nections ensuring comprehensive feature concatenation and improved information flow. Attention

Fig. 2. U-Net++ architecture

mechanisms [13,39] have further enhanced U-Net-based architectures. For instance, Attention Gates
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have been introduced to selectively highlight relevant features from the encoder during segmen-

tation, thereby improving accuracy by emphasizing important regions and suppressing irrelevant

background noise. These mechanisms optimize information flow and enhance the model’s capacity

to capture finer details in complex medical images.

Deep learning models, especially those with attention mechanisms, excel at focusing on target

structures of varying shapes and sizes while suppressing irrelevant regions. This capability enhances

the precision and accuracy of segmentation tasks, making deep learning superior to traditional

methods in this domain.

2.2 Existing Semi-Supervised Approaches

Classical Approaches: Despite the promising results and state-of-the-art performances achieved

by the above supervised methods with advanced architecture in medical image segmentation tasks,

they still require a large amount of high-quality annotated data for training. Obtaining such large-

scale, meticulously-labeled datasets is impractical, especially in medical imaging, where reliable and

accurate annotations can only be provided by experts, making it a costly and difficult process. To

alleviate the burden of manual labeling, significant efforts have been directed towards data-efficient

deep learning methods. These methods include label generation, data augmentation, leveraging

external related labeled datasets, and utilizing semi-supervised learning with unlabeled data. Among

these, semi-supervised segmentation stands out as a practical approach, enabling models to make

use of the more easily obtainable unlabeled data alongside a limited amount of labeled data, which

is highly beneficial for real-world clinical applications.

The initial approach specifically tailored for semi-supervised segmentation employed a patch-

based tree-structured method combined with the random forest algorithm [40]. Subsequently, a

weighted graph-based model was introduced for the semi-supervised segmentation of 3D surfaces

[41]. The random forest algorithm, known for its speed and interpretability, has been used in vari-

ous semi-supervised segmentation tasks, such as abdominal magnetic resonance imaging [42]. The

combination of Gaussian mixture models for probabilistic pixel modeling, random walk models for

label propagation to achieve coherent segmentation, and SVMs for initial classification [43] was a

notable approach used before the advent of deep learning to tackle semi-supervised segmentation

problems.

Deep Learning Based Approaches: Since the emergence of deep-learning in recent years, it

has significantly advanced semi-supervised learning methodologies, particularly in tasks such as

image segmentation. Semi-supervised learning bridges the gap between supervised and unsupervised

learning by leveraging a small amount of labeled data along with a large pool of unlabeled data.

Pseudo-labeling involves using the model’s predictions on unlabeled data as if they were true labels.

This approach iteratively refines the model by incorporating its own confident predictions into the

training process. Lee (2013) [44] introduced the concept of pseudo-labeling, showing that using

high-confidence predictions on unlabeled data can effectively guide the learning process.

Graph-based SSL methods leverage the natural structure of data, where data points are treated

as nodes in a graph, and edges represent similarities between them. This structure helps in propagat-

ing label information from labeled to unlabeled nodes. Kipf and Welling (2017) [45] introduced the

Semi-Supervised Classification with Graph Convolutional Networks (GCNs), where node features

are updated based on their neighbors, facilitating effective label propagation.
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Co-training and multi-view learning exploit multiple independent views of the data to improve

learning outcomes. This is particularly useful when different views provide complementary informa-

tion. Blum and Mitchell (1998) [46] initially introduced co-training, demonstrating its efficacy in

scenarios with multiple independent feature sets.

Consistency regularization is another method that enforces the model to produce similar outputs

for perturbed versions of the same input, thus enhancing the model’s robustness and performance

on unlabeled data. Laine and Aila (2017) [47] presented the Temporal Ensembling method and Π

model of consistency learning, which maintains an ensemble of predictions over different training

epochs to create more stable and accurate models.

Adversarial learning is a popular approach to improve model robustness by effectively extract-

ing potential insights from unlabeled data. For example, Zhang et al. [48] introduced a deep ad-

versarial network (DAN) to boost the prediction quality of unlabeled data. Huang et al. [49] pro-

posed a method where a fully convolutional discriminator differentiates predicted probability maps

from ground truth segmentation distributions, considering spatial resolution. However, many semi-

supervised adversarial learning methods rely on a single generator and discriminator, which can

lead to low segmentation accuracy due to the dependence on the results of a single network.

Currently, semi-supervised medical image segmentation methods often use a standard encoder-

decoder network as their backbone, focusing on refining learning strategies to leverage unlabeled

data. However, a model with low segmentation accuracy can mislead the learning process. To address

this, advanced techniques integrate both consistency learning and adversarial learning [50] to boost

overall performance. This work also focuses on consistency learning and adversarial learning with

Multi-Attention UNet3+ as the segmentation network to enhance performance.



Chapter 3: LiMAU: A New Lightweight

Multi-Attention Deep Supervised Ap-

proach

The thesis introduces a novel supervised architecture called LiMAU, which stands for lightweight

multi-attention UNet3+. This advanced framework is specifically designed for the segmentation of

liver tumors, offering a streamlined and efficient approach to medical image analysis. LiMAU ar-

chitecture is a light weight model with comparatively less parameters than other advanced UNet

based models. This model leverages the Batch Normalization layers within the double convolution

blocks of the advanced UNet 3+ architecture, augmented with the Convolutional Block Attention

Module (CBAM), traditional Attention Gates, to achieve superior segmentation performance. This

method merges UNet 3+’s multi-scale feature fusion with CBAM and Attention Gates, enabling

precise localization and boundary detection. It ensures focus on relevant regions while suppressing

background noise for high segmentation accuracy and robustness. The inclusion of Batch Normal-

ization further stabilizes the learning process and improves model convergence. The detailed block

diagram of the proposed method is illustrated in Figure 3.

Fig. 3. U-Net3+ Block diagram
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3.1 Batch Normalization:

A comparative study has been conducted to evaluate the impact of batch normalization on segmen-

tation performance in different U-Net architectures: U-Net, U-Net++ and U-Net3+. The results

established that models incorporating batch normalization consistently outperformed their non-

batch normalization counterparts. Batch normalization significantly improved the training stability,

convergence speed, and overall segmentation accuracy by reducing internal co-variate shift. This

is particularly useful in medical image segmentation, where the variability in pixel intensity can

be high. Additionally, BatchNorm makes the network less sensitive to the initialization of weights,

increasing its robustness.

In our implementation, batch normalization layers were introduced in each double convolution

block of the U-Net based structures. Specifically, the standard (Conv + ReLU) x 2 layers were

modified to (Conv + BatchNorm + ReLU) x 2. This adjustment helps normalize the feature maps,

ensuring that each layer receives inputs with a stable distribution, thus enhancing the model’s

learning capability.

3.2 U-Net3+ Architecture:

UNet3+ effectively captures comprehensive information across all scales of feature maps. This over-

comes the limitations of both UNet and UNet++ in learning the precise target positions due to

their inability to fully utilize information from multiple scales. UNet 3+ remedies this by integrating

feature maps from smaller and same-scale levels of the encoder and larger-scale levels of the decoder

at each decoder layer. This integration significantly enhances the precision of organ localization and

boundary detection. In contrast, U-Net3+ takes these innovations one step further by implementing

a more comprehensive connectivity scheme. As shown in Figure 4, in U-Net3+, each encoder layer

is connected to all decoder layers, ensuring that information flows freely across the entire network.

This fully connected skip pathway helps in effectively merging low-level details with high-level se-

mantic information from feature maps at various scales, significantly enhancing the overall feature

representation. By ensuring complete feature integration, U-Net3+ can better capture both fine and

coarse grains, which is critical for accurate medical image segmentation.

Fig. 4. U-Net3+ architecture
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3.3 Deep supervision:

Also, U-Net3+ incorporates deep supervision, meaning that intermediate layers are directly super-

vised during training. In reference [12] the deep supervision of UNet3+ involves supervision of the

ground truth with all the 5 decoder outputs which increases the computational complexity. How-

ever here it will be shown later if we average out the 5 outputs and then compare with the ground

truth the performance is not hampered that much and also the time and complexity reduces drasti-

cally. This approach helps the network learn more robust and hierarchical representations, making it

particularly effective for segmenting organs and structures that appear at varying scales. Despite in-

creased connectivity, U-Net3+ is designed to be computationally efficient by optimizing the network

architecture to reduce the number of parameters. This optimization speeds up both training and

inference times without compromising accuracy, making U-Net3+ a practical and efficient choice

for clinical applications.

In the UNet3+ structure, each convolutional layer is followed by a BatchNorm and then a ReLU.

For example, Input comes to the first block X0
E and passes through a block having Convolutional

layer, a BatchNorm layer and a ReLU layer two times. Then it goes to X3
D after passing through

a Max-Pooling layer of stride 8 then a Convolutional layer, a BatchNorm layer and a ReLU layer.

Similarly X1
E also goes to X3

D after passing through a Max-Pooling layer of stride 4 then again a

Conv layer, a BatchNorm layer, a ReLU layer and so on. But X3
E does not require a Max pooling

layer as both X3
E and X3

D have same spatial dimensions, rather it goes through a layer (conv +

BatchNorm + ReLU). Finally X4
E requires a bilinear upsampling to match a dimensions with X3

D

and then a (conv + BatchNorm + ReLU) layer. Now all these 5 encode outputs are fused together.

Additionally, we implement a feature aggregation mechanism on the combined feature map from five

scales. This process utilizes 320 filters of size 3×3, followed by batch normalization and activation

through a ReLU function. In this way we get all the 4 decoder outputs. The final layer of each

decoder stage is passed through a straightforward 3×3 convolutional layer, followed by bilinear up-

sampling and activation with a sigmoid function. We define skip connections through the following

formula: let i be the index of the output of the decoder stage and let N denote the total number of

encoder layers.

Xi
D =

Xi
E if i = N

H([C(Down(Xr
E))

i−1
r=1], C(Xi

E), C(Up(Xr
D))Nr=i+1) if i = 1, ...., N − 1

Here H is concatenation function with the feature aggregation mechanism that is made of a convo-

lution layer followed by batch normalization and ReLU. C is a (conv + BatchNorm + ReLU) layer.

Down is down-sampling and Up is up-sampling operation.

3.4 UNet3+ with Attention Gates and CBAM Modules:

Next we add two types of attention mechanisms to the skip connections of UNet3+. The Convolution

Block Attention Module (CBAM) referred from [14], is composed of two distinct sub-modules: the

Channel Attention Module and the Spatial Attention Module.

CBAM CBAM is designed as an efficient and versatile component that can be easily incorporated

into various convolutional neural networks (CNNs). It enhances the network’s performance with

only a minimal increase in the number of parameters. The CBAM module begins by processing the
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intermediate feature map, generating a one-dimensional channel attention map. This map is then

applied to the intermediate feature map. Subsequently, a two-dimensional spatial attention map is

computed and combined with the feature map from the preceding layer to refine features adaptively.

Throughout this procedure, attention values are broadcasted accordingly: channel attention values

extend spatially, and vice versa. CBAM is shown in Figure 5. CBAM is expressed as:

Fig. 5. CBAM Module

F ′ = Mc(F )⊗ F

F ′′ = Ms(F
′)⊗ F ′

In this setup, F ∈ RC×H×W represents the intermediate feature map, Mc ∈ RC×1×1 computes

the one-dimensional channel attention map, and Ms ∈ R1×H×W computes the 2D spatial attention

map. The symbol ⊗ signifies element-wise multiplication. F ′ denotes the refined feature map.

Attention Gates The attention mechanism initially rose to prominence in natural language pro-

cessing (NLP) and quickly became a dominant approach. To effectively target and emphasize regions

pertinent to the target organ, we adopt the technique introduced by reference [13] by integrating

a straightforward yet powerful Attention Gate into the network architecture. The Attention Gate

(AG) module, depicted in Figure 6, takes as inputs the up-sampled features from the expansion path

and the corresponding features from the encoder. The former acts as a gating signal, enhancing the

learning of target regions vital for the segmentation task while suppressing irrelevant areas. This

mechanism improves the efficiency of semantic information propagation through skip connections.

The sigmoid activation function is chosen to facilitate parameter convergence within the gate and

compute the attention coefficient αi whose value lies between 0 to 1. The refined features result

from multiplying the encoder features by the coefficient αi.
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Fig. 6. Attention Module

Now we combine the two attention blocks and insert them into the skip connections as shown

in Figure 7 and 8. First the output from encoder stage i, Xi
E is given as input to CBAM Module

and then the output from CBAM Module is given as input to Attention Module as the refined

encoder input. Attention Gate also takes another input, the up-sampled feature from next stage

encoder output, Xi+1
E as the gating signal. Then on the final output consecutive operations Max-

pool(depending on the decoder stage), Convolution, BatchNorm, ReLU are performed to give the

decoder output.

F ′′′ = Ma(F
′′, U)⊗ F ′′

Here, F ′′ ∈ RC×H×W represents the output from CBAM module, Ma ∈ R1×H×W computes the
2D attention map. U is up-sampled feature from next stage encoder. F ′′′ is the attention output.

The final architecture of UNet3+ with Multi-Attention is shown in Figure 7 with the detailed view

of Attention blocks in Figure 8

Fig. 7. Proposed UNet3+ with Multi-Attention Module
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Fig. 8. Proposed CBAM and Attention Module

3.5 Loss function

: The Loss function that have been used to perform experiments and analyze the models is binary

cross entropy loss. In deep learning, the loss function measures the discrepancy between the actual

value and the predicted value of the neural network output. The network chooses an appropriate

loss function to enhance the accuracy of image segmentation. In this context, binary cross-entropy

loss function is used, which is applied to the output at each level. The predicted map is supervised

with ground truth to get the binary cross-entropy loss between them. Then back-propagation is

used to update the parameter values in order to minimize the loss. The expression is given by:

L(Y, Ŷ ) = − 1

N

N∑
b=1

Yblog(Ŷb)

where Ŷb represents the predicted probability, Yb represents the ground truth, and N indicates the

batch size.



Chapter 4: Proposed Semi-Supervised

Approach Based on LiMAU

In this work an adversarial network is proposed that integrates Π model of consistency learning [47]

which uses perturbations and interpolations on unlabeled data as well as labeled data to enforce

consistency in predictions. This approach enhances the robustness of semi-supervised learning algo-

rithms for medical image segmentation. As illustrated in Figure 9, this architecture comprises both

segmentation network(SN) functioning as the generator and two evaluation networks(EN’s) working

as the discriminators within the adversarial architecture. The segmentation network employs the

UNet3+ with Multi-Attention model (LiMAU). Demonstrated as the top-performing model in the

Experiments section, LiMAU is selected for the segmentation task due to its superior performance.

Fig. 9. Adversarial Network

In this work an Adversarial Consistency training strategy is proposed in reference to [50]. Al-

though the approach in reference [50] uses two segmentation networks and two discriminator net-

works, only one segmentation network is used in this work to reduce the algorithm’s complexity
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while still achieving comparable results. Two discriminators, identical in structure, are utilized for

distinct purposes. The first discriminator assesses the predicted quality consistency of the segmenta-

tion network for both labeled and unlabeled data. The second discriminator evaluates the prediction

consistency of the segmentation network when given the same inputs under different perturbations.

4.1 Adversarial and Consistency Learning architecture:

LiMAU, the proposed supervised model acts as the Generator(G) of this adversarial based imple-

mentation which gives the segmentation probability map. By referring [23] the VGG16 is chosen as

the discriminator network which is shown in Figure 10. It is a lightweight structure due to having

less parameters.

Discriminator D1 learns to distinguish between the output quality of labeled and unlabeled data,

while Discriminator D2 differentiates between perturbed and unperturbed unlabeled data. The com-

bined supervision loss Ls consistency loss , Lsemi, and adversarial losses (Ladv1 and Ladv2) guide

the network to produce high-quality segmentation results on unlabeled data. D2 and Lsemi com-

plement each other. Lsemi ensures pixel-level consistency, focusing on feature map details, while

D2 enforces image-level consistency, emphasizing global information. Adversarial consistency learn-

ing is achieved through alternate training meaning segmentation network and discriminators are

trained in alternate manner. Medical images are input into the segmentation networks to generate

prediction maps. These maps, along with the original images, are fed into the discriminators. The

discriminators evaluate segmentation quality, with D1 scoring outputs from labeled data as 1 and

outputs from unlabeled data outputs, and D2 scoring outputs from unperturbed data as 1 and

outputs from perturbed data outputs. During the segmentation network’s training, it is encour-

aged to produce high-quality results for unlabeled data, aiming for outputs close to 1, while the

discriminator networks are trained to effectively distinguish between different inputs.

Fig. 10. Discriminator Architecture: VGG16
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The input to the discriminator network consists of a unique concatenation of the segmentation

result post softmax and the original image, rather than the segmentation result alone. This approach

allows for a more thorough evaluation of the segmentation quality by using the original image as a

benchmark to judge the alignment between the segmentation results and the ground truth. By refer-

ring [23], input for the evaluation network is prepared by combining segmentation probability maps

with the input image. It allows EN to evaluate segmentation quality by analyzing their correlation.

Element-wise multiplication ensures that both segmentation maps and input images influence EN’s

decision-making, enhancing joint training of model parameters. To prevent EN from relying solely

on the image’s appearance and to account for lower intensity structures, both the input image and

its inverted version are used. For an image channel I and a probability map P , we create I · P and

(1−I) ·P . These maps, combined from all possible pairs of I and P , form the input for EN, ensuring

comprehensive evaluation.

4.2 Optimisation Function:

The objective function of the segmentation network G and the two discriminator networks D1, D2

is defined as:

min
G

max
D1,D2

(LG(θ) + LD1(θ) + LD2(θ))

where θ represents the parameter to be optimized. The objective function of the segmentation

network, LG(θ), is defined as:

LG(θ) = Ls(Ŷl, Yl) + λ(δLs(Ŷ
p
l , Yl) + Lsemi(Ŷu, Ŷ

p
u ) + Lsemi(Ŷl, Ŷ

p
l ) + Ladv1(D1(Xu, Ŷu), 1)+

Ladv2(D1(Xp
u, Ŷ

p
u ), 1) + Ladv2(D1(Xp

l , Ŷ
p
l ), 1))

Here, Ls is supervision loss (BCELoss), Lsemi is consistency loss calculated using MSELoss and both

Ladv1 and Ladv2 are BCELoss as well. Gaussian noise is introduced to (5-20)% of the total number

of pixels present in the input image tensor to introduce random perturbations. Additionally, the

brightness factor is varied randomly on a logarithmic scale. These perturbations are implemented

to enhance the model’s robustness and generalizability. By simulating real-world conditions, which

often include various types of noise and inconsistencies, the model is trained to handle diverse and

imperfect data. This approach ensures that the model can effectively process and interpret data

that is not always pristine, thereby improving its performance in practical applications.

In the loss function, the terms Ŷl, Yl, Ŷ
p
l , Xl, X

p
l represent predicted outputs of labeled data, labeled

outputs, predicted outputs of perturbed labeled data, labeled inputs and perturbed labeled inputs re-

spectively. Similarly, the terms Ŷu,
ˆY p

u , Xu, X
p
u denote predicted outputs of unlabeled data, predicted

outputs of perturbed unlabeled data, unlabeled inputs and perturbed unlabeled inputs respectively.

λ is the weighting factor and follows a Gaussian ramp-up curve, λ = ϕ exp (−5(1− I/N)2), ϕ is a

constant value and I denotes the current number of epoch and N is the total number of epochs.

During the initial phase of network training, the value of λ is very small, so the network updates

primarily based on the supervision loss. This means that in the early stages, the training heavily

relies on labeled data. As training progresses, the value of λ gradually increases, allowing the net-

work to achieve reliable segmentation results and generate targets for unlabeled data due to the

influence of other loss functions. The discriminator networks then work to distinguish the outputs

of the segmentation network. The objective functions for discriminators D1 and D2 are defined as

follows:

LD1(θ) = λ(Ladv1(D1(Xu, Ŷu), 0) + Ladv1(D1(Xl, Ŷl), 1))
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LD2(θ) = λ(α(Ladv2(D1(Xp
u, Ŷ

p
u ), 0) + Ladv2(D1(Xu, Ŷu), 1))+

(1− α)(Ladv2(D1(Xp
l , Ŷ

p
l ), 0) + Ladv2(D1(Xl, Ŷl), 1)))

Training: To train the discriminators as well as the generator, both the contribution of labeled

data and unlabeled data has been used in consistency loss. While training generator, labeled as well

as unlabeled data is perturbed with noise and fed to the segmentation network to produce segmen-

tation maps, which are then compared with segmentation maps for unperturbed data which gives us

semi-supervised losses Lsemi. For labeled data we get an extra loss term Ls(Ŷ
p
l , Yl) by supervising

segmentation maps of perturbed labeled data with ground truths. While training discriminator 1 we

don’t need perturbations, D1 compares outputs of unlabeled data with score 0 to train it to give low

score for unlabeled data as input and compares outputs of labeled data with score 1 to train it to

give high score for labeled data as input. But D2 needs both perturbed labeled data and perturbed

unlabeled data and is trained to give score close to 1 to unperturbed outputs while close to 0 to

perturbed outputs. The coefficients δ and α are constant values which are found experimentally to

be 0.3 and 0.9 respectively.

In summary, the segmentation networks and discriminator networks engage in a strategic inter-

play one trying to oppose the goal of other. As the discriminators struggle to differentiate between the

segmentation result and ground truth, the segmentation networks consistently achieve high-quality

segmentation across labeled and unlabeled data, as well as data subjected to various perturbations.

This adversarial learning framework proves effective in leveraging unlabeled data to enhance the

accuracy of predicted pseudo-labels.



Chapter 5: Experiments

5.1 Dataset

To assess the effectiveness of our network in segmenting liver and liver tumors, we used the MICCAI

2017 Liver Tumor Segmentation Challenge LiTS17 dataset comprising 131 training and 70 test CT

scans and the MICCAI SLiver 07 dataset that has 20 training and 10 test CT scans with annotations

split in a 1:1 ratio for training and testing for both datasets. The training set is then again divided

into 90:10 ratio for training set and validation set. For experiments evaluating semi-supervised

approach, the train set is again split where 80% is used as unlabeled data and 20% as labeled data.

The inputs are in the ”.nii” and ”.mhd” format, respectively, with a varying number of slices per

patient, and each slice is of size 512 × 512. It provides segmentation labels for liver, tumor, and

background, with liver considered as the positive class.

5.2 Preprocessing

The ”.nii” and ”.mhd” files are extracted, and each of the 2D slices is taken as input images to our

algorithm. The input images are grey-scale images. Preprocessing involves windowing of a DICOM

(Digital Imaging and Communications in Medicine) medical image that optimizes the visualization

of liver anatomy in medical images by adjusting display settings. This involves setting the specific

window width (WW) at 150 and the window level (WL) at 30 for the liver to enhance contrast

and brightness. Then each image is resized from 512 × 512 to 224 × 224 pixels. Subsequently, each

image slice is normalized.

5.3 Experimental Setup

The experiments are conducted on Google Colab server equipped with a T4 GPUs, using 2560

CUDA cores, 16 GB GDDR6 VRAM and PyTorch 1.7. We employ the Adam optimizer to train

the segmentation model as well as the discriminator model, starting with an initial learning rate

of 0.001 for the segmentation model, 0.001 for discriminator 1 and 0.0001 for discriminator 2. To

compare the performances of different algorithms, Dice Coefficient is used as the evaluation metrics.

5.4 Batch-Normalization Comparison

To assess the impact of including BatchNorm layers in the double convolution blocks, we evaluated

three models: UNet, UNet++, and UNet3+. Dice Coefficients were calculated for each model both

with and without BatchNorm to compare performance. As we can see in Table 1, the Dice Coefficient

scores have increased significantly after adding BatchNorm layers. From the results of table we can
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study that UNet++ performs better than traditional-UNet while UNet3+ performs better than

both for both the datasets. Training set 2 has lesser number of training samples which explain its

lower scores compared to Training Set 1. We can also see that training on both combined datasets

gives higher Dice Scores than training on individual training sets for every model. UNet3+ with

BatchNorm emerges as the best performing model with a Dice value of 95.26% in Test Set 1 and

93.09% in Test Set 2 after training with the LiTS17 dataset, 72. 11% in Test Set 1 and 88. 62%

in Test Set 2 after being trained with the SLiver07 dataset and finally 95. 47% in Test Set 1 and

95.09% in Test Set 2 after training is done on combined dataset.

In these results UNet3+ follows the architecture as referred in [12] where during deep supervision all

the five outputs from five stages of decoder are being supervised with ground truth which increases

time complexity. Hence, the output is averaged out and then compared once with ground truth.

This architecture gives almost similar results as shown in Table 2 which is 95.29% on TS1 and

95.01% on TS2 after training on combined dataset which allows to follow the proposed architecture

for all the upcoming experiments.

Table 1: Batch-Normalization Comparative Study

Experimental

Setup

Training Set

/ Methods

Training Set1

(LiTS17)

Training Set2

(SLIver07)

Training Set1 (LiTS17)⋃
Training Set2 (SLIver07)

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%): Test

on TS1

DI(%): Test

on TS2

Without

BatchNorm

UNet 83.55 77.21 20.66 39.01 23.84 40.23

UNet++ 92.43 89.56 69.69 86.17 93.1 90.39

UNet3+ 94.65 92.01 71.37 87.51 94.99 93.99

With

BatchNorm

UNet 94.17 91.49 58.77 84 94.75 92.62

UNet++ 94.29 91.93 70.49 88.27 94.88 93.78

UNet3+ 95.26 93.09 72.11 88.62 95.47 95.09

Table 2: UNet3+ with Modified Deep-Supervision

Experimental

Setup

Training Set

Methods

Training Set1 (LiTS17)⋃
Training Set2 (SLIver07)

DI(%): Test

on TS1

DI(%): Test

on TS2

UNet3+ with

BatchNorm and

Averaging Output

95.29 95.01
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Thus the results from Table 1 proves that Batch Normalization (BatchNorm) plays a crucial role in

stabilizing the training process of neural networks. By normalizing the outputs of each layer, Batch-

Norm ensures that the distribution of features remains consistent throughout training, mitigating

issues such as internal co-variate shift, which can hinder convergence and degrade performance.

Moreover, BatchNorm accelerates convergence by addressing the vanishing gradient problem, pro-

viding more stable gradients that facilitate faster and more consistent training. Overall, Batch-

Norm’s ability to stabilize and accelerate training significantly contributes to the effectiveness and

efficiency of model. Figure 11 shows the segmentation results of all the models on dataset 2 which

follows same pattern as established in the Table 1.

Fig. 11. BatchNorm Study Results

5.5 Ablation Study

Supervised Approach: The ablation experiments for supervised approach are shown in Table 3.

Two models UNet++ and UNet3+ are taken and three times experiments are performed for each

model, once by incorporating the model with Attention Gates, next by integrating with CBAM

and finally including both CBAM and Attention. Since it is already shown Batch-Norm layers are

advantageous, in all the next experiments, models with Batch Norm layers are used.

From the results it is clear that combination of both Attention and CBAM works better for

both UNet++ and UNet3+ models for both the datasets as well the combination of two datasets.

Similarly like the results of Batch-Normalization study, training on LiTS17 dataset proves more

effective than SLiver-07 dataset but then again training on both combined datasets gives higher

Dice Scores compared to individual training of datasets.
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Table 3: Ablation Study for Supervised Methods

Experimental

Setup

Training Set

/ Methods

Training Set1

(LiTS17)

Training Set2

(SLIver07)

Training Set1 (LiTS17)⋃
Training Set2 (SLIver07)

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%): Test

on TS1

DI(%): Test

on TS2

With

BatchNorm

UNet++

with

Attention

94.97 92.83 75.46 88.27 95.30 94.28

UNet++

with

CBAM

95.58 93.95 78.45 88.54 95.47 94.82

UNet++

with

Attention

and CBAM

95.87 94.26 79.04 90.05 95.69 95.51

UNet 3+

with

Attention

95.62 93.47 79.38 89.57 95.39 94.65

UNet 3+

with

CBAM

95.64 94.31 81.32 89.22 95.65 95.50

UNet 3+

with

Attention

and CBAM

95.73 94.72 81.90 92.00 95.78 95.60

Now from this ablation study and comparing different models performances with 2 datasets, it is

established that UNet3+ with BatchNorm layer, Attention Gates and CBAM is the top performing

model in terms of Dice Scores. It has a high Dice value of 95.78% on Test set1 and 95.60% on

Test set2 after training on combined dataset which is higher than other models trained on same

dataset. Similarly it gives 95.73% on Test Set1 and 94.72% on Test Set2 after it has been trained

on Training Set 1 which is again higher than other models trained on same training set. Similar

pattern is followed when model is trained on Training Set2 as well which gives highest scores of

81.90% on Test Set 1 and 92.00% Test Set 2. In Figure 12 the comparative results of all the models

on dataset 2 has been shown and expected outcomes are reflected in the same.

Thus, it is proven experimentally that UNet3+ with Attention Gates and CBAM excels in liver

tumor segmentation by enhancing multiscale feature fusion and providing superior channel and

spatial Attention. This selective focus on critical regions and stabilized training through batch nor-

malization ensures precise localization and high segmentation accuracy. Not only it gives better dice

scores, it also has a lesser number of parameters, which is around 27,109,265 trainable parameters.
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Fig. 12. Ablation Study Results for Supervised Models

It is much lesser than that of next best model which is UNet++ with CBAM and Attention having

38,740,112 parameters.

Semi-Supervised Approach: The ablation study results for semi-supervised approach involving

four models are discussed here. Table 4 shows the results of experiment. First we follow the tra-

ditional semi-supervised approach in reference to the algorithm 1 of [51]. Initially, a segmentation

model is trained using a small amount of labeled data. This model is then used to create pseudo

segmentation masks for the unlabeled data. These pseudo-labeled masks are combined with the

labeled data to update the model. This iterative process continues until a set number of itera-

tions is completed. From the results it is clear it performs poorly compared to other methods. The

next method is consistency learning with the Π model architecture [47]. The Π model generates

two random augmentations of each sample, applied to both labeled and unlabeled data. During

training, the model enforces consistency by minimizing the mean square loss between them, thus

ensuring that the outputs of the same unlabeled sample, processed through different random per-

turbations, remain consistent. This method has shown considerable improvement over the previous

method for training on all the two datasets and their combination individually. The third method is

Adversarial Learning which is referred from [23]. In this architecture the model comprises two net-

works: a segmentation network (SN) for segmentation and an evaluation network (EN) for assessing

segmentation quality. During training, EN learns to distinguish segmentations from annotated and

unannotated images, while SN aims to produce segmentations for unannotated images indistinguish-

able from those of annotated ones. Through iterative adversarial training, SN learns to improve its

segmentation accuracy for both types of images.
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Table 4: Ablation Study for Semi-Supervised Methods

Experimental

Setup

Training Set

/ Methods

Training Set1

(LiTS17)

Training Set2

(SLIver07)

Training Set1 (LiTS17)⋃
Training Set2 (SLIver07)

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%):

Test

on TS1

DI(%):

Test

on TS2

DI(%): Test

on TS1

DI(%): Test

on TS2

With

BatchNorm

Traditional

Semi-Sup

Approach

65.67 49.80 25.71 47.60 60.10 59.85

Π Model of

Consistency

Learning

82.89 70.55 61.25 73.58 88.81 86.94

Adversarial

Learning

Approach

91.62 87.65 67.65 85.81 93.12 92.31

Consistency

with

Adversarial

Learning

93.60 88.50 75.90 87.59 94.25 93.22

Fig. 13. Ablation Study Results for Semi-Supervised Models

In terms of Dice Metrics of Table 4 we can see performance improved largely by using adversarial

networks for all the three cases. Final method is the proposed method that integrates both Adver-

sarial and Consistency Learning. One segmentation network and two discriminators are trained

alternately for a certain number of iterations. This architecture with one segmentation network

and two discriminators improves segmentation accuracy using limited labeled data by leveraging

adversarial training and specialized discriminators to handle both unlabeled and perturbed sam-

ples. This model gives the highest Dice Coefficient values compared to the previous state of the art

methods and hence comes out as the best performing model. It gives a Dice Coefficient of 93.60%

and 88.50% on TS1 and TS2 respectively after being trained on Training Set 1, 75.90% and 87.59%

on TS1 and TS2 post training with Training Set 2 and 94.25% and 93.22% on TS1 and TS2 respec-

tively after training is done on combined datasets. In Figure 13 the comparative results of all the
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semi-supervised models evaluated on dataset 2 has been presented which shows that the proposed

method performs better than others. It gives the output that is closest to the ground truth.

5.6 Comparative Performance Analysis

In this section, it is demonstrated how the proposed supervised and semi-supervised methods per-

form in comparison with other state-of-the-art methods in terms of the Dice Coefficient. In the

reference paper [12], UNet3+ is used as the proposed approach. The LiTS Dataset is used for ex-

periments in the paper, with 103 out of 131 volumes used for training and 28 volumes for testing,

resulting in a training-to-test ratio of more than 3:1. However, in this work, the dataset is divided

approximately into a 1:1 ratio, leading to a significantly smaller number of training samples being

used. Despite this, the results are comparable and close to the state-of-the-art methods when the

proposed model is tested on 28 samples, even with a much smaller training dataset. As shown in

Table 5, the reference paper reports Dice Coefficient values of 96.01%, 96.43%, and 96.75% using

three types of loss functions. The proposed approach, LiMAU, achieves a Dice Coefficient of 96.10%,

demonstrating similar performance despite the reduced training dataset size.

Similarly, for the semi-supervised approach based on the proposed adversarial consistency net-

work, it is shown that the results are similar to the current state-of-the-art methods for semi-

supervised segmentation of liver tumors. The method described in the reference paper [50] is used

for comparison, where experiments are conducted on the LiTS dataset with a 12:1 ratio, utilizing

121 out of 131 cases for training and 10 cases for testing. The labeled sample to unlabeled sample

ratio is set at 80:20. In this thesis, the semi-supervised model is also trained with an 80:20 labeled

to unlabeled sample ratio, but the overall training dataset size is significantly smaller due to an

approximate 1:1 split. Nevertheless, the proposed method achieves performance that is very close

to the referenced approach. As shown in Table 5, the reference paper documents a Dice Coeffi-

cient value of 95.07%. The proposed approach in this work achieves a Dice Coefficient of 94.21%,

demonstrating a similar performance even with the much smaller training dataset.

Table 5: Comparative Performance Study

Experimental Setup Training Set / Methods
Training Set1 (LiTS17)

DI(%): Test on Traing Set

with 28 Samples

Supervised Method

UNet3+ (focal loss) [12] 96.01

UNet3+ (Hybrid loss) [12] 96.43

UNet3+ (Hybrid loss + CGM) [12] 96.75

LiMAU:

UNet 3+ (CBAM + Attention)

96.10

Experimental Setup Training Set / Methods
Training Set1 (LiTS17)

DI(%): Test on Traing Set

with 10 Samples

Semi-Supervised Method
ASE-Net [50] 95.07

Adversarial Consistency Learning 94.21



Chapter 6: Conclusions and Future

Directions

In conclusion, the proposed supervised approach, integrating UNet3+ with Batch Normalization

(BatchNorm), Attention Gates, and Convolutional Block Attention Module (CBAM), significantly

enhances segmentation performance. This advanced architecture utilizes multi-scale feature fusion

and powerful attention mechanisms to accurately localize and delineate target structures within

medical images. The incorporation of BatchNorm within the double convolution blocks stabilizes

feature distributions, expedites the convergence process, and mitigates internal co-variate shift,

ensuring more consistent and reliable training outcomes.

Furthermore, this architecture is augmented with a semi-supervised framework that employs

sophisticated adversarial and consistency learning techniques. The framework leverages a single

segmentation network in conjunction with two discriminators to optimize performance. One dis-

criminator is tasked with distinguishing between labeled and unlabeled data, effectively guiding the

segmentation network to better understand the characteristics of unlabeled data. Another discrim-

inator focuses on differentiating between perturbed and unperturbed data, reinforcing the model’s

ability to generalize across varying data conditions.

This iterative adversarial training process allows the network to rapidly learn and internalize

the relationships between labeled and unlabeled data. By doing so, it maximizes the extraction of

useful information from unlabeled data, which is often abundant but underutilized in traditional

supervised learning approaches. The adversarial framework, combined with consistency learning,

encourages the model to maintain robust performance even when faced with noisy or incomplete

data.

By effectively harnessing both labeled and unlabeled data, this comprehensive approach signifi-

cantly improves segmentation accuracy and robustness. The enhanced model performance has great

potential to advance computer-assisted diagnosis and treatment planning in medical imaging. The

ability to accurately segment and identify critical structures within medical images can lead to more

precise diagnoses, better informed treatment decisions, and overall improvements in patient care.

This approach represents a promising step forward in the application of deep learning techniques

to the field of medical imaging.

6.1 Future Directions:

The proposed framework for liver tumor segmentation demonstrates significant advancements in

accuracy and robustness by integrating UNet3+ with BatchNorm, attention gates, and CBAM,
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alongside a semi-supervised learning approach using adversarial consistency learning. However, sev-

eral avenues for future research and improvement remain.

One promising direction is the exploration of diffusion models. Diffusion models have recently

shown great potential in generating high-quality images and could be adapted to enhance the

segmentation process by generating synthetic training data that closely mimic real medical images.

Thus, it can extend the limited dataset available and can introduce new variations of training

samples. This approach could further reduce the reliance on extensive annotated datasets and

improve the generalizability of the segmentation model.

Incorporating advanced augmentation techniques and leveraging multi-modal data (e.g., CT and

MRI fusion) enhances segmentation by improving model generalization to clinical data variations.

Multimodal fusion exploits complementary information from different scans, such as MRI’s soft

tissue contrast and CT’s detailed bone structure, boosting segmentation accuracy across diverse

clinical contexts and advancing diagnostic precision in medical imaging.

Another promising direction for future research lies in the refinement of adversarial and con-

sistency learning strategies. This could involve dynamic adjustments during training, adapting to

the difficulty or uncertainty of samples and predictions. By implementing mechanisms to identify

and prioritize challenging cases, the model can focus its learning capacity where it is most needed,

potentially improving segmentation accuracy and robustness across varying degrees of complexity

in medical imaging datasets.

Finally, expanding this framework to other medical imaging tasks and datasets, such as the

BraTS brain tumor dataset, will be crucial to validate its robustness and adaptability. By con-

tinuously evolving the architecture and learning strategies, the goal is to create a versatile and

highly accurate tool for various medical image segmentation challenges, ultimately contributing to

improved diagnostic and treatment outcomes in healthcare.
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