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A B S T R A C T

The indistinguishability security of a cryptographic construction refers to the maximum advantage of an
interactive adversary to distinguish between the real and ideal world, where in the real world it interacts with
the construction, and in the ideal world it interacts with its idealized counterpart. In the field of information-
theoretic provable security, we bound this indistinguishability advantage by the statistical distance between
the random variables representing the transcript of interaction in the real and ideal worlds, respectively. One
of the most popular techniques in bounding the statistical distance is the H-Coefficient Technique introduced
by J. Patarin, for which a set of transcripts is identified as good, and the probability of realizing such a
good transcript in the real world is lower-bounded. For numerous constructions in practice, lower-bounding
this real-world interpolation probability reduces to lower-bounding the number of solutions to a system
of equations and non-equations over a field. The theory of achieving optimum lower bounds to a system
of equations and non-equations is termed Mirror Theory by J. Patarin. Although several Mirror Theory
statements have been conjectured and profusely used in beyond-birthday bound analysis of a multitude of
constructions, the proofs of such statements are either non-existent or at least have significant non-verifiable
gaps.

In this thesis, we have presented the first simple verifiable proofs of several variants of Mirror Theory and
applied them to security analyses of various cryptographic schemes.

As our first contribution, we proved that the number of pairwise disjoint solutions to a system of bivariate
equations over n-bit variables, such that no two equations share any common variable, is at least the average
number of such solutions. This translates via the H-coefficient technique to the n-bit security for the sum of
permutations PRF constructions.

As our second contribution, we show that the number of pairwise disjoint solutions to a system of bivariate
equations over n-bit variables, which even has quite a large block-maximality, is at least the average number
of such solutions. Here block-maximality of a system of equations refers to the maximum number of variables
that get determined when one variable is assigned a particular value. Note that, in our previous simpler result
the block-maximality was just two. This translates via the H-coefficient technique to the n-bit security for
several PRF constructions, like XORP[w], 2k-HtmB-p2, and the PRP construction, six-round Feistel network.

As our third contribution, we have used a Mirror Theory statement in the tweakable permutation setting,
where the variables are partitioned into two sets and solutions need to be pairwise disjoint within the two
sets only, to prove 3n/4-bit security of the tweakable blockcipher construction paradigm, LRW+, proposed by
us, that includes as subcases the CLRW2 and 4LRW1 constructions proposed in the seminal paper of Liskov,
Rivest, and Wagner. The LRW+ paradigm was proposed to achieve beyond-birthday-bound security, as we
have given a birthday-bound attack on the TNT or 3LRW1 construction, disproving the long-held belief that
the latter is beyond-birthday-bound tweakable blockcipher.

Finally, as our fourth contribution, we have given a lower bound to the number of solutions (which are
pairwise disjoint within a partition of the variables) to a system of equations (need not be bivariate) where the
solutions are not allowed to take values in certain forbidden sets. We have used this variant of Mirror Theory
to prove optimal 3n/4-security of single key variants of double-block-hash-then-sum MAC constructions, like
1k-LightMAC+, 1k-PMAC+, and the PRF construction, sum of k Even-Mansour.

Several of the security proofs mentioned above are indeed tight.
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It is easy to acknowledge, but almost impossible to realize for long, that we are mirrors whose
brightness, if we are bright, is wholly derived from the sun that shines upon us. — C. S. Lewis
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N O TAT I O N : W H AT I T D E N O T E S

Sets,
Tuples, &
Multisets.

{·} : A set is a collection of distinct objects. It is sometimes de-
noted as the enlisting of its elements enclosed by braces,
{·}.

(·) : A tuple is a sequence or ordered list of elements. It is
denoted by the ordered enlisting of its elements enclosed
by parentheses, (·).

{{·}} : A multiset is a modification of the concept of a set that,
unlike a set, allows for multiple instances for each of its
elements. It is denoted by an enlisting of its elements
enclosed by double braces, {{·}}.

[n] : The set {1, 2, . . . ,n}, defined for any n ∈N.

[a, b] : The set {a, a+ 1, . . . , b}, defined for a, b ∈N, a < b. Thus
[1,n] = [n] are equivalent notations.

|X | : Number of elements in the set X .

xq : The ordered q-tuple (x1, . . . ,xq).

x[a,b] : The ordered (b− a+ 1)-tuple (xa,xa+1, . . . ,xb)

xσ[q] : For any permutation σ : [q] → [q], xσ[q] denotes the
reordered tuple (xσ1,xσ2, . . . ,xσq).

xq∥x : The ordered (q+ 1)-tuple (x1, . . . ,xq,x).

1v(i, j) : The binary v × 1 vector whose i-th and j-th bits are 1,
and the rest of the bits are 0.

x{q} : The set containing the distinct elements in the q-tuple
(x1, . . . ,xq).

x{{q}} : The multiset {{x1, . . . ,xq}}
X q : The set of all ordered tuples xq = (x1, . . . ,xq) : xi ∈

X , i ∈ [q]. We have |X q| = |X |q

X q∗ : The set of all ordered tuples xq = (x1, . . . ,xq) : xi ∈
X ,xi ̸= xj for distinct i, j ∈ [q].

X {q} : The collection of all subsets of X , of size q.
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xx notations

X {{q}} : The collection of all multisets of q elements (counting
duplicates) of X .

Functions. Func(X ,Y ) : The set of all functions f : X → Y . A function can
alternatively be thought of as a subset of X ×Y such that
for any pairs (x, y), (x′, y′) ∈ f , x1 = x2 =⇒ y1 = y2.

Perm(X ) : The set of all permutations p : X → X . Perm(X ) ⊂
Func(X ,X ). A permutation can alternatively be thought
of as a subset of X × Y such that for any pairs
(x, y), (x′, y′) ∈ p, x1 = x2 ⇐⇒ y1 = y2.

P̃erm(T ,X ) : Alternatively, Func(T ,Perm(X )) is the collection of all
tweakble permutations with tweak space T and domain
X . For p̃ ∈ P̃erm(T ,X ) and any t ∈ T , p̃(t) ∈ Perm(X )

is a permutation on X .

Consistency
of Tuples.

xq 7→ yq : This denotes that the pair of tuples (xq, yq) ∈ X q ×
Y q is function consistent, i. e., there exists a function f ∈
Func(X ,Y ) such that f(xi) = yi ∀i ∈ [q]. This can be
equivalently stated as: for i, j ∈ [q], xi = xj =⇒ yi = yj .

xq ↔ yq : This denotes that the pair of tuples (xq, yq) ∈X q ×X q

is permutation consistent, i. e., there exists a permutation
p ∈ Perm(X ) such that p(xi) = yi ∀i ∈ [q]. This can be
equivalently stated as: for i, j ∈ [q], xi = xj ⇐⇒ yi = yj .

xq
tq↔ yq : This denotes that the triplet of tuples (tq,xq, yq) ∈ T q ×

X q × Y q is tweakable permutation compatible, i. e., there
exists a tweakable permutation p̃ ∈ P̃erm(T ,X ) such
that p̃(ti,xi) = yi ∀i ∈ [q]. We can equivalently restate
this condition as: (ti,xi) = (tj ,xj) ⇐⇒ (ti, yi) = (tj , yj).
Note that the tweakable permutation consistency of the
tuples can be equivalently denoted as (tq,xq)↔ (tq, yq).

Labeled
Graphs.

G = (V ,E,L) : The labeled undirected graph with vertex set V , edge set
E ⊆ V {2}, and the edge labelling function L : E → L ,
for some label set L .

u ℓ v : The labeled edge between vertices u and v having label ℓ.
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Fonts. A ,B, . . . : We will use capital letters in script typeface font to label
sets.

Λ, Γ, · · · : We will use capital greek letters λ and γ to denote multi-
sets.

λ, γ, · · · : We will use bold greek letters λ and γ to denote a typical
sent belonging to the multiset Λ or Γ, respectively.

λ, γ, · · · : We will use normal greek letters λ and γ to denote the
elements of the set λ and γ, respectively.





Part I

F O U N D AT I O N S

In the first two chapters we present the basic tenets of symmetric key cryptog-
raphy and describe some useful cryptographic primitives.





1
I N T R O D U C T I O N

Solving systems of equations is a cornerstone of modern computational tasks, deeply
embedded in numerous scientific, engineering, and technological applications. Its signifi-
cance lies in the broad impact it has across various fields: nuclear simulations in physics,
linear programming in operations research, backpropagation in neural networks, finding
maximum flow in network theory, protein structure prediction in computational biology,
econometric modeling and risk management in finance. A linear system of equations is
typically solved using the polynomial-time Gaussian elimination algorithms or its more
efficient versions. The situation does get much more complicated if we introduce non-
linearity, for example, even with only degree two equations, the Multivariate Quadratic
problem is NP-complete over any field!

In this dissertation we will deal only with linear systems of equations, however, with
quite a non-traditional twist: we will consider systems of equations and non-equations.
What we mean by a non-equation here is basically this: it specifies that a certain linear
combination of variables is not equal to a particular constant, e. g., aX+ bY ̸= c. There
are no generic results till date, even about the exact number of solutions to a system of
equations and non-equations. Jacques Patarin introduced the study of lower bounds to the
number of solutions to a system of equations and non-equations, motivated by the beyond
birthday bound security proofs of cryptographic schemes, more on this later. He coined the term
Mirror Theory [Pat10a] for this class of combinatorial problems, which, according to him, is
inspired by the visual similarity of the inductive properties of the number of solutions of
such systems and the recursive pattern of mirror images.

The study of finding lower bounds to a system of equations and non-equations seems
very general in scope and very open-ended about its end-results. Before delving into the
intricate details of Mirror Theory, it is essential to elucidate why this problem merits our
interest and how it relates to practical, real-world applications. To understand why the
implications of this theoretical exploration goes far beyond the abstract, we look into the
field of cryptography.

1.1 the saga of cryptography

Cryptography, the art and science of “writing (greek: graphein) securely (greek: kryptòs)”,
has a storied history that spans millennia. From its early uses in ancient civilizations to its

3



4 introduction

pivotal role in the digital age, cryptography has continually adapted to meet the demands
of increasingly complex communication networks.

early history of cryptography. The earliest forms of cryptography date back to
ancient Egypt, where hieroglyphs were used to obfuscate messages. The Greeks utilized the
scytale, a tool that helped encode messages by transposing letters. Julius Caesar introduced
the Caesar cipher, a substitution cipher that shifted letters by a fixed number of positions,
enabling secure communication with his generals. The Vigenère cipher, invented in the
16th century, used a keyword to shift letters, significantly increasing the complexity of the
cipher and making it more resistant to frequency analysis.

the advent of modern cryptography. The field of cryptography underwent
a profound transformation in the 20th century, particularly around World War II. The
groundbreaking paper, "Communication Theory of Secrecy Systems", by Claude Shannon
[Sha49], laid the foundation for modern cryptographic theory. In this seminal paper,
Shannon introduced the concept of entropy as a measure of uncertainty or randomness
in a system. Entropy, in the context of information theory, quantifies the unpredictability
of a message or the information content. Shannon demonstrated that the security of an
encryption system is intrinsically linked to the entropy of the key used for encryption. This
gave cryptography the mathematical footing it needed. Shannon defined perfect secrecy
as a situation where the ciphertext provides no information about the plaintext. For an
encryption system to achieve perfect secrecy, the entropy of the key must be at least as
large as the entropy of the message.

Until 1976, the field of cryptography is limited to symmetric-key cryptography, where
both the encryption of messages and decryption of ciphertexts were done using the same
key. Thus the prevalent cryptographic schemes necessitated that the parties exchanging
messages should share a common secret key, and such a sharing requires a secure channel.
Thus perfect secrecy, where you need larger keys than messages, turns out to be too
impractical a goal to pursue. There were two apparent way-outs: remove the need of
sharing the same secret key, or come up with a more practical notion of security.

A pivotal moment in cryptography came in 1976 with the publication of "New Directions
in Cryptography" by Diffie and Hellman [DH76], which introduced the concept of public-
key cryptography, by proposing a cryptographic system where each user has a pair of keys:
a public key, which can be shared openly, and used by others to encrypt the messages they
want to send to the user, and a private key, which is kept secret, used to decrypt the sent
ciphertexts. Although this solved the key distribution problem, it turns out that public-key
algorithms are computationally more intensive than symmetric-key algorithms, and hence
is more expensive when applied to very large amounts of data. The hybrid workaround
is to use public-key cryptography for the secret key exchange and then using symmetric
cryptography with the shared key for communication.



1.1 the saga of cryptography 5

On the other hand, the search for a more practical approach than perfect secrecy led
to the concept of computational security, where the goal is to make it computationally
infeasible for an adversary to break the cryptographic system. Thinking in the abstract, the
ciphertext is a ‘scrambled’ version of the message, created by ‘adding’ to the message the
randomness/entropy of the key. The idea is to assume certain bounds to the adversary’s
resources like time, memory, etc. (which is not that unreasonable), and the goal is to make
the scrambling look as close to random as possible, in the adversary’s constrained ‘view’.

Goldwasser and Micali, in their seminal paper, "Probabilistic Encryption & how to play
mental poker keeping secret all partial information" [GM82] (with a later improvisation
[GM84]), introduced the notion of semantic security, where the underlying model is an
interactive game between an adversary and a challenger. This formalized the above thought
process in the following manner: the adversary has oracle access to the challenger, that is
it can make queries and receive corresponding responses from the latter. The challenger
has two systems, the cryptographic scheme and a randomized counterpart of the scheme,
that has all the true randomness properties, the computational versions of which we want
our scheme to have. The challenger secretly tosses a coin and chooses which of the two
systems it is going to use for the interaction. The adversary sends several queries to the
challenger and the challenger sends back the output of the system chosen by him, on
input the received query. Based on the transcript of this interaction, which comprises of
the query-response pairs thus collected, the adversary has to make a binary guess about
which of the two systems the challenger has chosen secretly. The challenger is a stateful
probabilistic algorithm, where the state in which the challenger chooses the cryptographic
scheme is called the real world, and the state in which it chooses the idealized counterpart
is called the ideal world. The advantage of the adversary in breaking the claimed security
property of the scheme, is then any quantifier of how better the adversary is at guessing
correctly than just guessing randomly. The conventional practice is to take as the quantifier
the statistical distance between the probability distributions of the transcripts generated in
the two worlds. This formalization is a slight modification of the one presented in [GM82],
we have reshaped it for the purpose of this dissertation.

Note that the above definition of security is not specific to any particular cryptographic
goal like encryption. Thus we have a paradigm shift where we can formulate any crypto-
graphic randomness property, and check whether a scheme has said property, by finding
the advantage of any adversary, having the assumed bound on its resources, in distin-
guishing between the real and ideal worlds. Thus the scope of cryptographic goals has
expanded to address a wide range of security requirements like confidentiality, integrity,
authenticity, unforgeability, etc. We give a probabilistic function model (borrowed from
[JN22]) for the above interactive algorithms and give concrete definitions of security in
Chapter 2.
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workhorses of symmetric key-cryptography. Three very fundamental notions
at the core of symmetric key cryptography are the notions of a pseudorandom function
(PRF), a (strong) pseudorandom permutation ((S)PRP), a tweakable (strong) pseudorandom
permutation (T(S)PRP), where the names suggest the idealized counterparts being random
function, random permutation, and random tweakable permutation, respectively. Candi-
dates of the above notions are actively used as building blocks for various cryptographic
schemes: PRFs are used in designing message authentication codes (MAC), key derivation
functions (KDF), authenticated encryption (AE), signatures, pseudorandom generators
(PRG); PRPs in blockciphers, which is a very fundamental cryptographic primitive itself;
TPRPs in authenticated encryption with associated data (AEAD) schemes, etc. Later in
this dissertation, we will take certain candidates for PRF, PRP and TPRP, and ‘prove’ their
respective security. Note that a function (which we assume is not bijective in general)
can be only forward-queried, whereas a permutation or tweakable permutation can be
reverse-queried too, since it has an inverse. When an adversary only makes forward
queries, we call it a chosen-plaintext-attack (CPA), and the constructions secure from such
attacks are called CPA-secure: for a function, we will call it a secure PRF, for a permutation
we will call it a secure PRP, and for a tweakable permutation a secure TPRP. On the
other hand, when the adversary can make both forward and backward queries, we call
it a chosen-ciphertext-attack (CCA), and constructions secure from such attack CCA-secure:
for a permutation, we call it a strongly secure PRP (in short SPRP), and for tweakable
permutation, we call it strongly secure TPRP (in short TSPRP).

provable security. In general, a symmetric-key scheme consists of two main compo-
nents:

• Underlying primitives, such as the pseudorandom permutation AES (Adavnced
Encryption Standard) [Nat01], that works on short and fixed-length inputs.

• A suitable mode of operation, that produces a desired functionality from the underlying
primitives, e.g. the XOR2 PRF construction [BI99], that xors the two underlying
independent PRPs.

The typical method for proving the computational security of a symmetric-key scheme
involves two steps:

• Replacing the underlying primitives with suitable ideal counterparts. For example,
two independent instances of AES is replaced with two independent uniform random
permutations π1 and π2. This step relies on the computational indistinguishability of
the underlying primitive with respect to the ideal object. This approach is generally
heuristic and often depends on the confidence in a particular primitive. For example,
AES is considered a good PRP, as it has been extensively analyzed over a long period.

• Proving the security of the mode of operation using this ideal primitive. For example,
XORπ1,π2

2 (XOR instantiated with π1 and π2) is shown to be a secure pseudorandom
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function. This second step often proves information-theoretic indistinguishability
of the mode of operation, allowing the adversary unlimited computational time.
In other cases, the original security game can be reduced to some variant of the
indistinguishability game.

In this field of provable security, we primarily focus on the second step.

1.2 where does mirror theory come into the picture?

h-coefficient technique . Patarin formally introduced the Coefficient H technique
tool at SAC 2008 [Pat09], though this technique had appeared in some of his earlier
works [Pat91a; Pat91b; Pat98; Pat03]. Interestingly, it was Vaudenay who first exposed the
H-technique in his decorrelation theory [Vau03] properly attributing the technique was
initially described in Patarin’s PhD thesis [Pat91a], which was written in French. Separately,
Bernstein independently rediscovered a similar variant, known as the interpolation theorem
[Ber99], which Nandi later strengthened as the strong interpolation theorem [Nan06].
Subsequently, Chen and Steinberger provided a renewed interpretation of the H-technique
in their analysis of key alternating ciphers [CS14]. This modern interpretation indeed
popularized the H-technique, and as far as we know, recent applications have extensively
adopted this updated description. Finally in a survey paper on H-coefficient technique
[JN22], Jha et al formulated the functional viewpoint of an interactive algorithm, and made
a thorough exposure of the H-coefficient technique and its extended version, applying
them to achieve simpler, unified and optimal security analyses of various cryptographic
schemes. We adopt the methodology of [JN22] in this dissertation, and present it in Chapter
3.

In its simplest form, the H-technique asserts that the statistical distance between the
probability distributions of the ideal and real-world transcripts (which upper bounds the
distinguishing advantage of any adversary making q queries) is bounded by one minus
a lower bound of the ratio of the probability that an attainable transcript can be realized in the
real world to the probability that it can be realized in the ideal world. A transcript is deemed
attainable if the probability of its realization in the ideal world is non-zero.

Example 1.1. Consider an adversary A trying to distinguish a uniform random function
ρρρ : D → D (the real world) from a uniform random permutation π : D → D (the ideal
world) by making q queries. A typical attainable transcript for this distinguishing game
would be ω = ((x1, y1), (x2, y2), . . . , (xq, yq)), where xi and yi denote the i-th query and
response, respectively. For an attainable transcript for the uniform random permutation,
we must have xi = xj ⇔ yi = yj for all i ̸= j, i. e., xq and yq should be permutation
compatible, also denoted as xq ↔ yq. Without loss of generality, we may assume that
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xi ̸= xj , as A gains no advantage from duplicate queries. Let Θ0 and Θ1 be the transcript
random variables generated by A’s interaction with π and ρρρ, respectively. It follows that

Pr[Θ0 = ω] = Pr
π
[π(x1) = y1, . . . ,π(xq) = yq] =

1

2n(2n − 1) · · · (2n − q+ 1)
,

and

Pr[Θ1 = ω] = Pr
ρρρ
[ρρρ(x1) = y1, . . . ,ρρρ(xq) = yq] =

1

2nq
.

Thus, the ratio of these probabilities is lower bounded as

Pr[Θ0 = ω]

Pr[Θ1 = ω]
=

2n(2n − 1) · · · (2n − q+ 1)

2nq
≥ 1− q(q− 1)

2n+1
.

Finally, the Coefficient H technique states that A’s advantage in distinguishing ρρρ from π is
upper bounded by q2

2n+1 . This is commonly known as the PRP-PRF switching lemma [BR06].

The expectation method [HT16] is a generalization of the H-coefficient technique, where
instead of bounding the ratio of ideal to real-world transcript probability by some constant
for all attainable transcripts, the expected value of the ratio is taken as the upper bound on the
statistical distance. This generally leads to a tighter bound, since the contribution of every
transcript is taken into account, not only of the worst one as in the original H-technique.

algebraic manifestation of real world-realizability conditions . There
are certain restrictions for an attainable transcript to be real-world realizable. If we denoted
all the unknowns in the cryptographic design by variables, then the input-output variables
of any of the underlying primitives should have the functionality constraint of the respec-
tive primitive, e. g., if the concerned primitive is a PRP, and {(W1,Z1), . . . , (Wq,Zq)} denote
its input-output variables for the q queries, then we have the constraint of permutation
compatibility between the input and output tuples, Wq ↔ Zq. This is where we get a
system of non-equations, that the internal variables of an attainable transcript must satisfy
for it to be real-world realizable. Moreover, the mode of operation combines the inputs
and outputs across all primitives in a fixed way. The most common such combiner is linear,
which gives the additional constraints on the variables, that some linear combination
of variables corresponding to the i-th query is equal to the i-th response of the system
recorded in the transcript. This is where we get a system of equations that the internal
variables of an attainable transcript must satisfy for it to be real-world-realizable. Thus the
probability of obtaining a particular transcript in the real world is determined by the number of
solutions to the system of equations and non-equations in the internal variables of the transcript.
Thus to upper bound the real-to-ideal world probability ratio, we need a lower bound on the number
of solutions. Hence, Mirror Theory.
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Example 1.2. Let us revisit the XOR2 PRF construction: XORπ1,π2
2 (x) = π1(x)⊕π2(x). This

is the real world oracle. Since we will be interested in the PRF security of this construction,
the ideal world oracle is a uniform random function ρρρ. One can see that every transcript
{(x1, y1), . . . , (xq, yq)}, such that xq 7→ yq, i. e., xi = xj =⇒ yi = yj , is attainable. However
for an attainable transcript to be real world-realizable the internal variables Zi := π1(xi)

and Wi := π2(xi), for i ∈ [q], have to satisfy the system of equations: Zi ⊕Wi = yi, i ∈ [q];
and the system of non-equations: Zi ⊕ Zj ̸= 0n,Wi ⊕Wj ̸= 0n, i ̸= j ∈ [q].

the bane of birthday bound. Continuing the investigation of the PRF security
of a PRP (see Example 1.1), consider the naive adversary that queries the oracle until it
gets a collision in the responses. A collision is not possible in the real world where a PRP
is used. However, in the ideal world, where the adversary makes q queries to a uniform
random function, the probability of getting a collision is 1− (2n)q /2nq ≈ q2/2n. Thus
if the naive adversary can make about 2n/2 queries, it can distinguish between the real
and ideal world with advantage ≈ 1. This is indeed a matching attack that proves the
tightness of the security analysis in Example 1.1. This typical class of attacks, having
O(2n/2) query complexity, that exploits some kind of collision to distinguish between the
two worlds, are termed birthday attacks. Modern adversaries have extensive computational
resources (e. g., using distributed computation, etc.) in a world with increased attack area
surface, since the volume of data processed and transmitted increases exponentially. This
necessitates the need for cryptographic constructions having beyond-birthday-bound (BBB)
security, constructions that remain indistinguishable from its idealized counterpart far
beyond 2n/2 queries. Cryptographic constructions that are secure up to O(2n/2) adversarial
queries are said to have n/2-bit security. For a construction having beyond-birthday-bound
security, we will say it is rn/(r+ 1)-bit secure if it is secure against all adversaries making at
most O(2rn/(r+1)) queries. Finally, a construction secure even against adversaries making
O(2n) queries is called n-bit secure.

1.3 cryptographic motivations for the different variants of the mirror

theory problem

In this dissertation, we have included several cryptographic constructions, the security
analyses of which inspired the study of lower bounds to the number of solutions to different
classes of systems of equations and non-equations. We introduce the constructions here
and the consequent classes of Mirror Theory problems.

1.3.1 Constructing PRFs from PRPs.

Despite the PRF being a very valuable building block in symmetric-key cryptography,
practical candidates for PRF are very scarce. On the other hand, PRP or blockciphers are
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available in plenty in practice. One can consider a blockcipher to be a pseudorandom
function, but due to the PRP-PRF switching lemma, it comes at the cost of birthday-bound
security. Such a bound is acceptable when n is moderately large, e.g., 128 bits. However, due
to the ongoing trend of lightweight cryptography, several lightweight blockciphers have
been designed with smaller block sizes e.g., 64 bits. In such a situation, a blockcipher is not
considered to be a good PRF as birthday-bound security is not adequate with 64 bit block
size. Therefore, the natural question arises: Can we design a pseudorandom function out
of lightweight blockciphers that guarantees security beyond the birthday bound? It turns
out that over the past several years researchers have invested a lot of effort in designing
such pseudorandom functions [BKR98; HWKS98; IMV16; CS16; GSWG19; Yas10a; Yas11a;
ZWSW12; Nai17a; DDNPZ17; DDNP18; IM16]. We pick certain constructions that stand
out, in their near-optimal security properties and design efficiency.

the XOR constructions . Out of several such designs, xor of two pseudorandom
permutations, XOR2(x) := Ek1(x)⊕Ek2(x)

1 [BI99], and its single-keyed variant XOR1(x) :=
Ek(0∥x)⊕ Ek(1∥x), are the most popular ones. In a series of papers [Pat08b; Pat10a; Pat13],
Patarin claimed that XOR construction (i.e., both XOR1 and XOR2) is secure up to O(2n)
queries, but the security analyses, done by H-technique, relied on conjectured lower
bounds [Pat03] on the corresponding systems of equations, the available proofs of which
[Pat05] were sometimes incomplete were containing unverifiable claims. However, there
exists a proof of n-bit security of the XOR1 construction using the χ2-method [DHT17],
which is another novel way of bounding the statistical distance between real and ideal
world transcripts. Unfortunately, the χ2-method, although being a very important tool, is
out of scope of this dissertation.

Our Contributions. In [DNS22] we have given the first verifiable proofs to Patarin’s con-
jectured lower bounds resulting from the security analyses of the XOR constructions,
confirming their n-bit security. The security analyses are reproduced in Chapter 13.

the XORP construction. Now the XOR constructions, despite having the simplest
design along with full security, is a fixed output length PRF, XOR1 maps (n− 1)-bit values
to n-bit values and XOR2 maps n-bit values to n-bit values. For Thus to obtain a kn-bit
output, if we want to apply, say XOR2 PRF, we will need k many PRF calls, each requiring
2 underlying blockcipher calls, i.e., a total of 2k blockciper calls.

However, PRFs with larger outputs are crucial for certain constructions to achieve
BBB security. For example, consider the counter (CTR) mode of encryption, that xors
an encryption of the incremental counter to the message blocks to get the ciphertexts
in a stream, i.e., for a message (M1, . . . ,Mℓ), the CTR mode outputs (C1, . . . ,Cℓ), where
Ci =Mi ⊕Ek(ctr⊕ i). This construction takes only k calls to the underlying blockcipher
Ek for a kn-bit output. However, as proved in [BDJR97], this construction is secure only

1 Here, Ek1 and Ek2 denote two n-bit independent pseudorandom permutations
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up to the birthday bound. It is known that the CTR mode would achieve BBB security if
the underlying blockcipher E is replaced with a PRF. Many designs [BKR98; HWKS98;
Luc00; BI99]tried to exploit this idea of first constructing PRFs from PRPs and then using
the PRF in the CTR mode. But all of them had either efficiency problems like re-keying
or using as many as 2k PRP calls as we discussed above. To remedy the situation Iwata
[Iwa06] proposed the CENC mode of operation that uses as the underlying PRF, the XORP
construction. To yield a kn-bit output, XORP function, takes a (n− log2(k+ 1))-bit input,
concatenates ⟨i⟩, the log2 k-bit binary representation of i ∈ [k+ 1], to the input to create
k inputs for the underlying PRP, and then outputting the vector of k n-bit values, where
the i-th component is the xor of the (i+ 1)-th PRP output and the first PRP output. This
construction uses only k calls to the underlying PRP, avoids the re-keying problem, and
the key-stream for the CTR mode can be pre-computed.

π

π

π

x

⊕⊕⊕

⊕⊕⊕

y1

yk

...

⟨0⟩∥ ·

⟨1⟩∥ ·

··
·

⟨k⟩∥ ·

· · ·

Figure 1.1: The XORP PRF construction

A n-bit security proof of the XORP construction is given by Iwata et al. in [IMV16],
which vitally relies upon another Mirror theory conjecture by Patarin and needs to be
revisited.
Our Contribution. In [CDNPS23], we prove the said Mirror Theory conjecture (for a range
of parameters much higher than practical needs) and give an improved security bound
following Iwata’s analysis, presented in section 14.4.

sum of even-mansour . All the PRF designs discussed till now are blockcipher-based.
Since we are designing functions, only the forward direction matters, and that is why using
blockciphers for PRF constructions, seems superfluous to a degree, because blockciphers
have the extraneous property of being efficient in the backward direction too. Instead,
we could instantiate PRFs based on public random permutations, e. g., Keccac [BDPVA13],
Gimli [BKLMM+17], SPONGENT [BKLTVV11], etc., which are designed to be very fast
in the forward direction, but not necessarily in the backward direction. Public random
permutation-based constructions like keyed sponge [ADMA15; MRV15], Farfalle [BDH-
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PAK17], are variable length constructions. There is a scope of a more efficient/secure
design for short fixed-length messages.

In [CLM19] Chen et al. proposed the public random permutation-based PRF construction,
called the sum of Even-Mansour (SOEM2), where the idea is to instantiate the blockciphers in
the sum of permutations PRF construction, with the public-permutation based blockcipher
EMπ(K,m) = π(K⊕m) ⊕ K. Chen et al. showed that the sum of two Even Mansour
constructions, SOEM2

π1,π2
(K1,K2,m) = EMπ1(K1,m)⊕ EMπ2(K2,m) is a 2n/3-bit secure

PRF only if π1 is independent of π2 and K1 is independent of K2. Any weaker assumption
would restrict the security to birthday-bound. In [ST23], Sibleyras et al. showed that
post-adding the keys as in Even-Mansour is redundant, achieving the same security with
a more efficient design, keyed sum of permutations, KSoPπ1,π2(K1,K2,m) = π1(K1 ⊕m)⊕
π2(K2 ⊕m). The authors point out that the independence requirements between π1,π2

and K1,K2, remain the same, in order to achieve said security.

m

⊕⊕⊕ π1

K1

⊕⊕⊕

K2

π2

⊕⊕⊕ t

Our Contributions. In this dissertation, we consider the sum of r Even-Mansour ciphers,
which after removing the redundant post-addition of keys, is defined as
SOEMr

π1,...,πr
(K1, . . . ,Kr,m) :=

⊕
i∈[r] πi(Ki ⊕m). We show that this achieves rn/(r+ 1)-

bit PRF security in the presence of (p, q)-adversaries, by which we mean that adversary
can make total p queries to the public permutations in the offline phase, and can make
q queries to the construction oracle in the online phase. The security analysis is done in
Chapter 16 of this dissertation.

single-keyed dbhts mac . A message authentication code (MAC) is a tag associated
with a message that is used to check the authenticity and integrity of the message. The
security requirement on MACs is that, any adversary querying the MAC oracle q messages,
each message having at most ℓ blocks, such that total query size is σ, has negligible (in the
parameters ρ = (q, ℓ,σ)) probability to guess the MAC for a message not already present
in the transcript of interaction. Such a MAC is called secure against existential unforgeability
under chosen message attacks, in short EUF-CMA secure. Note that it is more than enough
to investigate the PRF security of MAC constructions, as it is a stronger property than
EUF-CMA.
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Most common constructions of MAC are either based on blockciphers, e.g., CBC-
MAC [BKR00], PMAC [BR02], OMAC [IK03], LightMAC [LPTY16], etc., or based on cryp-
tographic hash functions, e.g., HMAC [BCK96]. At a high level, these constructions come
under the umbrella of UHF-then-PRF designs, where first a message is compressed to a
short string by a universal hash function (UHF) and then a PRF is applied on this string to
generate the tag. However, due to the detectable collision property, that any collision among
the outputs of the UHF results in a tag collision, this design paradigm cannot overcome
the birthday bound. This becomes a problem when many MAC constructions have been
proposed with lightweight blockciphers, e.g., PRESENT [BKLPPRSV07], LED [GPPR11],
GIFT [BPPSST17].

To go beyond the birthday bound, one possible way to improve upon the UHF-then-PRF
design is to replace the UHF by a hash function with double block output, such that
each block behaves like the output of a UHF and then apply the sum-of-permutations
PRF on the blocks, i. e., passing each block through a blockcipher, and the resulting
pair of outputs being xored to get the tag. Such a design idea is bolstered by the fact
that the XOR constructions are optimally secure. Dutta et al. [DDNP18] concretized this,
naming the design diblock hash-then-sum (DBHtS ). In this paper they proved that several
constructions falling under the DBHtS design paradigm, e. g., PolyMAC [Boe93; BJKS93;
Tay93], SUM-ECBC [Yas10b], PMAC+ [Yas11b], LightMAC+ [Nai17b] achieve 2n/3-bit
security. In [LNS18], Leurent et al. presented a 3n/4-bit attack against DBHtS schemes.
Finally, Kim et al. [KLL20] proved the 3n/4-bit security of the above constructions, closing
the gap.

Our Contributions. There remains one aspect where the DBHtS schemes can be made yet
more efficient. Note that in the general implementations of DBHtS , three keys are used, one
for all the blockcipher-calls corresponding to hash value evaluations, and one for each of
the blockciphers constituting the sum-of-permutations PRF. Since rekeying is an expensive
process, the obvious alternative is to use the same key for all the blockciphers, whether it be
a part of the hash or the PRF, the design being called the 1k-DBHtS . In [CEJNS24] we give a
3n/4 security bound for 1k-DBHtS , and showed that for its instantiations, 1k-PMAC+ and
1k-LightMAC+ , the corresponding hash functions PHash and LightHash are diblock hash
functions having the desired properties. The security proofs are given in Chapter 17 of this
dissertation.

the 2k-HtmB-p2 construction. Now we take a look at the opposite issue. We
want to build variable input length (VIL) PRF constructions from PRPs. There are some can-
didates for BBB VIL PRFs, like SUM-ECBC [Yas10b], PMAC+ [Yas11b], LightMAC+ [Nai17b],
all of which fall under the DBHtS design paradigm [DDNP18], as we discussed earlier. The
other more traditional way is to adopt the Hash-then-PRF mode, the main components
of which are: (a) a hash function with 2n-bit output, (b) a 2n-bit-to-n-bit PRF. The only
candidates for the second component, for which the construction achieves n-bit security,
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are: (1) the Benes and modified Benes (or mBenes ) constructions [AV96] or (2) the Feistel
networks of at least four rounds.

In [AV96], Aiello et al. proposed the Benes and mBenes constructions that uses, re-
spectively, 6 and 4 independent n-bit PRFs. The conjectured n-bit security for both the
constructions. In [Pat08a], Patarin proved that Benes is n-bit secure. Now if we intend to
use PRPs as our basic building block, then the PRF primitives of the Benes constructions
will have to be replaced by the XOR2 construction, but as a consequence, we would need
12 and 8 PRP calls for Benes and mBenes constructions, respectively, which is no more
efficient than the choice of Fiestel networks. In [CJN20], Cogliati et al. proposed the Hash-
then-modified-Benes (HtmB in short) design where a sufficiently universal hash (in this
case DbACUq) is combined with the mBenes , yielding n-bit secure VIL PRFs. The types of
HtmB constructions proposed by them are:

• HtmB-p1 - here among the 4 underlying PRF primitives of mBenes , two are replaced
by PRPs and the other two are replaced by the XOR2 construction.

• HtmB-p2 - mBenes where all the four underlying primitives are PRPs.

Their n-bit security proof of HtmB-p2, the more efficient of the two designs, relied on a
Mirror Theory conjecture.
Our Contribution. In [CDNPS23] we proved a slightly better result than the conjecture, and
in light of this improved bound we revisit the security proof of 2k-HtmB-p2 in [CJN20].
The security analysis is presented in section 14.3.

1.3.2 Constructing PRP from PRF

The Feistel scheme is one of the two most widely used domain-extending permutation
schemes, the other one being substitution permutation networks (SPN). Feistel schemes
have been classically used to design many blockciphers (like DES [Des], Lucifer [Sor84] etc.),
which has the prime advantage over the alternative, substitution permutation networks, of
being invertible even if the round functions are not. The Feistel scheme has also been used
in format-preserving encryption, an important example being the Thorp shuffle [BM09],
which is but an unbalanced Feistel cipher [SK96]. In [Pat10b], Patarin proved n-bit SPRP
security of the six rounds of Feistel network, by using a Mirror Theory conjecture.
Our Contribution. In [CDNPS23], we revisit this security proof by Patarin. The security
analysis is presented in section 14.4.

1.3.3 Tweakable Blockciphers

Tweakable blockcipher is another very important building block in symmetric-key cryp-
tography. It has been used in constructing encryption schemes [BLN18], MAC [IMPS17],
authenticated encryption [KR11; PS16], and leakage resilience [SPSCV22].
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Liskov, Rivest and Wagner, in their seminal CRYPTO 2002 paper [LRW02] mathematically
formulated the tweakbale blockciphers and presented two design paradigms, named
after the authors as LRW1 and LRW2. Since then the design landscape of tweakable
blockciphers has taken two paths. One of them is of ad-hoc designs, that gained popularity
with the advent of TWEAKEY [JNP14] platform, e. g., the Deoxys-TBC [JNPS21], Skinny
[BJKLMPSSS16], QARMA [Ava17], with their security bolstered by cryptanalysis. The other
one is provably secure designs, e. g., the original constructions of [LRW02], LRW1 and
LRW2, XEX [Rog04] and its extensions [CS08; Min06; GJMN16]. The security of provably
secure designs depends on the security assumptions on the underlying primitives. However,
the designs just mentioned have at most birthday-bound CCA security due to detectable
internal collisions.

Landecker et al. [LST12] first noticed that cascading two independent instances of LRW2
achieves beyond birthday bound security. Their proof of 2n/3-bit security of 2-LRW2
was later corrected by [Pro14]. [JN20] finally gave 3n/4-bit security proof for 2-LRW2,
improving upon the proof ideas of [Men18]. [Men18] also proposed a 3n/4-bit attack
against 2-LRW2, implying that the above security proof is tight. For the general r ≥ 2-
rounds of cascaded LRW2 the best known security bound is rn/(r+ 2)-bit security [LS13].

In [BGGS20], Bao et al. proposed cascading the LRW1 to achieve BBB security. They
showed that three rounds of LRW1, in short 3-LRW1, has 2n/3-bit security. Later it was
shown that 3-LRW1 also has 3n/4-bit CPA security. The 3-LRW1 is popularly known as
TNT, greatly appreciated for its efficient design and highly believed to be capable of
achieving even 3n/4-bit CCA security. For the general r ≥ 3 rounds of cascaded LRW1 the
best known security bound is (r− 1)n/(r+ 1)-bit security [ZQG23].

Our Contributions. In our paper [JKNS24], we have proposed a fully scalable birthday-
bound CCA attack on TNT a.k.a. 3-LRW1. It is a matching attack since we also showed
that TNT and even its single-keyed version (where the three blockciphers that constitute
the underlying primitives of 3-LRW1 are not independent, but keyed by the same key) are
birthday-bound secure. Our attack disproves the beyond-birthday-bound security claims
by [BGGS20]. We identified the bug in the proof, where a random variable is erroneously
assumed to have uniform distribution, leading to the overestimation of security. Our attack
is explained in section 15.1 of this dissertation. We give the security analysis in section
15.2.

In [JKNS24] we also formulated the generalized view of the cascaded LRW paradigm:
naming it the LRW+ design, which consists of two blockcipher calls sandwiched between
a pair of tweakable universal hashes. We show that as long as the tweakable hashes are
sufficiently universal, the LRW+ construction is CCA secure up to 23n/4 queries. Note that
LRW+ encompasses both 2-LRW2 and 4-LRW1. Thus, as a direct side-effect of our analysis,
we have that 2-LRW2 and 4-LRW1 are CCA secure up to 23n/4 queries. In case of 2-LRW2,
our bound matches the tight analysis in [JN20].
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1.3.4 The consequent classes of Mirror Theory problem

We will try to classify the systems of equations and non-equations obtained as the real-
world realizability criteria of the transcript obtained in the security games of the above
constructions. For the following discussion it is beneficial to understand the following
points:

• The scope of this dissertation covers only homogeneous systems of bivariate non-equations,
which contains non-equations of the form Xi ⊕Xj ̸= 0n, or in other words Xi ̸= Xj .
So whenever non-equations are mentioned, we might very well narrow down our
gaze to these types of non-equations only.

• The block-maximality of a system is the maximum number of variables that gets
determined if one variable is assigned a value. To aid visualization, one could think
of a system of bivariate equations as a labeled undirected graph on the variables
as vertices, having an edge between two vertices Xi and Xj labeled λ, if and only if
there is an equation in the system Xi ⊕Xj = λ. Note that the block-maximality of a
system of bivariate equations is simply the size of the maximum component of the
corresponding graph. We often denote the block-maximality as ξmax.

• To prove beyond-birthday-bound security of a construction, we generally have to
show that the lower bound on the number of solutions to the corresponding system
of equations and non-equations is a very close approximation of the expected number
of solutions. What we mean by the expected number of solutions to a system of
equations and non-equations is the expected number of solutions to the system when
the constants on the r.h.s. of the equation are chosen uniformly randomly.

complete mirror theory problem . Consider the transcript {(x1, y1), . . . , (xq, yq)}
obtained in the security game of the XORπ

1 construction. If we denote Y2i−1 = π(0∥xi)
and Y2i = π(1∥xi), for i ∈ [q], we get a bivariate system of equations X2i−1 ⊕ X2i = yi
with ξmax = 2, and a system of non-equations Xi ⊕Xj ̸= 0n for all i ̸= j ∈ [q]. There is a
non-equation between any two variables, hence complete. In our paper [DNS22] show that
the number of solutions to the above system of equations and non-equations is at least as
much as the expected number of solutions, which (2n)2q /2nql. The proof is presented in
Chapter 6 of this dissertation. As an application of this result we show it implies that the
XOR1 is a n-bit secure PRF.

Now consider the transcript {(x1, yk1 ), . . . , (xq, ykq )}, obtained in the security game of the
XORPπ[k] construction. Here yki = (yi,1, . . . , yi,k) denotes the i-th response of the real/ideal
oracle. Denoting the k + 1 outputs of the underlying primitive as Yi,j = π(⟨j⟩∥xi), j ∈
[k+ 1], i is easy to check, that the corresponding systems of equations will be

Y1,1 ⊕Y1,2 = y1,1 Yq,1 ⊕Yq,2 = yq,1
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Y1,1 ⊕Y1,3 = y1,2 Yq,1 ⊕Yq,3 = yq,2

... · · ·
...

Y1,1 ⊕Y1,k+1 = y1,k Yq,1 ⊕Yq,k+1 = y1,k

and the system of non-equations will be complete. Note that, the above system of equations
is bivariate but has block-maximality k + 1. In our paper [CDNPS23], we showed the
following:

Theorem 7.1 (informal): For a wide range of ξmax (ξmax ≈ O(2n/4)) the number of solutions
to a system of bivariate equations and a complete system of non-equations is at least the expected
number of solutions, even if q = O(2n).

We present this proof in Chapter 7 of this dissertation. As we will show later the PRF
security game of 2k-HtmB-p2 and PRP security game of six-round Feistel construction
both yield systems of bivariate equations with ξmax in the order of log2 n. In Chapter 14,
we revisit the n-bit PRF security proofs of the XORP and 2k-HtmB-p2 and the n-bit PRP
security of six-round Feistel, using our revised bounds, as obtained in Chapter 7.

bipartite mirror theory problem . As noted in Example 1.2, the security analysis
of XOR2 construction yields a system of bivariate equations, Xi ⊕ Yi = λi, and non-
equations, where the non-equations are only between the X-variables or Y-variables, i. e.,
we can bipartition the variables into two sets, where all the variables in the same set have to
be pairwise-distinct. There is no non-equation between two variables belonging to different
sets. We name this class of Mirror Theory Problems, the bipartite Mirror Theory problem,
BMTP. As for the system of equations obtained due to XOR2 security analysis, the size of
each component is 2. In [DNS22] we prove the following:

Theorem 8.1 (informal): The number of solutions to a consistent BMTP problem with ξmax = 2 is
at least (1− ϵ) times the expected number of solutions, where ϵ ≈ O(q2/22n).

The lower bound analysis is given in Chapter 8.

H̃HH1
π1 ⊕⊕⊕ π2 H̃HH

−1
2

M C
X Y V U

HHH

T

Λ

Figure 1.2: The LRW+ construction.

Now consider the LRW+ design, see Fig. 1.2. We can see that the security analysis of
LRW+ will yield a system of bivariate equations Yi ⊕ Vi = Λi, i ∈ [q]. Now Xq ↔ Yq

and Vq ↔ Uq. Thus we cannot assume that all Y-variables are pairwise distinct or all
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V-variables are pairwise distinct because for that we need to guarantee that there is no
collision in X or U-variables, leading to birthday bound. Now if we allow for collisions
in the Y and V-variables, then we can basically club all the Y-variables colliding into one
variable and we end up with components more complicated than isolated edges, i. e., a
system of equations for which ξmax ≥ 2. However, we can declare only those transcripts
to be good for which the components are of manageable structure, like star graphs, and
restrict our lower bound analysis to BMTP problems with this special graph structure only.
In [JN20], Jha et al. have shown the following:

Theorem 9.1 (informal): The number of solutions to a BMTP problem, with only star graphs
as components, is at least (1− ϵ)× S, where is ϵ ≈ O(23n/4) and S ≥ the expected number of
solutions.

S is chosen in a convenient manner so as to simplify the real-to-ideal world probability
ratio in the security proof of 2-LRW2. We present the lower bound analysis in Chapter 9.

restricted mirror theory problem . Let us consider the 1k-DBHtS construction.

HEk

Ek

Ek

m ⊕⊕⊕ Ti

Xi1

Xi2

Yi1

Yi2

Given a transcript of interaction and the hash evaluations corresponding to each query,
one can lower bound the probability that the transcript is realizable, by lower bounding the
number of pairwise-distinct solutions to the system of bivariate equations, Yi1 ⊕Yi2 = Ti.
The main point of departure of this problem from the previous variants of Mirror Theory
is that none of the variables are allowed to take values in the forbidden set, consisting of
all the blockcipher input-outputs generated during the given hash function evaluations,
as π0,π1 and π2 are domain-separated versions of the same random permutation. Note
that in this case, the system of non-equations is again complete. We call the Mirror Theory
problem with a system of equations (may not be bivariate) and non-equations (among
every two variables), such that none of the solutions can take values from a restricted set,
the complete restricted Mirror Theory problem, in short, CRMTP.

On the other hand, the security analysis of the public permutation-based construction,
the sum of r Even-Mansour, leads to q equations, each having r-variables, one correspond-
ing to the output of each of the r underlying permutations, and non-equations between
only the output variables of same permutation. Since the adversary can query the public
permutations in the offline phase, the internal variables cannot be assigned any value from
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the set of responses the adversary obtained in the offline phase. This class of Mirror Theory
problems is called regular partite restricted Mirror Theory problem, or in short RPRMTP.

In [CEJNS24] we show the following:

Theorem 12.1 and 11.1 (informal): Both the variants, CRMTP and RPRMTP, have number of
solutions at least (1− ϵ) times the expected number of solutions.

We give the lower bound analysis of CRMTP in Chapter 12 and that of RPRMTP in Chapter
11.
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2
D E F I N I N G S E C U R I T Y

In this chapter, we present a unified mathematical formulation of any interactive game
between an adversary and a challenger in a typical security game considered in this
dissertation. We call it the probabilistic function model. It was formulated in [JN22] and we
adopt it here. We formally define all the assumptions about the adversaries considered in
this dissertation. Finally, we define all the security notions that we will explore.

2.1 probabilistic function model for interactive algorithms

Definition 2.1 (probabilistic function). A probabilistic function from X to Y is a function
f : Ω×X → Y , for some sample space Ω. For the sake of brevity, we sometimes suppress the
underlying sample space Ω and simply denote the above function as f : X

∗→ Y .

We can think of the probabilistic function f : Ω ×X → Y as mapping x ∈ X

to the random variable f(W,x), where W
∗← Ω (popular choices are uniform or wor

sampling). Thus a probabilistic function induces a family of probability measures on Y ,
pf = {pf ,x : x ∈ X }, defined as pf ,x(y) := Pr

W
∗←Ω (f(W,x) = y) for y ∈ Y . For a

probabilistic function f : X
∗→ Y q, we can define its component probabilistic functions as

fi : X q ∗→ Y such that f(W,x) = (f1(W,x), . . . , fq(W,x)) for x ∈X .

Definition 2.2 (computationally bounded challenge function). A q-bounded (X ,Y )

challenge function is a probabilistic function f : X q ∗→ Y q such that fi is functionally
independent of X [i+1..q].

Definition 2.3 (computationally bounded adversarial function). A q-bounded (X ,Y )

adversarial function is a probabilistic function f : Y q ∗→ X q such that fi is functionally
independent of Y [i..q]. Moreover, it is called deterministic if the underlying sample space Ω is a
singleton, which can hence be ignored.

An interactive (probabilistic) algorithm can be viewed as an adversarial function A :
Y q ∗→ X q, where the underlying sample space is the space from which the algorithm
draws its random coins, R, that interacts with its oracle, which in turn can be viewed
as a challenge function, O : X q ∗→ Y q, whose random coins, R′, are independent of R:
the interactive algorithm starts the interaction by querying x1, that depends only on the
random coin of A, and the oracle replies with y1 that depends on x1 and the random coins
of O. The adversary then queries x2 as a function of y1 and random coins of the adversary,

21



22 defining security

and the oracle replies with y2, which depends on x1,x2 and the oracle’s random coins,
and so on. The interaction of any interactive algorithm with query complexity q, is thus
modeled by q-bounded adversarial and challenge functions.

By definition of the adversarial and challenge function there exist functions A′i : Y i−1 ∗→
X and O′i : X i ∗→ Y , such that Ai(yq) = A′i(y

i−1) and Oi(xq) = O′i(x
i).

Definition 2.4 (transcript of interaction). Let A and O be q-bounded (X ,Y ) adversarial and
challenge functions. Then the transcript of interaction between A and O is a random variable
τ (AO) := (Xq,Yq), where the random variables Xi and Yi are defined sequentially as:

Xi := A′i(R,Y
i−1), Yi = O′i(R

′,Xi),

where R and R′ are the random coins of A and O, respectively.

The randomness of the transcript is entirely derived from the random coins. Thus fixing
R = r and R′ = r′ yields a unique value (xq, yq) for the transcript, where xq = A(r, yq)

and yq = O(r′,xq). Thus it follows from the independence of R and R′ that

Pr
(
τ (AO) = (xq, yq)

)
= Pr (A(R, yq) = xq) ·Pr (O(R′,xq) = yq) = pA,yq (x

q) ·pO,xq (y
q)

Thus the distribution of τ (AO) is entirely determined by the family of distributions pA

and pO.

Definition 2.5 (extended transcript). Given a challenge function O, we define the S -extended
challenge function as a probabilistic function O = (O,S) : X q ∗→ Y q ×S . For any adversarial
function A : Y q ∗→X q, we define the extended transcript of interaction between A and O, as

τ (AO) = τ (AO) = (τ (AO) = (Xq,Yq),S(Xq)) = (τ (AO(R,·)),S(R,X q))

where R is the random coins of O. The random variable S(Wq) is called the supplement to the
challenge function O.

An S -extended challenge function induces the family of distributions

pO,xq (y
q, s) = Pr (O(xq) = yq,S (xq) = s)

Again by the independence of the random coins of A and O, we have that the distribution
of the extended transcript is completely determined by the pA and pO,

Pr
(
τ (AO) = (xq, yq, s)

)
= pA,yq (x

q) ·pO,xq (y
q, s)

The extended challenge function models those oracles that might release some extra
information, depending on the queries of the interactive algorithm, after the interaction is
over, implying that the queries are independent of this extra information.
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2.1.1 Some popular oracles

In this dissertation we will quite frequently use the following oracles modeled as challenge
functions.

keyed function. A family of functions from X to Y , indexed by a key space
K , F = {Fk : k ∈ K }, can be viewed as a function, F : K ×X → Y , defined as
F (k,x) := Fk(x). If we treat the key space as the sample space mentioned in the definition
of a probabilistic function, we get a challenge function, which we call the keyed function,

F(k,xq) = (F (k,x1), . . . ,F (k,xq)), x
q ∈X q.

keyed strong permutation. If for every key k ∈ K , F (k, ·) is a permutation on X ,
then one should make provision for an interactive algorithm to query this oracle both in
the forward and backward direction. This motivates us to define the keyed function family,
F± = {F±k : k ∈ K }, where

F±k : {+1,−1} ×X →X

(+1,x) 7→ Fk(x)

(−1,x) 7→ F−1k (x)

The challenge function corresponding to the function F±, denotes as F±, is called a keyed
strong permutation.

It is easy to see that the family of distributions induced by F± is completely determined
by the family of distributions induced by F, since for (δq,xq, yq) ∈ {−1,+1}q ×Xq ×Xq,
we have

Pr
(
F±(δq,xq) = yq

)
= Pr (F(aq) = bq)

where (δq, aq, bq) is the undirected representation of (δq,xq, yq) defined as

(ai, bi) :=

{
(xi, yi) if δi = 1

(yi,xi) if δi = −1

ideal oracles . We now define certain ideal challenge functions by specifying the
family of distributions it must induce:

Definition 2.6 (random function). A (X ,Y ) challenge function ρ is called a random function
if for (xq, yq) ∈X q ×Y q,

Pr (ρ(xq) = yq) =

{
|Y |−d if xq 7→ yq

0 otherwise
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where d = |x{q}|.
A more direct way of describing a random function as a challenge function is to take Func(X ,Y )

as the sample space of the function, ρ : Func(X ,Y )×X → Y , such that ρ(f ,x) = f(x).

Definition 2.7 (random permutation). A (X ,X ) challenge function π is called a random
permutation if for (xq, yq) ∈X q ×X q,

Pr (π(xq) = yq) =

{
1/(|Y |)d if xq ↔ yq

0 otherwise

where d = |{(}xq)|.
A more direct way of describing a random permutation as a challenge function is to take Perm(X )

as the sample space of the function, π : Perm(X )×X →X , such that π(p,x) = p(x).
We can similarly define a strong random permutation, π± as the challenge function inducing

the following distributions: for (δq,xq, yq) ∈ {−1,+1}q ×X q ×X q,

Pr
(
π±(δq,xq) = yq

)
=

{
1/(|Y |)d if aq ↔ bq

0 otherwise

where (δq, aq, bq) is the undirected representation of (δq,xq, yq) and d = |{(}aq)|.

Definition 2.8 (tweakable random permutation). A (T ×X ,X ) challenge function π̃ is
called a tweakable random permutation if for (tq,xq, yq) ∈ T q ×X q ×Y q,

Pr (π̃(tq,xq) = yq) =


r∏
i=1

1

(|Y |)di
if xq tq↔ yq

0 otherwise

where r = |t{q}| and for t′1, . . . , t
′
r being the distinct elements in tq, di = |{xj : tj = t′i}|.

The direct way of describing a tweakable random permutation as a challenge function is
to take P̃erm(T ×X ,X ) := Func(T ,Perm(X )) as the sample space of the function, π̃ :
Func(T ,Perm(X ))×T ×X →X , such that π̃(p̃, t,x) = p̃(t)(x).

2.2 distinguishers and distinguishing advantage

A distinguisher of two (X ,Y ) challenge functions O1 and O2, is defined as the tuple (A,b),
and denoted as Ab, where

• A is a (X ,Y ) adversarial function drawing its random coins from Ω, and

• b : Ω×X q ×Y q → {0, 1} is a decision predicate,

such that output of AOi
b , with random coins W

∗← Ω, is b(W, τ (AOi)). Now we define the
advantage of Ab in distinguishing between the challenge functions O1 and O2 as
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∆Ab
(O1;O2) =

∣∣∣Pr(AO1
b → 1

)
−Pr

(
AO2

b → 1
)∣∣∣

Let

A = b−1(1) = {(ω,xq, yq) ∈ Ω×X q ×Y q : b(ω,xq, yq) = 1}

Then by Lemma A.2 we have

∆Ab
(O1;O2) ≤ ∆((W, τ (Ab

O1)), (W, τ (Ab
O2))) (2.1)

assumptions on distinguishers . In the method of analysis pursued in this disser-
tation we make certain assumptions about the nature of distinguishers we would consider
in our security definitions. These assumptions, instead of being restrictive, actually increase
the distinguishing advantage of the distinguishers considered. Hence the security proofs
can be looked upon as a kind of worst-case analysis.

1 . time unbounded : We assume the decision predicate is bopt defined as:

bopt(ω,x
q, yq) =

{
1 if Pr

(
W = ω, τ (AO1) = (xq, yq)

)
≥ Pr

(
W = ω, τ (AO2) = (xq, yq)

)
0 otherwise.

bopt is the optimum decision predicate in the sense that it achieves equality in
(2.1). bopt may not be efficiently computable. However, since we are interested in
information-theoretic security analysis we will consider time/memory-unbounded
distinguishers. To measure the distinguisher efficiency we will only consider its oracle
query complexity. Since we have fixed the decision predicate, here onwards we abuse
notation to simply denote a distinguisher by its adversarial function A, omitting bopt

from the suffix.

2 . deterministic : For any adversarial function we can find a deterministic adversarial
function that is a better distinguisher than the former. Suppose the adversarial
function A has a sample space Ω. Fix ω ∈ Ω. Let Aω be a deterministic adversarial
function that just executes A with the random coin ω. Then we have ∆A(O1;O2) =

EW (∆AW(O1;O2)) . Since there must exist ω0 ∈ Ω such that EW (∆AW(O1;O2)) ≤
∆Aω0 (O1;O2), we obtain a deterministic distinguisher Aω0 such that

∆A(O1;O2) ≤ ∆Aω0 (O1;O2)

Hence, without loss of generality, we consider only deterministic distinguishers.

3 . no redundancy : Depending on the challenge function our distinguisher is interact-
ing with, we declare the following queries redundant. We will call the i-th query
redundant:
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• Keyed function: ∃j < i : xi = xj

• Keyed strong permutation: ∃j < i : (δi,xi) = (δj ,xj) ∨ (δi,xi) = (−δj , yj), where
yj is the j-th response by the challenge function.

• Tweakable keyed permutation: ∃j < i : (ti = tj)∧ ((δi,xi) = (δj ,xj) ∨ (δi,xi) = (−δj , yj)),
where yj is the j-th response by the challenge function.

In all these cases the response to the i-th query by the respective challenge function is
completely determined by the j-th query-response pair, and hence the distinguisher is
better off not making a redundant query. Thus we only consider those distinguishers
that never make redundant queries.

query complexity in different security games . In the formulation above we
consider a high-level adversary that has query complexity q, which in simpler terms means
the adversary can make q oracle queries. However, the nature of the queries varies with
the underlying examples. We consider two such important cases because they are relevant
to this dissertation:

• Consider a construction where the underlying primitive, although still assumed to
be random, can be public, e. g., in the PRF construction, the sum of Even Mansour,
the underlying primitives are public random permutations. In this scenario, the
adversary can be stateful: in the offline phase it queries the public permutation and in
the online phase it queries the construction. We typically denote the bound on such an
adversary’s offline queries by p and the bound on online queries by q, as usual. An
adversary with query complexity (p, q) is called a (p, q)-adversary.

• Consider variable input length construction where the underlying primitives have
n-bit inputs. If a message of length m comes, it is typically broken into ℓ = ⌈m/n⌉
blocks and then processed by the underlying primitives. In this case it becomes
necessary to parameterize the query complexity by the 3-tuple ρ = (q, ℓ,σ), where q
is the number of queries, ℓ is the maximum length in blocks of any query, and σ is
the total number of blocks queried. In such security games, the adversary having
query complexity ρ, is called a ρ-adversary.

2.3 security definitions

Let O be a q-bounded (X ,Y ) challenge function, and let A(q) be the space of all q-
bounded (X ,Y ) adversarial functions. Then we define the following distinguishing
advantages against O:
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PRF/(S)PRP/T(S)PRP distinguishing advantages

Advprf
O (q) = max

A∈A(q)
∆A(O;ρ)

Advprp
O (q) = max

A∈A(q)
∆A(O;π) Advsprp

O (q) = max
A∈A(q)

∆A(O
±;π±)

Advtprp
O (q) = max

A∈A(q)
∆A(O; π̃) Advtsprp

O (q) = max
A∈A(q)

∆A(O
±; π̃±)

This completes the discussion on security notions.
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H - T E C H N I Q U E

In this chapter, we explore the H-coefficient technique, introduced by Patarin [Pat09], and
its extensions, and how they bound the distinguishing advantage of an adversary.

3.1 bounding distinguisher advantage

The assumptions on the distinguishers imply that

∆A(O1;O2) = ∆((W, τ (AO1)), (W, τ (AO2))) by definition of bopt

= ∆(τ (AO1), τ (AO2)) since A is deterministic

Thus to bound the advantage of a distinguisher, A, in distinguishing between the two
challenge functions O1, O2, we have to bound the statistical distance between the transcript
random variables corresponding to the interaction of A with either O1 or O2.

We first present a version of the expectation method proposed by Hoang et al [HT16], that
takes into consideration extended challenge functions. A similar version can be found in
[JN22] too. The reason why we present this theorem first is because the classic coefficients
H-technique exposed by Patarin in [Pat09] and even the extended version of it [JN22], can
be derived from this generalized theorem.

expectation method

Theorem 3.1. Let O1 and O2 be two (X ,Y ) challenge functions and O1 = (O1,S1),O2 =

(O2,S2) be S -extended version of them, respectively. Consider the random variables Θ1 =
τ (AO1) and Θ2 = τ (AO2). Let Ω = Supp(pΘ1), and fix any subset Ωbad ⊆ Ω. Let
ϵ : Ω→ [0, 1] be a function satisfying:

• ϵ(t) = 1 for all t ∈ Ωbad

• ϵ(t) ≥ max{0, 1−pΘ2(t)/pΘ2(t)} for all t ∈ Ω \Ωbad.

Then

∆A(O1;O2) ≤ EΘ1 (ϵ(Θ1)) . (3.1)

The theorem statement follows from Lemma A.3.

29
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In the above theorem if the function taken is such that ϵ(t) = ε for all t ∈ Ω \Ωbad,
where ε ∈ [0, 1] is a constant, then the right-hand side of the inequality Eq. (3.1) becomes
pΘ1(Ωbad) + ε. Thus we have the extended H-technique [JN22], given as follows:

extended H-technique

Corollary 3.0.1. Let O1 and O2 be two (X ,Y ) challenge functions and O1 =

(O1,S1),O2 = (O2,S2) be S -extended version of them, respectively. Consider the ran-
dom variables Θ1 = τ (AO1) and Θ2 = τ (AO2). Let Ω = Supp(pΘ1), and fix any subset
Ωbad ⊆ Ω. If

pΘ2(t)

pΘ1(t)
≥ 1− ε, ∀t ∈ Ω \Ωbad

then

∆A(O1;O2) ≤ pΘ1(Ωbad) + ε. (3.2)

All the distinguishers above were implicitly equipped with the optimal decision function
bopt : Ω×X q ×Y q ×S → {0, 1} defined as

bopt(ω,x
q, yq, s) =


1 if Pr

(
τ (AO1) = (xq, yq),S(xq) = s

)
≥ Pr

(
τ (AO2) = (xq, yq),S′(xq) = s

)
0 otherwise.

Now let us consider a distinguisher that instead uses the decision predicate

b(ω,xq, yq, s) =

{
1 if Pr

(
τ (AO1) = (xq, yq)

)
≥ Pr

(
τ (AO2) = (xq, yq)

)
0 otherwise.

which, as one can see, is functionally independent of S , i. e., the distinguisher ignores the
supplements in the extended transcripts. Note that we have ∆A(O1;O2) = ∆Ab

(O1;O2) ≤
∆Abopt

(O1;O2). This observation leads to the coefficient H-technique [Pat09].

coefficient H-technique

Corollary 3.0.2. Let O1 and O2 be two (X ,Y ) challenge functions. Consider the random
variables Θ1 = τ (AO1) and Θ2 = τ (AO2). Let Ω = Supp(pΘ1), and fix any subset
Ωbad ⊆ Ω. If

pΘ2(t)

pΘ1(t)
≥ 1− ε, ∀t ∈ Ω \Ωbad
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then

∆A(O1;O2) ≤ pΘ1(Ωbad) + ε. (3.3)

We present here a more fine-grained version of the expectation method as follows:

Fine-grained Expectation Method

Theorem 3.2. Let Ω be the set of all transcripts. For some ϵbad ≥ 0 and ϵratio : Ω → R,
suppose there is a set Ωbad ⊆ Ω satisfying the following conditions:

• Pr (Θ0 ∈ Ωbad) ≤ ϵbad,

• ϵratio is non-negative on Ω \Ωbad,

• for any ω /∈ Ωbad, ω is attainable and
Pr (Θ1 = ω)

Pr (Θ0 = ω)
≥ 1− ϵratio(ω).

Then for any distinguisher A trying to distinguish between O1 and O0, we have the following
bound on its distinguishing advantage:

∆A(O1;O2) ≤ ϵbad + EΘ0 (χgoodϵratio) ,

where χgood denotes the indicator function for Ω \Ωbad.

H-technique is the umbrella term that applies for all three methods (Theorem 3.1, Corol-
laries 3.0.1 and 3.0.2) defined above, and although the latter two methods are derivatives
of the expectation method, we will use them in security proofs of different cryptographic
constructions, according to suitability.

3.2 mirror theory as a consequence of h-technique : a toy example

optimal prf security of the XOR1 construction. Consider the ({0, 1}n−1, {0, 1}n)
challenge function O defined as O(x) = π(0∥x)⊕ π(1∥x) where π is a {0, 1}n random

permutation, i. e., π $← Perm({0, 1}n). We want to find out the PRF security of the above
construction, i. e., we want to calculate Advprf

O (q) = maxA∈A(q) ∆A(O;ρ), where ρ is a
({0, 1}n−1, {0, 1}n) random function. To bound ∆A(O;ρ) via the coefficient H-technique
(Corollary 3.0.2). Consider the naive decision predicate, b : ({0, 1}n−1)q × ({0, 1}n)q →
{0, 1}, defined as

b(xq, yq) =

{
1, if ∃i ∈ [q] : yi = 0.

0, otherwise.
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Note that for any adversarial function A ∈A(q), we have Pr
(
b(τ (AO)) = 1

)
= 0, while

Pr (b(τ (Aρ)) = 1) = q/2n. Thus ∆Ab
(O;ρ) = q/2n. We will show soon enough that no

distinguisher can do any better than this naive distinguisher.
In this distinguishability scenario, all transcripts are attainable, in the sense that Ω =

Supp(τ (Aρ)) = ({0, 1}n−1)q× ({0, 1}n)q. We define the subset of bad transcripts as Ωbad =

{(xq, yq) : yi = 0 for some i ∈ [q]} = Supp(τ (Aρ)) \ Supp(τ (AO)), where due to the
last equality O and ρ are obviously distinguishable, as is also seen with above naive
distinguisher. Letting Θ1 := τ (Aρ) and Θ2 := τ (AO), we have pΘ1(Ωbad) = q/2n and
pΘ1(x

q, yq) = 2−nq, by definition of the random function (Definition 2.6). If we could
prove pΘ2(x

q, yq) ≥ 2−nq for all (xq, yq) ∈ Ω \Ωbad, then by the coefficient H-technique
(here ε = 0, see Corollary 3.0.2), we have ∆A(O;ρ) ≤ q/2n, for any adversarial function
A ∈A(q), thus implying n-bit PRF security of O.

Now, let us define the 2q random variables: V2i−1 := π(0∥xi) and V2i := π(1∥xi) for
i ∈ [q]. Consider the system of equations and non-equations given below, which must be
satisfied for the event, O(xq) = yq, to hold:

(equations). V2i−1 ⊕V2i = yi for i ∈ [q].

(non-equations). Vi ̸= Vj , which can be equivalently written as Vi ⊕ Vj ̸= 0, for
i, j ∈ [q], i ̸= j.

If the number of solutions to the above system of equations and non-equations i. e., the
number of 2q-tuples of n-bit numbers satisfying the above system, is at least N , then we
have pΘ2(x

q, yq) ≥ N/(2n)2q. Thus to show n-bit PRF security of O, we need to show that
the number of solutions to the above system of equations and non-equations is at least (2n)2q/2nq.
The italicized statement is in fact a particular case of Mirror theory, as we will introduce
next.



Part II

R E S U LT S A N D P R O O F S

In the second part of the dissertation, we introduce the Mirror Theory Problem
in general, discuss some of its variants, claim lower bounds to the number of
solutions corresponding to each variant, and prove them using combinatorial
arguments.





4
T H E M I R R O R T H E O RY P R O B L E M

The Mirror Theory Problem is a combinatorial optimization problem, specifically a lower-
bound analysis of the number of solutions to a system of equations and non-equations over a field.
A system of equations over a field is a well-defined algebraic notion, and the number of
solutions to such a system on discrete fields can be counted straightforwardly, by just
keeping in mind that given a solution, all other solutions can be found by translating
the kernel, of the coefficient matrix of the system, by the given solution. The size of the
kernel itself is determined by the rank of the coefficient matrix. However, when you
throw non-equations, like X1 + · · ·+Xj ̸= λ, in the mix, the number of solutions is not yet
determined.

The Mirror Theory Problem

A particular problem in MTP(v,e,n), the class of Mirror Theory problems with parame-
ters v, e,n ∈N, representing the number of variables, equations and non-equations,
respectively, is instantiated by

• A vector space V over a finite field (F,+, ·).

• ae = (a1, . . . ,ae), with ai ∈ Fv, denoting the coefficients of the i-th equation,
for all i ∈ [e].

• bn = (b1, . . . , bn), with bi ∈ Fv, denoting the coefficients of the i-th non-
equation, for all i ∈ [n].

• λe = (λ1, . . . ,λe) ∈ Ve, where λi is the constants of the i-th equation, for
i ∈ [e].

• θn = (θ1, . . . , θn) ∈ Vn, where θi is the constants of the i-th non-equation, for
i ∈ [n].

• V∗ ⊆ V, the set where the v variables can take values from.

This particular problem, denoted as MTP(ae, bn,λe, θn,V∗), is to find the number of
solutions to the following system of equations and non-equations:

(equations). ai,1 ·X1 + · · ·+ ai,v ·Xv = λi, i ∈ [e].

35
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(non-equations). bi,1 ·X1 + · · ·+ bi,v ·Xv ̸= θi, i ∈ [n].

where X1, . . . ,Xv are V∗-valued variables . xv = (x1, . . . ,xv) ∈ (V∗)v is called a
solution to the above system of equations and non-equations, if assigning the values
Xi = xi the left-hand side and right-hand side of the equations match, and the
left-hand side and right-hand side of the non-equations do not match.

simplifications . Due to the challenging nature of the mirror theory problem in its
current state, we mitigate its complexity through substantial simplifications for the scope
of this dissertation:

• Since the dissertation is cryptographically motivated, we restrict ourselves to the
vector space Fm

2 over the binary field (F2,⊕, •), where ⊕ is the bitwise-xor operation
(involutive), and is bitwise scalar multiplication.

• The Mirror Theory Problem with non-homogenous system of non-equations is out
of the scope of this dissertation. Here we are only concerned with non-equations,
with 0m as constants. A bivariate non-equation with constant 0m, Xi ⊕Xj ̸= 0m can
be alternatively written as Xi ̸= Xj .

4.1 mirror theory with bivariate system of equations

Since xor-ing is essentially sequential in the summands, in this section we restrict ourselves
to bivariate systems of equations and non-equations, where every equation or non-equation has
exactly two variables that have to be xor-ed just once. This means that in the problems we
will consider wt(ai) = 2, i ∈ [e] and wt(bi) = 2, i ∈ [n].

Complete Homogeneous Bivariate Mirror Theory Problem

The complete homogeneous bivariate Mirror Theory Problem instantiated by

• ae = (a1, . . . ,ae), with ai ∈ Fv
2, wt(ai) = 2, for all i ∈ [e].

• λe = (λ1, . . . ,λe) ∈ (Fm
2 )e.

also denoted as CMTP(ae,λe), is to find the number of solutions to the system of
equations and non-equations:

(equations). ai,1X1 ⊕ · · · ⊕ ai,vXv = λi, i ∈ [e].

(non-equations). Xi ̸= Xj for all i, j ∈ [v], i ̸= j.
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If the variables are restricted to take values from V∗ ⊆ Fm
2 , then the problem is

called restricted complete homogeneous bivariate Mirror Theory Problem, denoted as
RCMTP(ae,λe,V∗). Of course, CMTP(ae,λe) = RCMTP(ae,λe,Fm

2 ).

Bipartite Homogeneous Bivariate Mirror Theory Problem

The bipartite homogeneous bivariate Mirror Theory Problem instantiated by

• A bipartition (A,B) of [v], i.e. [v] = A⊔B.

• ae = (a1, . . . ,ae), with ai ∈ Fv
2, wt(ai|A) = 1, wt(ai|B) = 1, for all i ∈ [e].

• λe = (λ1, . . . ,λe) ∈ (Fm
2 )e.

also denoted as BMTP((A,B),ae,λe), is to find the number of solutions to the system
of equations and non-equations:

(equations). ai,1X1 ⊕ · · · ⊕ ai,vXv = λi, i ∈ [e].

(non-equations).
Xi ̸= Xj for all i, j ∈ A, i ̸= j

Xi ̸= Xj for all i, j ∈ B, i ̸= j
.

4.1.1 Graphical representation of a system of bivariate equations

Given ae = (a1, . . . ,ae), with ai ∈ Fv
2, wt(ai) = 2, i ∈ [e], and λe = (λ1, . . . ,λe) ∈ (Fm

2 )e,
we denote the system of equations

ai,1X1 ⊕ · · · ⊕ ai,vXv = λi, i ∈ [e] (4.1)

as E(ae,λe). For any permutation σ on [e], the set of all solutions to E(ae,λe), denoted as
S(ae,λe) ⊂ (V∗)v, is exactly same as S(aσ[e],λσ[e]), the set of all solutions to E(aσ[e],λσ[e]),
where aσ[e] = (aσ1,aσ2, . . . ,aσv), and λσ[e] = (λσ1,λσ2, . . . ,λσv). In other words, the order
of the equations does not affect the solution set, and hence we are going to ignore it. Let
us define an equivalence relation between the system of equations (as defined in Eq. (4.1)),
as follows: we say E(ae,λe) ∼E(be, γe) if be = aσ[e] and γe = λσ[e] for some permutation
σ over [e]. Let us denote the equivalence class of E(ae,λe) under ∼, as E[ae,λe]. This
equivalence class can be thought of as an unordered system of equations, depending only
on the multiset of coefficient-constant pairs, {{(a1,λ1), . . . , (ae,λe)}}. Let us denote the
collection of all these equivalence classes, each having v m-bit variables and e bivariate
equations, as EQC(v,e,F

m
2 ).
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Now consider the following collection of graphs:

GC(v,e,F
m
2 ) := {([v],E,L) : |E| = e,L : E → Fm

2 }

There is a one-to-one correspondence between EQC(v,e,F
m
2 ) and GC(v,e,F

m
2 ) defined as follows:

For an unordered system of equations E := E[ae,λe] ∈ EQC(v,e,F
m
2 ), let

G(E) :=
{
j1

λi j2 : ai,j1 = ai,j2 = 1, i ∈ [e]
}
∈ GC(v,e,F

m
2 )

Conversely, for any graph G = ([v],E,L) ∈ GC(v,e,F
m
2 ), we define E(G) := E[ae,λe], where

for any ordering of the edges in E, say E1 = {j1, k1}, . . . ,Ee = {je, ke},

ai = 1v(j1, j2); and λi = L(Ei), i ∈ [e].

We recall that 1v(j1, j2) ∈ Fv
2 has only two non-zero bits, the j1-th and j2-th bits.

X1 ⊕X2 = λ1

X1 ⊕X3 = λ2

X4 ⊕X5 = λ3

X3 ⊕X6 = λ4

X6 ⊕X1 = λ5

X4 ⊕X7 = λ6

1 2

3 6

7

4

5

λ1

λ2

λ4

λ5
λ6

λ3

Figure 4.1: The system of equations on the left is equivalent to the labeled undirected graph on the
right.

4.1.2 Consistency conditions for CMTP and BMTP

cycles . Suppose xv = (x1, . . . ,xv) ∈ (V∗)v satisfies the unordered system of equations
E. If, G(E), the corresponding undirected edge-labeled graph, has a cycle

j1
λ1 j2

λ2 · · · λp−1 jp
λp j1,

then adding up the following equalities (which hold since xv is a solution to E),

xj1 ⊕xj2 = λ1,xj2 ⊕xj3 = λ2, . . . ,xjp ⊕xj1 = λp

we get
⊕

i∈[p] λi = 0m. Thus we have established that for a system of equations E to have a
solution, any cycle in the corresponding graph G(E) must have label-sum 0m.

The above observation can be alternatively stated as follows: if some linear combination
of the coefficient vectors a1, . . . ,ae is null, then the same linear combination of the constants
λ1, . . . ,λe is also null, i. e., ai1 ⊕ · · · ⊕ aip = 0v =⇒ λi1 ⊕ · · · ⊕ λip = 0m. This is because if
ai1 , . . . ,aip sum to zero, then the edges corresponding to aij , j ∈ [p] (i. e., the edge {k1, k2}
if aij = 1v(k1, k2)), form a cycle (or a disjoint union of cycles) in G(E).
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paths . Now let xv be a solution to the system of equations E that also satisfy the
non-equation Xi ̸= Xj . Now if there is a path between the vertices i and j, say i λ1

i1
λ2 · · · λp−1 ip−1

λp j, then summing the equalities xi ⊕ xi1 = λ1,xi1 ⊕ xi2 =

λ2, . . . ,xip−1 ⊕ xj = λp, we get xi ⊕ xj =
⊕

i∈[p] λi, and hence, since xi ̸= xj , we must
have

⊕
i∈[p] λi ̸= 0m. This establishes that a system of equations has a solution satisfying the

non-equation Xi ̸= Xj if and only any path between the vertices i and j in G(E) has non non-zero
label-sum.

Definition 4.1 (consistent system). A system of equations and non-equations is called consistent
if it has at least one solution.

Lemma 4.1 (consistency conditions). The system of equations and non-equations in CMTP(ae,λe)

is consistent if:

• Every cycle in G(E[ae,λe]) must have label-sum 0m.

• Every path in G(E[ae,λe]) must have non-zero label-sum.

The system of equations and non-equations in BMTP((A,B),ae,λe) is consistent if:

• Every cycle in G(E[ae,λe]) must have label-sum 0m.

• Every even-length path in G(E[ae,λe]) must have non-zero label-sum.

The proof of this consistency lemma follows from the discussion above. For the second
part of the lemma, one should note that the graph, G(E[ae,λe]), for the BMTP((A,B),ae,λe)

problem, is a bipartite graph with shores A and B, and the non-equations are between
variables indexed by the same shore, implying that any path between them would be of
even length.

4.1.3 Standard Form of a System of Equations

Note that, if indeed for some m-bit numbers λ1, . . . ,λp, we have
⊕

i∈[p] λi = 0m, then for
any m-bit numbers, x1, . . . ,xp,

xi ⊕xi+1 = λi ∀i ∈ [p− 1] =⇒ xp ⊕x1 = λp.

This implies that, given E has at least one solution, for any cycle, j1
λ1 j2

λ2 · · · λp−1

jp
λp j1 in G(E), one can simply drop one of the edges, say e. g., the edge jp

λp

j1, or alternatively remove the equation corresponding to the edge, i. e., remove the
coefficient-constant pair (1v(j1, j2),λp) from the multiset of coefficient-constant pairs of
E ∈ EQC(v,e,F

m
2 ), and obtain the reduced system of equations E′ ∈ EQC(v,e−1,F

m
2 ), such that

set of all solutions to E is exactly same as the set of all solutions of E′. In other words,
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X1 ⊕X2 = λ1

X1 ⊕X3 = λ2

X4 ⊕X5 = λ3

X3 ⊕X6 = λ4

(((((((hhhhhhhX6 ⊕X1 = λ5

X4 ⊕X7 = λ6

1 2

3 6

7

4

5

λ1

λ2

λ4

λ6
λ3

Figure 4.2: One can check in Fig. 4.1, that the graph has the cycle 1 λ2 3 λ4 6 λ5 1, which
implies that for this system of equations to have a solution we must have λ2⊕λ4⊕λ5 =
0m, in which case the equation X6 ⊕X1 = λ5 becomes redundant.

linear dependency among the coefficient vectors leads to redundant equations. Thus we
can assume without of loss of generality that our collection of coefficient vectors is linearly
independent, or equivalently assume that G(E) is acyclic.

Given an undirected graph G, consider the equivalence relation⇝ on the vertex set of
G, where u⇝ v is there if a path from u to v. Then the equivalence classes are called the
components of the graph. Let GC(v,e,F

m
2 ,c) be the class of graphs having vertex set [v], e edges

and an m-bit edge-labeling function, such that the graph has c components. We define a
transformation Star : GC(v,e,F

m
2 ,c) → GC(v,v−c,F

m
2 ,c), under which a graph G ∈ GC(v,e,F

m
2 ,c) is

mapped to a graph S := Star(G) ∈ GC(v,v−c,F
m
2 ,c), such that each of the c components of S is

a star1, and the set of all solutions to E(G) is exactly same as the set of all solutions to E(S).
The transformation Star is defined as follows: For a graph G = ([v],E,L) ∈ GC(v,e,F

m
2 ,c), let

[v]/⇝= {[[vi]] : i ∈ c}, where vi is the representative of the i-th equivalence class, or, in
other words, vi is some arbitrary vertex of the i-th component, denoted as [[vi]]. Then

Star(G) :=
⊔
i∈[c]

{
vi

L(Pu⇝v) u : ∀u ∈ [[vi]],u ̸= vi

}
where Pu⇝v is any path from u to v, and L(Pu⇝v) is the sum of the labels of the edges
of the said path. Note that, if a system of equations has at least one solution, then any
two paths between vertices u and v will have the same label sum, and hence the above
transformation is well-defined.

Also, note that the transformation depends on the particular choice of the vertices vi, one
from each component. Different choices of such representative vertices would have led to
isomorphic graphs having star components, albeit with different edge labels. The choice of
the representative vertices does not matter because the system of equations, corresponding
to each such graph, will have the same set of solutions.

1 A star of v vertices, contains a vertex with degree v − 1 (also called the center of the star), and all the other
vertices have degree 1.
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X2 ⊕X1 = λ1

X2 ⊕X3 = λ1 ⊕ λ2
X2 ⊕X6 = λ1 ⊕ λ2 ⊕ λ4
X4 ⊕X5 = λ3

X4 ⊕X7 = λ6
1 2

3 6

7

4

5

λ1

λ
1 ⊕

λ
2

λ
1
⊕
λ
2
⊕
λ
4

λ6
λ3

Figure 4.3: The system of equations given here is in the standard form and is equivalent to the
system of equations given in Fig. 4.1

Definition 4.2 (standard form). We say that a system of equations, E, is in standard form if
every component of G(E) is a star. For any system of equations E, we say that E(Star(G(E))) is
a standardized version of E.

As any system of equations, that has at least one solution, can be standardized, we
reformulate our Mirror Theory problems assuming that the corresponding system of
equations is in standard form. Since a system of equations has the exact same set of
solutions as its standardized version, such an assumption is without loss of generality.

4.2 mirror theory with general system of equations

A general system of equations over Fm
2 can be represented as AXv = λe, where A ∈ Fe×v

2

is a e × v binary matrix, with i-th row the coefficient vector of the i-th equation, ai,
Xv = (X1, . . . ,Xv) is the vector of v variables, and λe = (λ1, . . . ,λe) is the vector of
constant of the equations, as mentioned in the definition of the MTP problem. Note that if
A has a zero column then the variable corresponding to this column does not appear in
the system of equations and hence can be ignored. Thus we assume that A has no zero
column.

Of course, an equation having more than two variables cannot be represented by a graph
edge, but we can still borrow the ideas from the graphical representation of bivariate
systems and adapt it to the general case:

components . Consider the augmented matrix A|λ corresponding to a system of
equations. We say that two rows ai|λi and aj |λj are adjacent, denoted ai|λi ∼ aj |λj
if and only if ai and aj share a common column index with non-zero entry. We say
that two rows ai|λi and aj are connected, denoted ai|λi ∼∼ aj |λj , if and only if there
exists a (possibly empty) sequence of rows (ak1 , . . . ,aku) such that ai ∼ ak1 ∼ · · · ∼
aku ∼ aj . Then, ∼∼ is an equivalence relation on row(A|λ), effectively partitioning
row(A|λ) = A1|λ1 ⊔ · · · ⊔Ac|λc. With a slight abuse of notations, we also write Ai|λi to
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denote the ei × (v+ 1) submatrix (also referred as a component) of A|λ corresponding to
the equivalence class Ai|λi = {aj1 |λj1 , . . . ,ajqi |λjqi}, i.e.

Ai|λi =


aj1 |λj1

...

ajqi |λjqi

 ,

where
∑

i ei = e. For each component Ai|λi of A|λ, let Ai denote the column-reduced form
of Ai, which is obtained by simply dropping all the zero columns from Ai. The rank of
Ai is the same as the rank of Ai. Let vi := |col(Ai)| and

∑
i vi = v. For any i ∈ [c], we say

that Ai|λi is isolated if qi = 1. By extension, A|λ is said to be isolated if Ai|λi is isolated
for all i ∈ [c].

Note that, both the relations, ∼ and ∼∼, are independent of λ. Accordingly, we often
view them as relations on row(A).

Definition 4.3 (Acyclic matrix). Any matrix A|λ is said to be cyclic if and only if there exists:

• two rows ai and aj that share at least two non-zero column indices; or

• a sequence of three or more distinct rows ai1 |λi1 ,ai2 |λi2 ,ai3 |λi3 , . . . ,ajk |λjk such that
ai1 |λi1 ∼ ai2 |λi2 ∼ ai3 |λi3 ∼ . . . ∼ ajk |λjk ∼ ai1λi1 .

All other systems are called acyclic.

Definition 4.4 (Canonical Component Form). Let A1|λ1 ⊔ · · · ⊔Ac|λc be the partitioning
of row(A|λ) with respect to ∼∼. The component form (CF) of A|λ with respect to an arbitrary
ordering (Ai1 |λi1 , . . . ,Aic |λic) is defined as the block matrix

CF(A|λ) :=


Ai1 0 · · · 0 λi1

0 Ai2 · · · 0 λi2
...

...
. . .

...
...

0 0 · · · Aic λic


A|λ can have several component forms. Unless stated otherwise, we always assume that

the system A|λ is in some component form, for if not, it can be placed in CF by swapping
of rows and columns.

cliques of non-equations . Note that a system of bivariate non-equations can
also be viewed as a labeled undirected graph, with one edge corresponding to each non-
equation. In CMTP we have dealt with non-equations with the corresponding graph being
complete, while in BMTP, the graph of the non-equations consists of exactly two cliques.
Here we generalize this notion so that the graph of the system of non-equations contains k
cliques.
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Restricted Mirror Theory Problem

The restricted Mirror Theory problem instantiated by

• An acyclic matrix in component form

A|λ :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ac λc

 ∈ F
e×(v+1)
2 .

with Ai ∈ F
ei×vi
2 ,λi ∈ (Fm

2 )ei×1;
∑

i ri = e,
∑

i vi = v.

• An equivalence relation ≃ inducing the partition P := (P1, . . . ,Pk) of [v], i.e.,
[v] = P1 ⊔ · · · ⊔ Pk.

• A family of sets R = {Ri ⊆ Fm
2 }i∈[k]

also denoted as RMTP(A,λ,≃,R), is to find the number of solutions to the system
of equations and non-equations:

(equations). AXv = λ

(non-equations).
Xi ̸= Xj for i, j ∈ Pk′ , k′ ∈ [k],

Xi ̸∈ Rk′ for i ∈ Pk′ , k′ ∈ [k].

We will denote the number of solutions to RMTP(A,λ,≃,R) as N(A,λ,≃,R)

We are particularly interested in the following two cases:

• k = 1, i. e., for all i, j ∈ [v], i ≃ j. In this case we call the RMTP problem complete,
also denoted as CRMTP(A,λ,R), where R = {R} just contains a single set.

• For each row ai = (a1, . . . , av) of A, if aj , aj′ ̸= 0, then j ̸≃ j′. In this case
we call the RMTP problem partite. Moreover, it is called w-regular if each row
of A has weight w, i. e., ai = w for i ∈ [e]. We denote a regular partite RMTP

problem as a RPRMTP(A,λ,≃,R,w).

In the following chapters, we will study these different variants of the Mirror Theory
problem, give different lower bounds to the number of solutions to the different variants,
and apply the lower bounds in security analyses of various constructions using the H-
technique.
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T O Y I N G W I T H C M T P : S O M E B A S I C R E S U LT S

In this chapter we rearrange the system of equations of the CMTP problem, so that they can
be simply parameterized by a set-system. We present a probabilistic treatmeant of the CMTP

problem that will greatly help in proving the lower bounds. Since our basic proof strategy
will be inductive, we then toy around with the CMTP instance, by comparing the number of
solutions of the original instance with that of the reduced instance obtained by removing a
component or an edge.

We will recall certain notations first to smoothen the presentation of our proofs.

notations . Consider a centered set-system Γ. We ignore the exponent, for the time
being, which denotes the number of sets in the set-system. We can alternatively denote
this as |Γ|. We denote by ∥Γ∥ :=

∑
γ∈Γ |γ| the total number of elements in all the sets of

the set-system Γ combined. ∥Γ∥max := maxγ∈Γ |γ| denotes the size of the set in Γ that has
the maximum number of elements. For γ ∈ Γ we denote by Γ−γ the set-system formed by
removing the set γ from Γ. For any set, γ containing 0m, we denote by Γ+γ , the set-system
formed by adding the set γ to the set-system Γ. Finally for any set γ ∈ Γ and any other
set γ′ containing 0m we will denote by Γ−γ+γ′ the set-system formed by removing the
set γ from and adding the set γ′ to Γ. For x ∈ γ ∈ Γ, we denote by Γ−x|γ , the set-system
Γ−γ+(γ\{x}), i. e., the set-system formed by replacing γ by γ \ {x}. For two set-systems Γ
and Λ, we say that Γ ⊆ Λ if every set in Γ is also in Λ. For Γ ⊆ Λ we denote by Λ \ Γ the
set-system obtained by removing all the sets of Γ from the set-system Λ.

5.1 reformulation of CMTP

For a system of equations, E[ae,λe], in standard form, the graph property that every
component of G(E[ae,λe]) is a star imposes a definite structure on the coefficient vectors
ae, which can be embedded into a rearrangement of the constants λe, such that given such
structured collection of the constants, one can deduce the coefficient vectors, thus lending
ae redundant.

Let the size of the c components of G(E) be ξ1, . . . , ξc, respectively. Instead of presenting
the constants as an ordered tuple λe, we reorder and group them according as they
appear as edge-labels in the star components of G(E). Consider the multisets λi :=
{{λi,1, . . . ,λi,ξi−1}}, i ∈ [c], denoting the collection of edge-labels of the i-th component.
As it does not matter how the components are enumerated, we consider the multiset of
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multisets Λ{{c}} = {{λ1, . . . ,λc}}. Instead of characterizing the system of equations in terms
of the multiset {{(a1,λ1), . . . , (ae,λe)}}, we characterize a system of equations in standard
form by Λ{{c}}. Thus we will denote a system of equations in standard form as E[Λ{{c}}].

set-system . Note that if the system of equations, E of a CMTP problem is in standard
form, the non-equations force that (1) every edge-label of G(E) is non-zero, i. e., λi,j ̸= 0m,
j ∈ [ξi], i ∈ [c], (2) edge-labels of the same component of G(E) are distinct, i. e., λi,j ̸= λi,j′ ,
j, j′ ∈ [ξi], j ̸= j′, i ∈ [c]. Thus in this case λi is a set (since it is a multiset with all
elements distinct). We will call a multiset of sets a set-system. If the system of equations
corresponding to a CMTP problem is in standard form then the problem, like its system of
equations, can be characterized by a set-system.

Reformulation of CMTP

notation. ηi := ξi − 1, denotes the number of edges in the i-th component.

The complete homogeneous bivariate Mirror Theory Problem instantiated by the set-
system

Λ{{c}} = {{λ1, . . . ,λc}} : λi = {λi,1, . . . ,λi,ξi−1},λi,j ̸= 0m, j ∈ [ηi], i ∈ [c],

also denoted as CMTP(Λ{{c}}), is to find the number of solutions to the system of
equations and non-equations:
(equations). Xi,0 ⊕Xi,j = λi,j , j ∈ [ηi], i ∈ [c].

(non-equations). Xi,j ̸= Xi′,j′ for all j ∈ [0..ηi], j′ ∈ [0..ηi′ ], i, i
′ ∈ [c], i ̸= i′.

5.2 probabilistic treatment of the combinatorial problem

We can generate solutions to any system of equationsE as follows: Let G(E) = ([v],E,L) ∈
GC(v,e,F

m
2 ,c), i. e., it has c components, and let [v]/ ⇝= {vi : i ∈ [c]} be a collection of

representative vertices, one from each of the components, then, for every i ∈ [c], we

uniformly and independently sample Svi
$← {0, 1}m and set Su := Svi ⊕L(Pu⇝vi) for any

u ∈ [[vi]],u ̸= vi. Note that Sv = (S1, . . . , Sv), as defined above, is a solution to E. However
this random solution may not satisfy any arbitrary system of non-equations. In fact, as
we define below, the system of non-equations specify an event subset of the sample space
(which is basically the set of all solutions to E) of the random variable Sv.

Recall that the system of equations and non-equations corresponding to CMTP(Λ{{c}}) is
consistent if (1) λi,j ̸= 0m for j ∈ [ηi], i ∈ [c], and (2) λi,j ̸= λi,j′ for j, j′ ∈ [ηi], j ̸= j′, i ∈ [c].
While easy to manipulate, both conditions have to be handled in a different way, leading
to unnecessary complications. The simplest fix is to introduce an additional element 0m to
each of the sets λi. Thus instead of considering the multiset, λi, of only the edge-labels
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of the i-th component, if we consider the multiset (λi)+0m := {{0m,λi,1, . . . ,λi,ηi}} then
we can combine the two consistency conditions above and just say that (λi)+0m is a set
for all i ∈ [c]. If every set in a set-system contains 0m we call the set-system a centered
set-system. Thus if the system of equations and non-equations of CMTP(Λ{{c}}) is consistent,
then Λ{{c}}+0m := {{(λ1)+0m , . . . , (λc)+0m}} is a centered set-system.

Complete Disjointness Event for a Set-System

Given a centered set-system Λ{{c}}, we say that the complete disjointness event,

CDE(Λ{{c}}), holds, if for a random vector Sc = (S1, . . . ,Sc), where Si
$← {0, 1}m

independently for each i ∈ [c], the translated sets, S1 ⊕λ1, . . . , Sc ⊕λc are disjoint.
We define the probability of the complete disjointness event as

p(Λ{{c}}) := pSc(CDE(Λ{{c}})).

Note that, every set in a centered set-system is non-empty because they at least contain
the element 0m.

5.3 some results on the probability of CDE event

As a first step we will compare the events CDE(Λ) and CDE(Λ−λ), thus obtaining a lower
bound on the ratio of p(Λ) and p(Λ−λ), so that iterating this bound we can prove the
lower bounds via induction on c := |Λ|, the number of sets in Λ.

Lemma 5.1. For γ ∈ Γ, we have

p(Γ) = p(Γ−γ)
(
1− ∥Γ∥ − 1

2m

)
if |γ| = 1 (5.1)

p(Γ) ≥ p(Γ−γ)
(
1− |γ| · ∥Γ−γ∥

2m

)
if |γ| ≥ 2 (5.2)

Proof. These relations are easy to verify by looking at the restriction imposed on S which
translates the set γ. Indeed let us assume Γ = {{γ1, . . . , γc}} is a centered set-system
containing c := |Λ| sets, and say γ = γ1. If S2, . . . ,Sc already satisfies CDE(Γ−γ), then to
satisfy the event CDE(Γ), we have to choose S1 in such a way that S1 ⊕ γ1 is disjoint from
the sets S2 ⊕ γ2, . . . ,Sc ⊕ γc, or in other words, we should have,

S1 ⊕ γ ̸= Si ⊕ γ′ ∀ γ ∈ γ, γ′ ∈ γi, i ̸= 1.

Hence, if |γ| = 1, S1 has to be different from exactly ∥Γ∥ − 1 values, while, if |γ| > 1,
it has to avoid at most |γ| · ∥Γ−γ∥ elements. The result now follows from the fact that

S1
$← {0, 1}m and is independent of the random variables S2, . . . , Sc.
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Note that for two centered set-systems Λ and Γ with Γ ⊆ Λ, we can apply the inequality
(5.2) repeatedly to obtain the following result:

Corollary 5.1.1. For centered set-systems Γ ⊆ Λ, we have

p(Λ)

p(Γ)
≥
(
1− |Λ| · ∥Λ∥

2
max

2m

)|Λ\Γ|
The result follows directly from the observation that for any λ ∈ Λ, |λ| ≤ ∥Λ∥max and

hence ∥Λ∥ ≤ |Λ| · ∥Λ∥max.

5.3.1 Link Deletion Equation

Now instead of removing an entire set from the set-system, let us just remove one element
from a set at a time.

Note that, for any set-system Λ, CDE(Λ) =⇒ CDE(Λ−λ|λ). Now, for a centered set
system, Λ, let uniform random vector of m-bit numbers, S|Λ| = (Sλ : λ ∈ Λ), satisfy the
event CDE(Λ−λ|λ1

) ∧ ¬CDE(Λ), where let us denote by Sλ the uniformly drawn m-bit
number corresponding to the set λ. Then there must exist λ′ ∈ λ′ ∈ Λ−λ, such that
Sλ = λ⊕ λ′ ⊕ Sλ′ . Now CDE(Λ−λ|λ) implies that Sλ ⊕ (λ \ λ) is disjoint from Sλ′ ⊕ λ′.
Thus to have Sλ = λ⊕ λ′ ⊕ Sλ′ , we must have λ \ λ is disjoint from λ′ ⊕ λ⊕ λ′. Thus if we
define

I(λ,λ) := {(λ⊕ λ′,λ′) : λ′ ∈ λ′ ∈ Λ−λ, (λ′ ⊕ λ⊕ λ′) ∩ (λ \ λ) = ∅}

then we have for (δ,λ′) ∈ I(λ,λ), the following events are equivalent:

CDE(Λ−λ|λ) ∧ (Sλ = δ⊕ Sλ′) ≡ CDE(Λ(δ,λ′)) ∧ (Sλ = δ⊕ Sλ′),

where

Λ(δ,λ′) := Λ−λ−λ′+λ′′ , with λ′′ := (δ⊕λ′) ⊔ (λ \ λ)

Combining we have

CDE(Λ−λ|λ) ≡ CDE(Λ) ∨ (CDE(Λ−λ|λ) ∧¬CDE(Λ))

≡ CDE(Λ) ∨
∨

(δ,λ′)∈I(λ,λ)

(CDE(Λ(δ,λ′)) ∧ (Sλ = δ⊕ Sλ′))

Note that the event (Sλ = δ⊕ Sλ′) occurs with probability 2−n and is independent of the
event CDE(Λ(δ,λ′)). Also the events (Sλ = δ∗ ⊕ Sλ∗) and (Sλ = δ∗∗ ⊕ Sλ∗∗) for distinct
(δ∗,λ∗), (δ∗∗,λ∗∗) ∈ I(λ,λ) are mutually exclusive. Hence, we have the link-deletion equation
for any centered set-system:
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Lemma 5.2 (Link-deletion lemma). Let Λ be a centered set-system, and λ ∈ λ ∈ Λ ,
then

p(Λ) = p(Λ−λ|λ)−
1

2m

∑
(δ,λ′)∈I(λ,λ)

p(Λ(δ,λ′)) (5.3)

where I(λ,λ) and Λ(δ,λ′), for (δ,λ′) ∈ I(λ,λ), are defined as above.

Remark 5.1. The link-deletion lemma, Lemma 5.3.1, holds for all centered set-systems, and
not only for paired set-systems.
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Figure 5.1: Graphical depiction of the link-deletion operation. Here, we have represented graphs
corresponding to the three types of terms appearing in the link-deletion equation, with
x = λk, y = λi,j , δ = λk ⊕ λi,j , λ = {λ1, . . . ,λℓ+1}, and λ′ = λi. Central vertices
correspond to the R1, . . . ,Rα,R random variables.

To get a bound on the ratio p(Λ)/p(Λ−λ|λ), our obvious next step will be to compare
p(Λ−λ|λ) and p(Λ(δ,λ′)) for (δ,λ′) ∈ I(λ,λ). Note that for any centered set-system
translating one of the component sets will not alter the probability of the corresponding
complete disjointness event, i. e., p(Γ) = p(Γ−γ+(c⊕γ)) for any c ∈ {0, 1}m, Then denoting
Λ′ := Λ−λ|λ, γ := λ \ λ, γ′ := δ ⊕ λ′ and Γ := Λ′−λ′+γ′

, we have p(Γ) = p(Λ−λ|λ) and
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p(Γ−γ−γ′+γ⊔γ′) = p(Λ(δ,λ′)), where γ and γ′ are disjoint because (δ,λ′) ∈ I(λ,λ). Thus
our task will be to compare p(Γ) and p(Γ−γ−γ′+γ⊔γ′) for any set-system Γ and disjoint
component sets γ, γ′ ∈ Γ.

To show that p(Γ) and p(Γ−γ−γ′+γ⊔γ′) are indeed very close we bound the ‘maximum
distance’ between the two probabilities, by first proving an inequality between the distance
terms that is recursive in the size of the sets and set-systems involved, and showing that
particular terms of any sequence of numbers satisfying the inequality will be very small.
First we define the what we mean by maximum distance in this case.

D-terms

Definition 5.1. For a particular set-system Λ let us define the differential term (in short,
D-term):

D(α, ℓ) = max
Γ,γ,γ′

|p(Γ)−p(Γ−γ−γ′+γ⊔γ′)|

where the maximum is taken over all sets γ with |γ| = ℓ+ 1, γ′ ∈ Γ−γ ⊆ Λ disjoint from
γ, where |Γ−γ | = α.

For all ℓ < 0, we define D(α, ℓ) = 0.

The above results and definitions will come in handy in proving optimal lower bounds
for the CMTP problem. We will adopt the proof strategy discussed above, and first do an
warm up exercise in proving a lower bound to the number of solutions to CMTP in the
ξmax = 2 case in Chapter 6 and then move on to proving a lower bound for the general
ξmax case in Chapter 7. In both cases we will find out a recursive inequality in the D-terms
and give a recursive inequality bound.



6
WA R M U P : C M T P F O R ξmax = 2

In this chapter we prove an optimal lower bound for p(Λ) when ∥Λ∥max = 2. This is a
warm-up exercise before we move on to our next task of obtaining a lower bound for more
general set-systems. Specifically, we are going to prove the following theorem:

Main Result for ξmax = 2

Theorem 6.1. [DNS22, Lemma 2] Consider any natural number m ≥ 12. Then for a
cenetered set-system Λ with ∥Λ∥max = 2 and 1 ≤ |Λ| ≤ 2m/58, we have

p(Λ) ≥
(2m)∥Λ∥
2m·∥Λ∥

This result, that we prove in the next section, Section 6.1, although seems to be for the
most rudimentary case, has merits of its own, as we explore in Section 13.1.

6.1 proof of theorem 6 .1

Recall Lemma 5.1. Note that, if Γ′ ⊆ Γ be the collection of all singletons in Γ, i. e., every set
in Γ′ is {0m} and every set in Γ \ Γ′ has size 2, then by applying Eq. (5.1) repeatedly, we
have

p(Γ) = p(Γ \ Γ′) ·
(2m − ∥Γ \ Γ′∥)∥Γ′∥

2m·∥Γ′∥ (6.1)

If all the sets in a centered set-system has size 2, let us call it a paired set-system. Now if
we prove the following statement, then from Eq. (6.1) we will have Theorem 6.1.

Main Result for Paired Set-Systems

Theorem 6.1.A. Consider any natural number m ≥ 12. Then for a paired set-system Λ
with 1 ≤ |Λ| ≤ 2m/58, we have

p(Λ) ≥
(2m)2|Λ|
22m|Λ|
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Proof. We prove Theorem 6.1.A, subdividing it into two cases: (1) |Λ| < 2
m
2
−1− 1, in which

case it can be proven via induction on |Λ|, using inequality (5.2); and (2) |Λ| > 2
m
2
−1 − 1,

for which case, as we will find out, inequality (5.2) is no longer enough to achieve the
promised bound. In this case we will need a more sophisticated result, Lemma 6.1, where
instead of removing a set from the set-system as in Lemma 5.1, we remove a well-chosen
element from a set of the set-system. Thus here the induction is carried on ∥Λ∥.

|Λ | < 2
m
2
−1 − 1 . For a paired system Λ, we have ∥Λ∥ = 2|Λ| since any set in Λ has

two elements. Then inequality (5.2) implies that

p(Λ) ≥ p(Λ−λ)
(
1− 4|Λ| − 4

2m

)
(6.2)

Note that if |Λ| < 2
n
2
−1 − 1, then the inequality (⋆) holds in the following calculation(

1− 2|Λ| − 2

2m

)(
1− 2|Λ| − 1

2m

)
= 1− 4|Λ| − 3

2m
+

(2|Λ| − 2)(2|Λ| − 1)

22m

= 1− 4|Λ| − 4

2m
− 2m − (2|Λ| − 2)(2|Λ| − 1)

22m︸ ︷︷ ︸
≥0 (⋆)

≤ 1− 4|Λ| − 4

2m
(6.3)

Thus, the inequalities (6.2) and (6.3), along with the fact that for any centered set-system,
Γ, containing just one set, i. e., with |Γ| = 1, we have p(Γ) = 1, results in the follwoing
lower bound

p(Λ) ≥
(
1− 2|Λ| − 1

2m

)(
1− 2|Λ| − 2

2m

)
· · ·
(
1− 2

2m

)(
1− 1

2m

)
=

(2m)2|Λ|
22n|Λ|

as claimed in Theorem 6.1.A.

|Λ | ≥ 2
m
2
−1 − 1 . Unfortunately, in this case, the inequality (⋆), used to derive (6.3),

will not hold, and similar algebraic trickery will not work. Thus instead of removing a
set, λ = {0m,λ}, at once, from a paired set-system Λ, we remove the elements λ and 0m

successively. This implies that the task of comparing p(Λ) and p(Λ−λ) will now be done
in two steps : (1) comparing p(Λ) and p(Λ−λ|λ), and then (2) comparing p(Λ−λ|λ) and
p(Λ−λ). The second step is to simply paraphrase Eq. (5.1) for paired set-systems,

p(Λ−λ|λ) = p(Λ−λ)
(
1− 2|Λ| − 2

2m

)
(6.4)

Now to solve the first step we will present a crucial lemma, Lemma 6.1, the proof of
which will be deferred to the next section, Section 6.2. As a prerequisite, we will define the
multiplicity of m-bit numbers in a paired set-system as follows:
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Multiplicity of sets in a paired set-system

Definition 6.1. For a paired set-system Λ and a m-bit number λ, we define the multiplicity
of λ in Λ as

µΛ(λ) := |{γ ∈ Λ : γ = {0m,λ}}|

We define the maximum multiplicity of a paired set-system Λ as

M(Λ) := max
λ∈{0,1}m

µΛ(λ)

Lemma 6.1 (Core Lemma for paired set-systems). Consider a paired set-system Λ with
|Λ| ≥ 2m. Let λ ∈ {0, 1}m be such that µΛ(λ) =M(Λ) and consider any arbitrary λ ∈ Λ
such that λ ∈ λ. Then we have

p(Λ) ≥ p(Λ−λ|λ)
(
1− 2|Λ| − 1

2m

)

Note that for m ≥ 12, we have 2
m
2
−1 − 1 > 2m, and hence Lemma 6.1 is applicable in

the case |Λ| ≥ 2
m
2
−1 − 1.

We take one possible ordering of the sets in the set-system Λ, according to their mul-
tiplicity, say λ1, . . . ,λ|Λ|, such that λi = {0m,λi} and µΛ(λi) ≥ µΛ(λj) for all i ≤ j. Note
that this implies µΛ(λ1) =M(Λ). Also, the removal of the set with the highest multiplicity
preserves the ordering of the remaining sets, i. e., the ordering λ2, . . . ,λ|Λ|, of the sets in
the set-system Λ−λ1 , has non-increasing multiplicity. Thus from Lemma 6.1 and Eq. (6.4),
we have

p(Λ) ≥ p(Λ−λ|λ1
)

(
1− 2|Λ| − 1

2m

)
= p(Λ−λ1)

(
1− 2|Λ| − 2

2m

)(
1− 2|Λ| − 1

2m

)
Thus we remove sets, λ1, . . . ,λs, until the size of the resulting set-system, Λ′ := Λ−λ1−···−λs ,
reduces it to the previous case, i. e., |Λ′| ≤ 2m/2−1 − 1. Of course, we should have
s = |Λ| − 2m/2−1 + 1. Thus we have

p(Λ) ≥ p(Λ′)
(2m − 2|Λ′|)2s

22ms

≥
(2m)2|Λ′|

22m|Λ′| ·
(2m − 2|Λ′|)s

22ms
=

(2m)2|Λ|
22m|Λ|

Thus modulo the proof of Lemma 6.1 we are done.
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6.2 proof of core lemma for paired set-systems

Now we will present a recursive inequality for the D-terms (Def. 5.1):

Lemma 6.2 (Recursive inequality for D-terms.). Let α ≤ |Λ| ≤ 2m

58 , ℓ ≥ 0. Then for a
paired set-system Λ,

D(α, ℓ) ≤ D(α, ℓ− 1) +
2|Λ|
2m

D(α− 1, ℓ+ 1) +
4 ·M(Λ) ·p(Λ)

2m(1− 4|Λ|/2m)|Λ|−α
(6.5)

Proof. We fix a set γ with |γ| = ℓ+ 1, a set-system Γ = Λ′+γ for some sub-set-system
Λ′ ⊆ Λ with |Λ′| = α, and another set γ′ ∈ Λ′ such that γ ∩ γ′ = ∅. We assume that these
are made in such a manner such that D(α, ℓ) = |p(Γ)−p(Γ−γ−γ′+γ⊔γ′)|. In the following
proof, let us denote Γ′ := Γ−γ−γ′+γ⊔γ′ . Now we prove the inequality in two cases:

case |γ | = 1 . In this case let γ = {γ}. Then p(Γ) = p(Λ′) · (1− 2α/2m), from Eq. (5.1).
Also Γ′−γ|γ⊔γ′ = Λ′. Hence from link-deletion equation Eq. (5.3),

p(Γ′) = p(Λ′)− 1

2m

∑
(δ,λ)∈I(γ)

p(Γ′(δ,λ))

where I(γ) := {(γ ⊕ x,λ) : x ∈ λ ∈ Γ′−γ⊔γ′ , (λ⊕ γ ⊕ x) ∩ (γ ⊔ γ′ \ γ) = ∅}. Note that
Γ′−γ⊔γ′ = Λ′−γ′ ⊆ Λ is a paired set-system, implying that any λ ∈ Γ−γ⊔γ′ will be of
the form λ = {0m,λ}. Similarly, γ′ ∈ Λ′ will also be of the form γ′ = {0m, γ′}. For
x ∈ λ ∈ Γ′−γ⊔γ′ , (γ ⊕ x,λ) /∈ I(γ) if and only if there exists z ∈ γ′ and x⊕ λ ∈ λ such
that γ⊕ z = λ. The total number of such tuples (γ⊕x,λ) is 2|Γ′−γ⊔γ′ | = 2(α− 1), and
those that do not belong to I(γ) is 2µΛ′

−γ′
(γ) + 2µΛ′

−γ′
(γ ⊕ γ′) ≤ 2µΛ′(γ) + 2µΛ′(γ ⊕

γ′)− 2. Thus |I(γ)| ≥ 2α− 4M(Λ). Hence

D(α, 0) = |p(Γ)−p(Γ′)| =

∣∣∣∣∣∣ 2α2mp(Λ′)− 1

2m

∑
(δ,λ)∈I(γ)

p(Γ′(δ,λ))

∣∣∣∣∣∣
≤ 1

2m

∑
(δ,λ)∈I(γ)

∣∣∣p(Λ′)−p(Γ′(δ,λ))
∣∣∣+ 4M(Λ)

2m
p(Λ′)

(⋆)
≤ 1

2m

∑
(δ,λ)∈I(γ)

∣∣∣p(Λ′)−p(Γ′(δ,λ))
∣∣∣+ 4M(Λ)p(Λ)

2m (1− 4|Λ|/2m)|Λ|−α

(⋆⋆)
≤ 2α

2m
D(α− 1, 1) +

4M(Λ)p(Λ)

2m (1− 4|Λ|/2m)|Λ|−α

where (⋆) follows from repeatedly applying Eq. (6.2), and (⋆⋆) follows from the fact
that Γ′(δ,λ) = Γ′−γ⊔γ′−λ+(δ⊕λ)⊔(γ⊔γ′\γ) = Λ′−γ′−λ+(δ⊕λ)⊔γ′ .
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case |γ | > 1 . Fix γ ∈ γ. By link-deletion equation Eq. (5.3), we have

p(Γ) = p(Γ−γ|γ)−
1

2m

∑
(δ,λ)∈I(γ)

p(Γ(δ,λ))

p(Γ′) = p(Γ′−γ|γ⊔γ′)−
1

2m

∑
(δ,λ)∈I′(γ)

p(Γ′(δ,λ))

where

I(γ) = {(γ ⊕ x,λ) : x ∈ λ ∈ Γ−γ , (λ⊕ γ ⊕ x) ∩ (γ \ γ) = ∅}
I ′(γ) = {(γ ⊕ x,λ) : x ∈ λ ∈ Γ′−γ⊔γ′ , (λ⊕ γ ⊕ x) ∩ (γ ⊔ γ′ \ γ) = ∅}

It is easy to see that I ′(γ) ⊆ I(γ). If (δ,λ) ∈ I(γ) \ I ′(γ), then

• either (δ,λ) = (γ ⊕ x, γ′) for some x ∈ γ′ such that (γ′ ⊕ γ) ∩ (γ \ γ) = ∅.1 The
number of such tuples (δ, γ′) will be at most 2.

• or λ ∈ Γ−γ−γ′ , δ = γ⊕x, for x ∈ λ, such that (λ⊕ γ)∩ (γ \ γ) = ∅ and (λ⊕ γ)∩
γ′ ̸= ∅. The number of such tuples (δ,λ) will be 2µΓ−γ−γ′ (γ) + 2µΓ−γ−γ′ (γ ⊕ γ

′).

Thus very similar to the previous case it turns out that |I(γ) \ I ′(γ)| ≤ 4M(Λ). Thus
we have

D(α, ℓ) = |p(Γ)−p(Γ′)|

≤ |p(Γ−γ|γ)−p(Γ′−γ|γ⊔γ′)|+
1

2m

∑
(δ,λ)∈I′(γ)

|p(Γ(δ,λ))−p(Γ′(δ,λ))|

+
4M(Λ)

2m
p(Γ(δ,λ))

(⋆)
≤ D(α, ℓ− 1) +

2|Λ|
2m

D(α− 1, ℓ+ 1) +
4M(Λ)p(Λ)

2m(1− 4|Λ|/2m)|Λ|−α

where (⋆) follows from the following observations:

• |I ′(γ)| ≤ 2|Λ| (because each set λ) corresponds to the two tuples (γ,λ) and
(γ ⊕ λ,λ), which may or may not be in I ′(γ).

• Repeated application of Eq. (6.2) to the last term.

• Considering Γ = Λ′+γ for Λ′ ⊆ Λ. So Γ−γ|γ = Λ′+γ\γ and Γ′−γ|γ⊔γ′ = Λ′−γ′+γ′⊔γ\γ =

(Γ−γ|γ)−γ\γ−γ′+γ′⊔γ\γ , implying that |p(Γ−γ|γ) −p(Γ′−γ|γ⊔γ)| ≤ D(α, ℓ − 1).
Similarly one can show |p(Γ(δ,λ))−p(Γ′(δ,λ))| ≤ D(α− 1, ℓ+ 1).

This completes the proof of the recursive inequality.

1 Note that for any set λ = {0m,λ}, λ⊕ x = λ if and only if x ∈ λ.
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To make things look less tedious we define the double sequence {ad,ℓ}0≤d≤|Λ|,ℓ≤2d−1 as
follows

ad,ℓ :=
βd

2p(Λ)
×D(|Λ| − d, ℓ) (6.6)

where β = 2|Λ|/2m. This double sequence satisfies the following properties:

• Multiplying both sides of the recursive inequality forD-terms, Eq. (6.5), by βd/2p(Λ),
we have

ad,ℓ ≤ ad,ℓ−1 + ad+1,ℓ+1 +
2M(Λ)

2m

(
β

1− 2β

)d
• Also assuming Γ, γ, γ′ are chosen as in the proof of the above lemma, we have p(Γ) ≤

p(Λ′) since Γ = Λ′+γ and p(Γ−γ−γ′+γ⊔γ′) ≤ p(Λ′) since Γ−γ−γ′+γ⊔γ′ = Λ′−γ′+γ⊔γ′ ,
implying thatD(α, ℓ) = |p(Γ)−p(Γ−γ−γ′+γ⊔γ′)| ≤ 2p(Λ′) ≤ 2p(Λ)/(1−4|Λ|/2m)|Λ|−α,
from Eq. 6.2. This reduces to the following inequality for the ad,ℓ-terms:

ad,ℓ ≤
(

β

1− 2β

)d
Now noting from the definition of β and the condition that |Λ| ≤ 2m/58, we have that that
β/(1− 2β) ≤ 1/4e, we see that our double sequence exactly fits into the criteria for the
following result, for C = 2M(Λ):

Lemma 6.3 (Recursive Inequality Bound I). Suppose ad,ℓ ≥ 0 such that ad,k := 0 for
all k < 0 and for all 0 ≤ d ≤ 2n we have

ad,ℓ ≤
(

1

4e

)d
(6.7)

ad,ℓ ≤ ad,ℓ−1 + ad+1,ℓ+1 +
C

2m
·
(

1

4e

)d
(6.8)

for some C > 0. Then

a0,0 ≤
4C + 2

2m
.

We prove this result in the following subsection, Subsect. 6.2.1. But first let us understand
the implication of this result for our double sequence, {ad,ℓ}0≤d≤|Λ|,ℓ≤2d−1, defined in Eq.
6.6. Let Λ be a paired set-system, and let λ = {0m,λ} ∈ Λ. Then by the link-deletion
lemma, Lemma 5.3.1, we have that

p(Λ) = p(Λ−λ|λ)−
1

2m

∑
(δ,λ′)∈I(λ,λ)

p(Λ(δ,λ′))
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As observed earlier, denoting Λ′ := Λ−λ|λ, γ := λ \ λ, γ′ := δ ⊕λ′ and Γ := Λ′−λ′+γ′
, we

have p(Γ) = p(Λ−λ|λ) and p(Γ−γ−γ′+γ⊔γ′) = p(Λ(δ,λ′)), where γ and γ′ are disjoint
because (δ,λ′) ∈ I(λ,λ). Then

|p(Λ−λ|λ)−p(Λ(δ,λ′))| ≤ D(|Λ−λ|, 0)
(§)
≤ 2p(Λ−λ)(8M(Λ−λ) + 2)

2m

(⋆)
≤ 20M(Λ)p(Λ−λ)

2m

(†)
≤

20M(Λ)p(Λ−λ|λ)
2m(1− 2|Λ−λ|/2m)

(‡)
≤

21M(Λ)p(Λ−λ|λ)
2m

where (§) follows from the recursive bound, Lemma 6.3, (⋆) follows from the fact that
M(λ) ≥ 1, (†) follows from Eq. (6.4), and (‡) follows from the fact that |Λ| ≤ 2m/58.
Rearranging terms we have that

p(Λ(δ,λ′)) ≥ p(Λ−λ|λ)
(
1+

21M(Λ)

2m

)

6.2.1 Proof of Recursive Inequality Bound I

proof idea . The initial bound, i.e., Eq. (6.7) of ad,ℓ says that a0,0 ≤ 1. However, due to
the recursive inequality, i.e., Eq. (6.8), we show that a0,0 has to be very small. The recursive
inequality gives us a0,0 = a1,1 +O(2−n). However, the initial bound ensures a1,1 ≤ 1/4e.
Therefore, a single application of recursive inequality is not sufficient to conclude the
desired bound. However, if we apply the recursive inequality twice before applying the
initial bound, we have

a0,0 = a1,0 + a2,2 +O(2−n)

= a2,1 + a2,2 +O(2−n) = 2(1/4e)2 +O(2−n).

So, we apply the recursive inequality several times before applying the bounds on a terms
and we get an upper bound of a0,0 of the form Md/(4e)d +O(2−n) for some Md. In the
detailed proof, we show that the constant term present in O(2−n) do not blow up and the
value of Md/(4e)d = O(2−n) for d = 2n.

proof of lemma 6 .3 . We first state the following claim, which follows from iterated
applications of the recursive inequality. A proof of the claim is deferred to the end of this
section.
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a0,0a0,−1

a1,1

a0,−2

2a1,0

a2,2

a0,−3

3a1,−1

3a2,1

a3,3

C

2m

C

2m
· 1
4e

C

2m

2∑
j=1

(
2

j

)(
1

4e

)j

+

+

+

Figure 6.1: The proof idea of the Recursive Inequality Lemma. The white terms in the black squares,
in this pascal tree-like structure, are equal to zero. However, we keep them to achieve a
compact coefficient (d0i ) due to our condition on the double sequence.

Claim 1. For any 0 ≤ d0 ≤ 2n, we have

a0,0 ≤
d0∑

i=
⌈
d0
2

⌉
(
d0
i

)
ai,2i−d0 +

C

2m

d0−1∑
i=0

i∑
j=⌈ i

2⌉

(
i

j

)(
1

4e

)j
. (6.9)

By plugging in the bound of each a-term from Eq. (6.7) into the right hand side of Eq. (6.9)
and bounding each of the binomial coefficients as (mj ) ≤ mj/j! ≤ (em/j)j ≤ (2e)j , for
j ≥ m/2, we get the following bound for all d ≤ 2n.

a0,0 ≤
d∑

i=⌈ d2⌉

(
2e · 1

4e

)i
+

C

2m

d−1∑
i=0

i∑
j=⌈ i

2⌉

(
2e · 1

4e

)j
.

Now by using the inequality
∑

a≥i r
a ≤ ri

1−r , we obtain

a0,0 ≤ 2 · 2−d/2 +
2C

2m

d−1∑
i=0

2−i/2 ≤ 2 · 2−d/2 +
4C

2m
.

By replacing d = 2n, we complete the proof of the lemma.
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Proof of the Claim : We prove the claim by induction on d0. The result holds trivially
for d0 = 1 (by applying d = ℓ = 0 in Eq. (6.8)). Now we prove the statement for d0 + 1,
assuming it is true for d0. Therefore, we have

a0,0 ≤
d0∑

i=
⌈
d0
2

⌉
(
d0
i

)
ai,2i−d0 +

C

2m

d0−1∑
i=0

i∑
j=⌈ i

2⌉

(
i

j

)(
1

4e

)j

≤
d0∑

i=
⌈
d0
2

⌉
(
d0
i

)(
ai,2i−d0−1 + ai+1,2i−d0+1 +

C

2m
·
(

1

4e

)i)

+
C

2m

d0−1∑
i=0

i∑
j=⌈ i

2⌉

(
i

j

)(
1

4e

)j
. (6.10)

For i < ⌈(d0 + 1)/2⌉, 2i− (d0 + 1) < 0, and hence ai,2i−(d0+1) = 0. For i > ⌈(d0 + 1)/2⌉,
the coefficient of ai,2i−(d0+1) in the above sum will be ( d0i−1) + (d0i ), which is same as (d0+1

i )

(see Fig. 6.1 for the recursive growth of coefficients). For i =
⌈
d0+1
2

⌉
, the coefficient of

ai,2i−d0−1 will be (d0i ) if d0 ≡ 1 (mod 2)

( d0i−1) + (d0i ) if d0 ≡ 0 (mod 2).

In both cases, the coefficient of ai,2i−d0−1 for i =
⌈
d0+1
2

⌉
is at most (d0+1

i ). Using the above
observation in Eq. 6.10 the inductive step is proved.

Remark 6.1. The similar result is also achieved when the initial bound (i.e., Eq. (6.7)) is
replaced by ad,ℓ ≤ βd for any constant 0 < β < 1. However, we need that Eq. (6.7) and
Eq. (6.8) hold for all d ≤ 2n/ log( 1

2eβ ).
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C M T P F O R G E N E R A L ξmax

In this chapter we prove the following result, which is a generalization of Theorem 6.1 for
a system of equations with a wider range of ξmax.

Main Result for general ξmax

Theorem 7.1. [CDNPS23, Theorem 1’] Let Λ be a centered set-system of elements
of {0, 1}m such that ξmax = ∥Λ∥max. If ∥Λ∥ ≤ 2m/2 or 2m/2 ≥ ξ2maxm+ ξmax, and
1 ≤ ∥Λ∥ ≤ 2m/12ξ2max, then

p(Λ) ≥
(2m)∥Λ∥
2m∥Λ∥

.

The proof technique for Theorem 7.1 is very similar to the technique for proving Theorem
6.1. From a high level, the proof works in two steps:

1. if Λ is small (∥Λ∥ ≤ 2m/2), then simple calculations show that Theorem 7.1 holds;

2. otherwise, we prove that, for a well-chosen λ ∈ λ ∈ Λ, one has

p(Λ) ≥
(
1− ∥Λ∥ − 1

2m

)
p(Λ−λ|λ),

Clearly, applying point 2 repeatedly until ∥Λ∥ ≤ 2m/2 allows us to conclude the
proof of Theorem 7.1.

Intuitively, the element that we remove from one of the sets of Λ is the one that appears,
in the associated system of equations, with maximum multiplicity.

The notion of multiplicity of an element in any centered system, needs to be generalized
from the corresponding definition, Defn. 6.1, for paired systems.

Multiplicity of sets in a general set-system

Definition 7.1. Given z ∈ {0, 1}m \ {0m}, and a set λ, we define µλ(z) as the number of
2-subsets {λ,λ′} of λ with λ⊕ λ′ = z. For a set-system Λ, we define

µΛ(z) :=
∑
λ∈Λ

µλ(z), M(Λ) := max
z∈{0,1}m

µΛ(z).

61
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Clearly, for any set-system Λ, M(Λ) ≥ 1. Note that Defn. 7.1 reduces to Defn. 6.1 when
ξmax = 2.

The underlying core lemma behind the second point of our proof strategy is the following
one.

Lemma 7.1 (Core lemma for centered set-systems). Let Λ be a centered set-system
with 2m/2 ≤ ∥Λ∥ ≤ 2m/12ξ2max where ξmax = ∥Λ∥max satisfies the bound given in
Theorem 7.1, i.e., 2m/2 ≥ ξ2maxm+ ξmax. Suppose the maximum M (Λ) is attained for
λ⊕ λ′ with {λ,λ′} ⊆ λ ∈ Λ. Then,

p(Λ) ≥
(
1− ∥Λ∥ − 1

2m

)
·p(Λ−λ|λ)

Remark 7.1. Recall that, the crude bounds, Lemma 5.1, Corollary 5.1.1; and the link deletion
equation, Lemma 5.3.1, presented in the previous warm-up chapter, holds for all centered
set systems, and not only paired set-systems. So these results will be reused in the present
proof.

proof of theorem 7 .1 . Let us write Wi := (1− i
2m ), so that

∏k−1
i=1 Wi = (2m)k/2mk.

Now we claim that, for ∥Λ∥ ≤ 2m/2,

(
1− |S| × ∥Λ−S∥

N

)
≥
∥Λ∥−1∏
i=∥Λ−S∥

Wi (7.1)

and hence p(Λ) ≥ p(Λ−S)×
∏∥Λ∥−1
i=∥Λ−S∥Wi. After repeatedly removing an element one by

one, we have p(Λ) ≥
∏∥Λ∥−1
i=1 Wi which proves the theorem. Now we prove Eq. (7.1). It is

sufficient to show that

1− ar

2m
≥
(
1− a

2m

)
· · ·
(
1− a+ r− 1

2m

)
where a+ r ≤ 2m/2. This can be easily shown by induction on r. For r = 1, it is obvious.
Now by applying induction hypothesis for r, we obtain

(
1− a

2m

)
· · ·
(
1− a+ r− 1

2m

)(
1− a+ r

2m

)
≤
(
1− ar

2m

)(
1− a+ r

2m

)
≤ 1− ar+ a

2m
− r

2m

(
1− a(a+ r)

2m

)
≤ 1− ar+ a

2m
.

For the last inequality we use the fact that a+ r+ 1 ≤ 2m/2.
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For the next case, we assume that 2m/2 ≤ ∥Λ∥ ≤ 2m/12ξ2max, i.e. ∥Λ∥ is within the
required bounds for which Lemma 7.1 holds. We can create a sequence of nested set-
systems {Λ(i)}σi=0, with

Λ(0) := Λ, ∥Λ(i+1)∥ = ∥Λ(i)∥ − 1, ∀i ∈ [σ− 1], ∥Λ(σ)∥ ≤ 2m/2,

in the following manner: Let λi,λ′i} ⊆ λi ∈ Λ(i) such that λi ⊕ λ′i attains the highest
multiplicity in Λ(i), M(Λ(i)). We choose one arbitrarily if there exists more than one choice.
We define Λ(i+1) := Λ(i)

−λi|λi
. Now for every i ∈ [σ− 1], if |λi| = 1 we apply Eq. (5.1), and

if |λi| ≥ 2, we apply Lemma 7.1, to obtain

p(Λ) ≥ p(Λ(σ))
σ∏
i=1

(
1− ∥Λ∥ − i

2m

)
.

We already have shown the result for Λ(σ) that p(Λ(σ)) ≥ (2m)∥Λ(σ)∥/2
m∥Λ(σ)∥, which

completes the proof.

7.1 proof of core lemma for centered set-systems

proof strategy. In order to prove Lemma 7.1, we will prove that |p(Λ(δ,λ′)) −
p(Λ−λ|λ)| is small enough in front of p(Λ−λ|λ), for all (δ,λ′) ∈ I(λ,λ). This will be done
in the following steps.

1. Upper bound the size of the set I(λ,λ) of the link deletion equation, Lemma 5.3.1
(in Lemma 7.2).

2. Establish a recursive inequality between the maximum difference between terms
of the form p(Γ−γ|γ), and terms of the form p(Γ(δ,γ′)), with Γ−γ ⊂ Λ, and γ an
arbitrary set of some fixed size (in Lemma 7.3). This will be done by applying the
link-deletion equation to the two probabilities that maximize the difference term,
thus introducing new difference terms and an error term.

3. After applying this inequality a logarithmic number of times along with simple
bounds on the probability ratios, prove that remaining terms become sufficiently
small thanks to the geometric reduction offered by the recursive inequality bound II
(Lemma 7.4).

7.1.1 Size Lemma

Clearly, for all λ ∈ λ ∈ Λ, |I(λ,λ)| ≤ ∥Λ∥. However, we establish an improved upper
bound for the size of I(λ,λ) where λ and λ are described in the statement of the Core
Lemma, Lemma 7.1.
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Lemma 7.2 (size lemma). For a given λ ∈ λ ∈ Λ as described in the Lemma 7.1, we have
|I(λ,λ))| ≤ ∥Λ∥ −M(Λ)− |λ|/2.

Proof. Take any γ ∈ Λ−λ. Note that there are µγ(a⊕ b) many 2-sets {γ, γ′} ⊆ γ such
that γ ⊕ γ′ = a⊕ b and hence b = γ′ ⊕ (a⊕ γ) ∈ γ ⊕ (a⊕ γ). So, (a⊕ γ, γ) ̸∈ I(λ,λ). So,
|I(λ,λ)| ≤

∑
γ∈Λ−λ

(|γ| − µγ(a⊕ b)) = (∥Λ∥− |λ|)−M(Λ) + µλ(a⊕ b) ≤ ∥Λ∥−M(Λ)−
|λ|/2, as µλ(a⊕ b) ≤ |λ|/2. Indeed, for every element, λ ∈ λ, there exists at most one
element λ′ in λ such that λ⊕ λ′ = a⊕ b. In the case where it exists, then neither λ nor λ′

can be part of a different 2-set.

Remark 7.2. Note that this is where we use the hypothesis that underlying group is of
exponent 2. We exhibit a simple counter-example when this is not the case. Take for
example G = Z/6Z, and λ = {0, 2, 4}. Then one has µλ(2) = 3 = |λ|. Note that, as we
will see later, that the condition µλ(a− b) ≤ |λ| − 1 is required to conclude the proof
of Lemma 7.1. This hints that either the case where the exponent of G is greater than 3

is fundamentally different from our case, or that our current proof strategy can still be
tightened.

7.1.2 Recursive Inequality of the D-terms

The definition of D-terms, D(α, ℓ) for α ≤ ∥Λ∥, ℓ ≥ 0, Defn. 5.1, holds for any centered
set-system. Let us generalize the recursive inequality of D-terms to any centered set-system:

Lemma 7.3 (Recursive Inequality for the D-terms). Let α ≤ |Λ| ≤ 2m

12ξ2max
, ℓ ≥ 0.

Then,

D(α, ℓ) ≤ D(α, ℓ− 1) +
ξmax

2m

|Λ|∑
i=1

D(α− 1, ℓ+ ξi − 1) +
2M(Λ)ξmax ·p(Λ)

2m (1− |Λ|ξ2max/2m)|Λ|−α
.

(7.2)

Note, for q ≤ ∥Λ∥ ≤ 2m/12ξ2max, ξmax

2m(1−|Λ|ξ2max/2m)
≤ (4ξeq)−1. Denoting β := ξmax/2m,

and ad,ℓ = βd

2p(Λ)
D(q− d, ℓ) we have,

ad,ℓ ≤ ad,ℓ−1 +
q∑
i=1

ad+1,ℓ+ℓi + βM(Λ) (4eξmaxq)
−d ,

where ℓi = ξi − 1.
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Proof. We fix λ ∈ Λ′ ⊆ Λ where |Λ′| = α and a set γ with |γ| = ℓ+ 1 disjoint with λ. Let
Γ := Λ+γ and Γ′ := Γ−λ−γ+(λ⊔γ). Looking back at Fig. 5.1, τ and τ ′ would correspond
respectively to the second and third graphs. We assume that Λ′, γ,λ are chosen in such a
manner that |p(Γ)−p(Γ′)| = D(α, ℓ). Now we prove the inequality in two cases.
Case |γ| = 1. In this case, let γ = {γ}. Then p(Γ) = p(Λ′) · (1− ∥Λ′∥/2n) from Eq. (5.1).
Also Γ′−γ|λ⊔γ = Λ′. Hence from link deletion lemma, Eq. 5.3,

p(Γ′) = p(Λ′)− 2−m
∑

(δ,λ′)∈I

p(Γ′δ,λ′)

where I := I(γ,λ) = {(δ,λ′) : γ ⊕ δ ∈ λ′ ∈ Λ′−λ,λ
′ ⊕ δ is disjoint with λ}. For z′ ∈ λ′ ∈

Λ′−λ, (γ ⊕ z,λ′) ̸∈ I if and only if there exists y ∈ λ and w ∈ λ′ such that γ ⊕ y = z ⊕
w. Thus |I| ≥

∑
λ′∈Λ′

−λ

(
|λ′| −

∑
y∈λ 2µλ′(γ ⊕ y)

)
= ∥Λ′∥ − |λ| −

∑
y∈λ 2µΛ′

−λ
(γ ⊕ y) ≥

∥Λ′∥ − ∥Λ′∥max · 2M(Λ′). Hence

D(α, 0) = |p(Γ)−p(Γ′)| =

∣∣∣∣∣∣∥Λ
′∥

2m
p(Λ′)− 2−m

∑
(δ,λ′)∈I

p(Γ′(δ,λ′))

∣∣∣∣∣∣
(⋆)
≤ 2−m

∑
(δ,λ′)∈I

|p(Λ′)−p(Γ′(δ,λ′))|+
2M(Λ′)∥Λ′∥max ·p(Λ)

2m
(
1− ∥Λ\Λ

′∥max×∥Λ′∥
2m

)|Λ\Λ′|

≤
∥Λ′−λ∥max

2m

∑
λ′∈Λ′\λ

D(α− 1, |λ′| − 1) +
2M (Λ′)∥Λ′∥max ·p(Λ)

2m
(
1− ∥Λ\Λ

′∥max×∥Λ′∥
2m

)|Λ\Λ′| ,

where the last term in (⋆) is obtained from the initial condition, Cor. (5.1.1).

Case |γ| ≥ 2. Fix γ ∈ γ. By link-deletion equation, we have

p(Γ) = p(Γ−γ|γ)−
1

2m

∑
(δ,λ′)∈I

p(Γ(δ,λ′))

p(Γ′) = p(Γ′−γ|λ⊔γ)−
1

2m

∑
(δ,λ′)∈I′

p(Γ′(δ,λ′)),

where

I := I(γ, γ) = {(δ,λ′) : γ ⊕ δ ∈ λ′ ∈ Λ′, λ′ ⊕ δ is disjoint with γ \ γ},
I ′ := I(γ,λ⊔ γ) = {(δ,λ′) : γ ⊕ δ ∈ λ′ ∈ Λ′−λ, λ′ ⊕ δ is disjoint with λ⊔ γ \ γ}.

It is easy to see that I ′ ⊆ I . If (δ,λ′) ∈ I \ I ′, then,

• either λ′ = λ and δ = γ ⊕ y for some y ∈ λ, such that λ⊕ (γ ⊕ y) is disjoint with
γ \ γ or
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• λ′ ∈ Λ′ \λ and δ = γ ⊕ z for some z ∈ λ′, such that λ′⊕ (γ ⊕ z) is disjoint with γ \ γ
but not disjoint with λ⊔ (γ \ γ).

The first case can contribute at most |λ|. The second case will happen if for some z,w ∈ λ′,
and y ∈ λ, z ⊕w = γ ⊕ y. Thus

|I \ I ′| ≤ |λ|+
∑
y∈λ

µΛ′
−λ

(γ ⊕ y) ≤ ∥Λ′∥max · 2M(Λ′).

Hence, we have the following:

D(α, ℓ) = |p(Γ)−p(Γ′)|

≤
∣∣p(Γ−γ|γ)−p(Γ′−γ|λ⊔γ)

∣∣+ 2−m
∑

(δ,λ′)∈I′

∣∣p(Γ(δ,λ′))−p(Γ′(δ,λ′))
∣∣+ ∑

(δ,λ′)∈I\I′
p(Γ(δ,λ′))/2

m

≤ D(α, ℓ− 1) +
∥Λ′−λ∥max

2m

∑
λ′∈Λ′

−λ

D(α− 1, ℓ+ |λ′| − 1) +
2M(Λ′)∥Λ′∥max ·p(Λ)

2m
(
1− ∥Λ\Λ

′∥max×∥Λ′∥
2m

)|Λ\Λ′| .

(7.3)

The last inequality follows from the observation that Γ(δ,λ′) and Γ′
(δ,λ′)

are considered when
we take maximum to compute D(α− 1, ℓ+ |λ′| − 1). Moreover, from our initial condition
Cor. 5.1.1,

p(Γ(δ,λ′)) ≤ p(Λ′) ≤ p(Λ)/
(
1− ∥Λ \Λ′∥max × ∥Λ′∥

2m

)|Λ\Λ′|

Now, taking upper bounds of the total size terms, and adding some positive terms in
the middle sum, and noting that M(Λ′) ≤M(Λ) 1, the inequality, Eq. (7.3) can be easily
modified to the recursive inequality, Eq. (7.2).

7.1.3 Final Wrap up of Proof

We can conclude the proof of the core lemma, Lemma 7.1, using Lemmas 7.2, 7.3, along
with the following result that will be proven in Subsect. 7.1.4.

Lemma 7.4 (Recursive Inequality Bound II). Suppose ad,ℓ ≥ 0 such that: (i) ad,k := 0

for all k < 0, and (ii) for all 0 ≤ d ≤ ξm and 0 ≤ ℓi ≤ ξ − 1 for i ∈ [q], we have

ad,ℓ ≤ (4ξeq)−d (initial bound) (7.4)

1 Since Λ′ ⊆ Λ, we have
∑

λ∈Λ′ µλ(z) ≤
∑

λ′∈Λ µλ′ (z) for every z ∈ {0, 1}n, since every λ ∈ Λ′ is subset of
some λ′ ∈ Λ. So taking maximum over all z ∈ {0, 1}n, on both sides would give us M(Λ′) ≤ M(Λ).
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ad,ℓ ≤ ad,ℓ−1 +
q∑
i=1

ad+1,ℓ+ℓi +C · (4ξeq)−d (recursive inequality) (7.5)

for some C > 0. Then, for every ℓ ∈ [ξ − 2],

a0,ℓ ≤
4

2m
+ 4Cξ.

Remark 7.3. Note that the initial bound ensures only that a0,ℓ ≤ 1. However, the presence
of recursive inequality forces the value of a0,ℓ to be very small.

Let λ,λ′,λ,Λ be as in the statement of core lemma, Lemma 7.1, and let Λ0 = Λ−λ. Note
that one has ξ2maxm ≤ 2m/2 − ξmax ≤ ∥Λ0∥ ≤ 2m/12ξ2max. Moreover, let q = |Λ0|. Similarly,
one has ξmaxq ≥ ∥Λ0∥ ≥ ξ2maxm, which means that q ≥ ξmaxm. We are going to apply
Lemma 7.4 to Λ0 as follows.

Let us take, ξ = ξmax, C = βM(Λ) = M(Λ)ξmax/2m in the statement of the above
Lemma 7.3. From the definition of ad,ℓ =

βd

2p(Λ0)
D(q− d, ℓ), we must ensure that q ≥ d in

order to apply Lemma 7.3. This can easily be seen to be true as q ≥ ξm and d ≤ ξm. Then,
for (δ,λ′) ∈ I(λ,λ), we have

|p(Λ(δ,λ′))−p(Λ−λ|λ)| ≤ D(q, |λ| − 2) ≤2p(Λ0)a0,|λ|−2 ≤
8p(Λ0)

2m
(∆ξ2max + 1).

Note that one has

p(Λ−λ|λ) ≥ p(Λ0)

(
1− ∥Λ0∥ξmax

2m

)
≥ p(Λ0)

(
1− 1

12ξmax

)
≥ p(Λ0)

23

24
.

Thus, one has

p(Λ(δ,λ′)) ≤
8p(Λ0)

2m
(M (Λ)ξ2max + 1) +p(Λ−λ|λ) ≤

(
8p(Λ0)(M(Λ)ξ2max + 1)

2m ·p(Λ−λ|λ)
+ 1

)
p(Λ−λ|λ)

≤
(

24 · 8
23 · 2m

(M(Λ)ξ2max + 1) + 1

)
p(Λ−λ|λ) ≤

(
C ′M(Λ)

2m
+ 1

)
p(Λ−λ|λ),

where C ′ = 9(ξ2max + 1), as M(Λ) ≥ 1. Using this bound in the appropriate link deletion
equation we have:

p(Λ) = p(Λ−λ|λ)−
1

2m

∑
(δ,λ′)∈I(λ|λ)

p(Λ(δ,λ′)) (From Eq. (5.3))

≥ p(Λ−λ|λ)−
1

2m

∑
(δ,λ′)∈I(λ,λ)

p(Λ−λ|λ)(1+C ′M(Λ)/2m)

≥ p(Λ−λ|λ)
(
1− ∥Λ∥ −M(Λ)− |λ|/2

2m

(
1+

C ′M(Λ)

2m

))
(From Lemma 7.2)
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≥ p(Λ−λ|λ)
(
1− ∥Λ∥ − 1

2m
+
M(Λ)

2m

(
1− C ′(∥Λ∥ −M(Λ)− 1)

2m

))
≥ p(Λ−λ|λ)

(
1− ∥Λ∥ − 1

2m

)
.

The last inequality follows as C ′∥Λ∥ ≤ 2m, for ∥Λ∥ ≤ 2m/12ξ2max, which concludes our
proof of Lemma 7.1.

7.1.4 Proof of Recursive Inequality Bound II, Lemma 7.4

Let us denote by an ordered tuple of integers from [q], as ik := (i1, · · · , ik) ∈ [q]k. Note
that, for all positive integer j, ej ≥ jj

j! and so 1/j! ≤ (e/j)j , and we have(
t

j

)
≤ tj

j!
≤ (et/j)j . (7.6)

This inequality will be frequently used for the proof of this lemma. We also use the
following fact extensively: for r < 1,

∑
j≥i r

j ≤ ri

1−r .

We state the following claim, which follows from iterated applications of the recursive
inequality.

Claim 7.4.1. For any 0 ≤ d ≤ ξm, and 0 ≤ ℓ < ξ − 1 we have

a0,ℓ ≤
d∑

k=
⌈
d−ℓ
ξ

⌉
(
d

k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−d
+C

d−1∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j . (7.7)

proof of the claim . We prove the claim by induction on d. The result holds trivially
for d = 1 (by applying d = ℓ = 0 in Eqn. (7.5)). Now we prove the statement for d0 + 1,
assuming it is true for d0. Therefore, we have

a0,ℓ ≤
d0∑

k=
⌈
d0−ℓ

ξ

⌉
(
d0
k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−d0
+C

d0−1∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j

≤
d0∑

k=
⌈
d0−ℓ

ξ

⌉
(
d0
k

) ∑
ik∈[q]k

 ∑
ik+1∈[q]

ak+1,k+1+
∑k+1

j=1 ℓij−(d0+1) +C · (4ξeq)−k


+
d0∑

k=
⌈
d0−ℓ

ξ

⌉
(
d0
k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−(d0+1) +C

d0−1∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j
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≤
d0+1∑

k=
⌈
d0+1−ℓ

ξ

⌉
(

d0
k− 1

) ∑
ik−1∈[q]k−1

∑
ik∈[q]

ak,k+
∑k

j=1 ℓij−(d0+1)

+
d0+1∑

k=
⌈
d0+1−ℓ

ξ

⌉
(
d0
k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−(d0+1) +C

d0∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j .

The range of the first and second summations has deliberately been taken to start from
⌈(d0 + 1− ℓ)/ξ⌉ ≤ ⌈(d0 − ℓ)/ξ⌉+ 1, because if k < ⌈(d0 + 1− ℓ)/ξ⌉, then k +

∑k
j=1 ℓij −

(d0 + 1) ≤ kξ − (d0 + 1) < 0 and hence ak,k+∑k
j=1 ℓij−(d0+1) = 0. Now we can see that

the coefficient of
∑

ik∈[q]k ak,k+
∑k

j=1−(d0+1) in the above summation is bounded by ( d0k−1) +

(d0k ) = (d0+1
k ). This concludes the proof of the claim.

proof of lemma 7 .4 . Let us take d = ξm. In that case, Claim 1 becomes

a0,ℓ ≤
ξm∑

k=
⌈
ξm−ℓ

ξ

⌉
(
ξm

k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−ξm
+C

ξm−1∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j .

We are going to upper bound both terms of the sum in subsequent turns. For the first term,
note that one has k ≥ m− ℓ

ξ > m− 1 since ℓ < ξ − 1 by definition. This implies that(
ξm

k

)
≤
(
eξm

k

)k
≤
(
eξm

m− 1

)k
≤ (2eξ)k.

Hence, using the initial bound, one has

ξm∑
k=

⌈
ξm−ℓ

ξ

⌉
(
ξm

k

) ∑
ik∈[q]k

ak,k+
∑k

j=1 ℓij−ξm
≤

ξm∑
k=

⌈
ξm−ℓ

ξ

⌉(2eξ)kqk(4ξeq)−k ≤
4

2m
≤ 4

2m

As for the second term, we make the following observation: For ξk < i ≤ ξ(k + 1),
k ∈ (n− 1], j ≥ ⌈ i−ℓξ ⌉ ≥ k, and hence(

i

j

)
≤
(
ei

j

)j
≤
(
eξ(k+ 1)

k

)j
≤ (2eξ)j .

For 0 ≤ i ≤ ξ and j ≥ 1, (ij) ≤
(
ei
j

)j
≤ (eξ)j . Thus, we are going to break the sum into two

parts:

ξm−1∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j =

ξ∑
i=0

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j +

ξm−1∑
i=ξ+1

i∑
j=

⌈
i−ℓ
ξ

⌉
(
i

j

)
(4ξe)−j



70 CMTP for general ξmax

≤ ξ + 1+

ξ∑
i=0

i∑
j=1

(eξ)j(4eξ)−j +

ξm−1∑
i=ξ+1

i∑
j=⌈i/ξ⌉−1

(2eξ)j(4eξ)−j

≤ ξ + 1+
ξ + 1

3
+ 4

ξm−1∑
i=ξ+1

1

2⌈i/ξ⌉

(1)
≤ 4

3
(ξ + 1) + 2ξ

(2)
≤ 4ξ,

where the last inequality follows from the fact that ξ ≥ 2.



8
B M T P F O R ξmax = 2

In this chapter we analyse the simplest version of the BMTP((A,B),aq,λq) problem, where
any pair of coefficient vectors ai and aj are orthogonal. In this case the graph G(E[aq,λq])

consists just of isolated edges. Of course, the size of each component of this graph is 2,
hence ξmax = 2.

However, first we present a reformulation of the general BMTP problem. The main reason
to do this is because this formulation will facilitate the proof of the ξmax = 2 subcase.
Moreover, this formulation might motivate future direction and open problems that are
not in the scope of this thesis.

The graph, G(E), associated with the system of equations, E, of a BMTP((A,B),ae,λe)

problem, is a bipartite graph between shoresA andB. While standardizingE, asE[Λ{{c}}] :=
E(Star(G(E))), let us assume the convention that all the representative vertices, one from
each component of G(E), used in the Star transformation (recall from Chapter 4), are
chosen from shore A. Then the collection of edge-labels of the i-th component can be
alternatively viewed as a pair of multisets, {λi,A := {λj : j ∈ [[vi]] ∩A},λi,B := {λj : j ∈
[[vi]] ∩B}}, where λi,A (resp., λi,B) denotes the collection of labels of the edges from the
center of the star to vertices in A (resp., B). For simplicity of notation we can relabel the
elements so that λi,A = {λAi,1, . . . ,λAi,ξAi − 1} and λi,B = {λBi,1, . . . ,λBi,ξBi }, where ξAi (resp.,

ξBi ) are the number of A-vertices (resp. B-vertices) in [[vi]].

biset-system . Note that if the system of equations, E, of a BMTP problem is in standard
form, then the non-equations of the BMTP problem force the following two conditions on
the edge-labels of G(E): (1) label of any edge between two vertices in A is non-zero, i. e.,
λAi,j ̸= 0m for all j ∈ [ξAi − 1], i ∈ [c], (2) label-sum of a path between any two vertices
in A (resp. any two vertices in B) is non-zero, i. e., λAi,j ̸= λAi,j′ and λBi,k ̸= λBi,k′ for all
j, j′ ∈ [ξAi − 1], k, k′ ∈ [ξBi ], i ∈ [c]. This implies both λi,A and λi,B are sets for i ∈ [c]. We
call an ordered pair of set-systems, both containing equal number of sets, a biset-system. If
the system of equations corresponding to a BMTP problem is in standard form, then the
problem, like its system of equations, can be characterized by a biset system, (Λ{{c}}A ,Λ{{c}}B ),
where Λ{{c}}A = {{λ1,A, . . . ,λc,A}} and Λ{{c}}B = {{λ1,B, . . . ,λc,B}}.

71
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Reformulation of BMTP

notation. ηAi := ξAi − 1, denote the number of edges between A-vertices in the
i-th component.

The bipartite homogeneous bivariate Mirror Theory Problem instantiated by the biset-
system

(Λ{{c}}A ,Λ{{c}}B ) = ({{λ1,A, . . . ,λc,A}}, {{λ1,B, . . . ,λc,B)}}) :

λi,A = {λAi,1, . . . ,λi,ηAi }, λAi,j ̸= 0m, j ∈ [ηAi ] i ∈ [c]

λi,B = {λBi,1, . . . ,λi,ξBi }, i ∈ [c]

also denoted as BMTP(Λ{{c}}A ,Λ{{c}}B ), is to find the number of solutions to the system
of equations and non-equations:
(equations).

Xi,0 ⊕Xi,j = λAi,j , j ∈ [ηAi ], i ∈ [c].

Xi,0 ⊕Yi,j = λBi,j , j ∈ [ξBi ], i ∈ [c].

(non-equations).

Xi,j ̸= Xi′,j′ for all j ∈ [0..ηAi ], j
′ ∈ [0..ηAi′ ], i, i

′ ∈ [c], i ̸= i′.

Yi,j ̸= Yi′,j′ for all j ∈ [ξBi ], j
′ ∈ [ξBi′ ], i, i

′ ∈ [c], i ̸= i′.

Notation: We denote a the biset-system (Λ{{c}}A ,Λ{{c}}B ) as Λ{{c}}AB . An element of ΛAB

is a pair of sets (λA,λB), which will be denoted as λAB . An element in λA will be
typically denoted as λA, whereas an element in λB will be typically denoted as λB .

Recall that the system of equations and non-equations corresponding to BMTP(Λ{{c}}AB )

is consistent if (1) λAi,j ̸= 0m for j ∈ [ηi,A], i ∈ [c], and (2) λAi,j ̸= λAi,j′ for j, j′ ∈ [ηi,A], j ̸=
j′, i ∈ [c], and λBℓ ̸= λBℓ

′ for j, j′ ∈ [ηi,B ], j ̸= j′, i ∈ [c]. While easy to manipulate, both
conditions have to be handled in a different way, leading to unnecessary complications.
The simplest fix is to introduce an additional element 0m to each of the sets λi,A. Thus
instead of considering the multiset, λi,A, of only the edge-labels of the i-th component,
if we consider the multiset (λi,A)+0m := {{0m,λi,1, . . . ,λi,ηi,A}} then we can combine the
two consistency conditions above and just say that (λi,A)+0m is a set for all i ∈ [c]. If
every A-set in a biset-system contains 0m we call the set-system a centered biset-system.
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Thus if the system of equations and non-equations of BMTP(Λ{{c}}AB ) is consistent, then
(Λ{{c}}AB )+0m|A := {{((λ1,A)+0m ,λ1,B), . . . , ((λc,A)+0m ,λc,B)}} is a centered biset-system.

Bipartite Disjointness Event for a Biset-System

Given a centered biset-system Λ{{c}}AB , we say that the bipartite disjointness event,

BDE(Λ{{c}}AB ), holds, if for a random vector Sc = (S1, . . . ,Sc), where Si
$← {0, 1}m

independently for each i ∈ [c], the translated sets, S1⊕λ1,A, . . . , Sc⊕λc,A are disjoint,
and S1 ⊕λ1,B, . . . ,Sc ⊕λc,B are disjoint.
We define the probability of the bipartite disjointness event as

p(Λ{{c}}AB ) := pSc(BDE(Λ
{{c}}
AB )).

Note that, every A-set in a centered biset-system is non-empty because they at least
contain the element 0m.

the ξmax = 2 case . Now we present the particular type of biset-systems that we will
come across the proof for the ξmax = 2 subcase of the BMTP problem.

Unistar and paired biset-systems

Consider a biset-system Λ{{q}}AB with λi,A = {0m}, λi,B = {λi}, for i ∈ [q − 1] and
0 ≥ |λq,B| − |λq,A| ≤ 1. A biset-system with this property is called a unistar biset-
system. If |λq,A|+ |λq,B| = ℓ, we say ΛAB is a unistar biset-system with a ℓ-star.
Moreover if λq,A = {0m} and λq,B = {λq}, then Λ{{c}}AB will be called a paired biset-
system.

Now we present our main result for paired biset-systems:

Main result for BMTP with ξmax = 2

Theorem 8.1. For m ≥ 7 and any paired biset-system Λ{{q}}AB with 1 ≤ q ≤ 2m/17, we have

p(Λ{{q}}AB ) ≥
((2m)q)

2

22mq

(
1− 8m3

22m
− 19q2

22m

)
.

We first exploit the properties of the probabilities of the distinctness event between
related labels for independent permutations case through Lemma 8.1 and Lemma 8.2.
Similar to our CMTP proofs, we introduce the notion of the link-deletion operation and the
Link-Deletion Lemma (i.e., Lemma 8.3). These results together will allow us to state the
Core-Lemma (i.e., Lemma 8.4), which allows us to prove Lemma 8.1.
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Lemma 8.1. For a unistar biset-system Λ{{q}}AB with λq,A = {0m} and λq,B = ∅, we have

p(ΛAB) = p(ΛAB \λq,AB) ·
(
1− q− 1

2m

)

Proof. The result follows from the fact that

BDE(Λ{{q}}AB ) = BDE(ΛAB \λq),AB︸ ︷︷ ︸
E

∧
(
Sλq,AB

∈ {0, 1}m \ {Sλ1,AB
, . . . , Sλq−1,AB

}
)︸ ︷︷ ︸

E′

and the fact that the events E and E′ above are independent.

Lemma 8.2. For a paired biset-system, Λ{{q}}AB and any of its paired biset-subsystem Γ{{q−d}}AB ⊆
ΛAB , we have

p(ΓAB) ≤ p(ΛAB)/
(
1− 2q

2m

)d

Proof. BDE(ΓAB) ∧¬BDE(ΛAB) ≡ For each λAB = ({0m}, {λ}) ∈ ΛAB \ ΓAB (# = d),

SλAB
̸∈ {Sλ′

AB
: λ′AB ∈ ΓAB}︸ ︷︷ ︸
#=q−d≤q

∪{Sλ′
AB
⊕ λ′ ⊕ λ : λ′AB = ({0m}, {λ′}) ∈ ΓAB}︸ ︷︷ ︸

#=q−d≤q

The lemma follows by union bound and the independence of BDE(ΓAB) and SλAB
for

λAB ∈ ΛAB \ ΓAB .

alternate link deletion. Let Λ{{q}}AB be a unistar biset-system with |λq,A|+ |λq,B| =
ℓ ≥ 1. We remove the elements alternately from λq,A and λq,B in the following manner:
If ℓ ≡ 0 (mod 2), then we remove a link element λ ∈ λq,A, otherwise, we remove a link
element λ ∈ λq,B .

For every λ ∈ λq,A, we define the following set:

IA(λ) := {[λ′AB ] = ({0m}, {λ′}) ∈ Λ{{q}}AB \λq,AB : λ⊕ λ′ /∈ λq,B}

and for every λ ∈ λq,B , we define the following set:

IB(λ) := {[λ′AB ] = ({0m}, {λ′}) ∈ Λ{{q}}AB \λq,AB : λ⊕ λ′ /∈ λq,A}
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Now for every λ ∈ λq,A, and [λ′AB ] ∈ IA(λ), we define

(ΛAB)[λ′
AB ] := (ΛAB)−λ′

AB−λq,AB+λ′′
q,AB

where λ′′q,AB = (λq,A,λq,B ∪ {δ})

and for every λ ∈ λq,B , and (δ,λ′AB) ∈ IB(λ), we define

(ΛAB)[λ′
AB ] := (ΛAB)−λ′

AB−λq,AB+λ′′
q,AB

where λ′′q,AB = (λq,A ∪ {δ},λq,B)

Note that if ΛAB is unistar biset-system with a ℓ-star, then (ΛB)[λ′
AB ] is a unistar system

with a (ℓ+ 1)-star, for [λ′AB ] ∈ IA/B(λ).

Now we state our alternate link deletion lemma for unistar biset-systems.

Lemma 8.3 (Alternate link deletion lemma). Let Λ{{q}}AB be a unistar biset-system with
|λq,A|+ |λq,B| = ℓ ≥ 1. Then using the above notations:

p(ΛAB) = p((ΛAB)−λ|λq,A
)− 1

2m

∑
[λ′

AB ]∈IA(λ)

p((ΛAB)[λ′
B ]), if ℓ ≡ 0 (mod 2)

p(ΛAB) = p((ΛAB)−λ|λq,B
)− 1

2m

∑
[λ′

AB ]∈IB(λ)

p((ΛAB)[λ′
B ]), if ℓ ≡ 1 (mod 2)

Proof. For (δ,λ′AB) ∈ IA(λ), the following events are equivalent:

BDE((ΛAB)−λ|λq,A
)∧ (Sλq,AB

= λ⊕ Sλ′
AB

) ≡ BDE((ΛAB)[λ′
AB ])∧ (Sλq,AB

= λ⊕ Sλ′
AB

),

So it follows that,

BDE((ΛAB)−λ|λq,AB
) ≡ BDE(ΛAB) ∨ (BDE((ΛAB)−λ|λq,AB

) ∧¬BDE(ΛAB))

≡ BDE(ΛAB) ∨
∨

[λ′
AB ]∈IA(λ)

(BDE((ΛAB)[λ′
AB ]) ∧ (Sλq,AB

= λ⊕ Sλ′
AB

))

Note that the event (Sλq,AB
= λ⊕ Sλ′

AB
) occurs with probability 2−m and is independent of

the event BDE((ΛAB)[λ′
AB ]). Also the events (Sλq,AB

= λ⊕ Sλ∗
AB

) and (Sλq,AB
= λ⊕ Sλ∗∗

AB
)

for distinct [λ∗AB ], [λ
∗∗
AB ] ∈ IA(λ) are mutually exclusive. This proves our result.

Multiplicity of B-elements

Given a paired biset-system, ΛAB and x ∈ {0, 1}m, we define

µΛAB
(x) = #{λAB ∈ ΛAB : λB = {x}}, M(ΛAB) := max

x∈{0,1}m
µΛAB

(x)

The core lemma for paired biset-systems goes as follows:
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Lemma 8.4 (Core lemma for paired biset-systems). For q > 2m, and a paired biset-
system Λ{{q}}AB , with λq,AB = ({0m}, {λ}), where λ = argmax

x∈{0,1}m
µΛAB

(x). Then for all

[λ′AB ] ∈ IB(λ),

p((ΛAB)[λ′
AB ]) ≤ p((ΛAB)−λ|λq,B

) ·
(
1+

17M(ΛB)

2m

)
.

We prove the core lemma in Sect. ??. But first we prove our main result, Theorem 8.1,
putting to use the above core lemma.

proof of theorem 8 .1 . We prove the result in two steps. In the first step, we prove
that

p(Λ{{2m}}AB ) ≥
((2m)2m)

2

(2m)4n

(
1− 8m3

22m

)
, (8.1)

and in the second step we prove that

p(Λ{{q}}AB ) ≥ p(Λ{{2m}}AB ) ·
((2m − 2m)q−2m)

2

(22m)q−2m

(
1− 19q2

22m

)
(8.2)

holds. Combining Eqn. (8.1) and Eqn. (8.2), we have our result,

p(Λ{{q}}AB ) ≥
((2m)q)

2

22mq
·
(
1− 19q2

22m

)(
1− 8m3

22m

)
≥

((2m)q)
2

22mq
·
(
1− 19q2

22m
− 8m3

22m

)
.

First Step. For any q ≤ 2m−1, we take an arbitrary paired biset-system Λ{{q}}AB . So

p(ΛAB) ≥ p((ΛAB)−λq,AB
) ·
(
1− 2q

2m

)
= p((ΛAB)−λq,AB

) ·
(
1− q

2m

)2(
1− q2/22m

(1− q/2m)2

)
. (8.3)

Let us denote ζ(q) = q2/22m

(1−q/2m)2
. Note that, ζ(q) is an increasing function and (1 −

ζ(q))q ≥ 1− q · ζ(q). Therefore, by multiplying Eqn. (8.3) for 1 ≤ q ≤ 2m− 1, we get

p(Λ{{2m}}AB ) ≥
((2m)2m)

2

24mn

(
1− (2m− 1)3/22m

(1− (2m− 1)/2m)2

)

≥
((2m)2m)

2

(2m)4m

(
1− 8m3

22m

)
,
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where the last inequality holds because 1− (2m−1)3/22m

(1−(2m−1)/2m)2
≥ 1− 8m3/22m for n ≥ 7.

Second Step. Now, let 2m ≤ α ≤ 2m/17, and let Γ{{α+1}}
AB be a paired biset-system with

γα+1,AB = ({0m}, {γ}), such that µΓAB
(γ) =M(ΓAB). Let Γ′AB = (ΓAB)−γα+1,AB . Then

p(ΓAB)
p(Γ′AB)

≥ (2m − α)2

22m
(1− η(α)) (8.4)

holds, where η(α) := 17α/22m
1−α/2m . Note that, η(α) is a non-decreasing function, and (1−

η(q − 1))q ≥ 1 − (q − 1)η(q − 1) ≥ 1 − q · η(q). Moreover, for all q ≤ 2m/17, we have
17/(1− q/2m) ≤ 19. Therefore, by multiplying Eqn. (8.4) for all 2m ≤ α ≤ q− 1, we have
Eqn. (8.2).

Let IB(γ) := {[γ′AB ] : γ′AB = ({0m}, {γ′}) ∈ Γ′AB : γ ̸= γ′} be the set of all bisets γ′AB
for which γ′ does not collide with γ. It is easy to see that |IB(γ)| = α−M(ΓAB) + 1. By
applying Lemma 8.3 and Lemma 8.4, we can bound p(ΓAB) from below as follows:

p(ΓAB) = p((ΓAB)−γ|γα+1,B
)− 1

2m

∑
[λ′

AB ]∈IB(γ)

p((ΓAB)[λ′
AB ])

(⋆)
≥ p((ΓAB)−γ|γα+1,B

)− 1

2m

∑
[λ′

AB ]∈IB(γ)

p((ΓAB)−γ|γα+1,B
)

(
1+ 17

M (ΓAB)
2m

)

≥ p((ΓAB)−γ|γα+1,B
)

(
1− α−M(ΓAB) + 1

2m

(
1+

17M(ΓAB)
2m

))
(⋆⋆)
≥ p((ΓAB)−γ|γα+1,B

)

(
1− α

2m
− 17α

22m

)
(⋆⋆⋆)
≥ p(Γ′AB) ·

(2m − α)2

22m
(1− η(α))

where (⋆) follows from the core lemma, Lemma 8.4, (⋆⋆) follows from the calculation

α−M(ΓAB) + 1

2n

(
1+

17M (ΓAB)
2m

)
≤ α

2n
+

17α

22m
− M(ΓAB)− 1

2m

(
1− 17α

2m

)
≤ α

2n
+

17α

22m
,

and (⋆⋆) follows from Lemma 8.1.

Thus modulo the proof of the core lemma, Lemma 8.4, we are done.

8.1 proof of the core lemma , lemma 8 .4

For a paired biset-system Λ{{q}}AB , we need compare p((ΛAB)−λ|λq,B
) and p((ΛAB)[λ′

AB ]),
where [λ′AB ] ∈ IB(λ). We define an operation on unistar biset-systems, so that when it
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is applied to (ΛAB)[λ′
AB ] it yields the biset-system (ΛAB)−λ|λq,B

. Our operation, denoted

as Op, is defined as follows: Let Γ{{α}}AB be a unistar system and x ∈ λq,A, y ∈ λq,B , then
Op(ΓAB,x, y) = (Γ′AB)

{{α+1}}, where γ′α,AB := ({0m},x ⊕ y), and γ′α+1,AB := (γα,A \
{x}, γα,B \ {y}).

Now we define the D-terms:

D-terms for unistar biset-systems

For a positive integer q, for all ℓ ≥ 0 and 1 ≤ α ≤ q, we define

D(α, ℓ) := max
ΓAB ,x,y

|p(ΓAB)−p(Op(ΓAB,x, y))|

where the maximum is taken over all unistar biset-systems Γ{{α}}AB with a (ℓ+ 2)-star,
and x ∈ λα,A, y ∈ λα,B , such that (Op(ΓAB,x, y))−γ′α+1,AB

⊆ (ΛAB)−λq,AB
.

Next we prove a recursive inequality for D-terms:

Lemma 8.5 (Recursive inequality of D-terms). For any α ≤ q and ℓ ≥ 0,

D(α, ℓ) ≤ D(α, ℓ− 1) +
q

2m
·D(α− 1, ℓ+ 1) +

3M(ΛAB)

2m
·
p((ΛAB)−λq,AB

)

(1− 2q/2m)q−α

Proof sketch. We will give the proof sketch for ℓ ≡ 0 (mod 2), The other case can be
proved using similar arguments. Take the unistar biset-system Γ{{α}}AB with a (ℓ+ 2)-star,
and x ∈ λα,A, y ∈ λα,B , such that (Op(ΓAB,x, y))−γ′α+1,AB

⊆ (ΛAB)−λq,AB
, and such

that D(α, ℓ) = |p(ΓAB)−p(Op(ΓAB,x, y))|. Let Γ∗AB = Op(ΓAB,x, y). We fix any γ ∈
γα,A \ {x}. Then by the alternate link deletion lemma, Lemma 8.3, we have

p(ΓAB) = p((ΓAB)−γ|γq,A)−
1

2m

∑
[γ′AB ]∈IA(γ)

p((ΓAB)[γ′B ])

p(Γ∗AB) = p((Γ∗AB)−γ|γ∗q,A)−
1

2m

∑
[γ′AB ]∈I∗A(γ)

p((Γ∗AB)[γ′B ])

where

IA(γ) := {[γ′AB ] : γ′AB = ({0m}, {γ′}) ∈ ΓAB \ γα,AB, γ ⊕ γ′ /∈ γα,B}
I∗A(γ) := {[γ′AB ] : γ′AB = ({0m}, {γ′}) ∈ Γ∗AB \ γ∗AB [α+ 1], γ ⊕ γ′ /∈ γ∗B [α+ 1]}

Subtracting this and using |I∗A(γ) \ IA(γ)| ≤ 3M(ΛAB), we obtain the result.

Also note that, from Lemma 8.2, we can deduce

D(α, ℓ) ≤
2p((ΛAB)−λq,AB

)

(1− 2q/2m)q−α
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Now let β = q/2m and define the double sequence {ad,ℓ}0≤d≤q,ℓ≤2d−1 as:

adℓ :=
βdD(α, ℓ)

2p((ΛAB)−λq,AB
)

Also for q ≤ 2m/17, we have (β/(1− 2β))d ≤ (1/4e)d. Recalling that q ≥ 2m, we see that
the double sequence defined above satisfies all the conditions of Lemma 6.3, and hence we
have

a0,0 ≤
8M(ΛAB)

2m

The core lemma statement now follows:

|p((ΛAB)−λ|λq,B
)−p((ΛAB)[λ′

AB ])|
(⋆)
≤

16M(ΛB) ·p((ΛAB)−λq,AB
)

2m

(⋆⋆)
≤ 17M(ΛAB)

2m
·p((ΛAB)−λ|λq,B

)

where (⋆) follows from the fact that D(q, 0) = a0,0 · 2p((ΛAB)−λq,AB
), and (⋆⋆) follows

from using Lemma 8.1 and noting that 1− q/2m ≥ 16/17 for q/2m ≤ 1/17.





9
B M T P I N T W E A K A B L E P E R M U TAT I O N
S E T T I N G

In this chapter we consider the BMTP((A,B),ae,λe) problem, for which the corresponding
graph, G(E[ae,λe]) is of a particular structure.

Bipartite Star Graph

A bipartite graph (A ⊔B,E) is called a bipartite star graph if every component of
the graph is a star. Thus every component of a graph is of one of the following
categories:

• the component consists of an isolated edge

• the component consists of more than one edges all incident at an A-vertex, we
call these components A-stars.

• the component consists of more than one edges all incident at a B-vertex, we
call these components B-stars.

A bipartite star graph is parameterized by (c1, cA, cB, qA, qB, ξmax), where

• c1, cA, cB are the number of isolated edges, A-stars and B-stars, respectively,

• qA, qB are the total number of edges in the A-stars and B-stars

• ξmax is the size of the largest component.

Remark 9.1. Although the graph G, corresponding to a BMTP problem, is a bipartite graph,
Star(G), which contains only star components (see Chapter 4), may not be bipartite. So
even if the above graph structure might look quite general, all BMTP problems cannot be
reduced to one, the corresponding graph of which will be a bipartite star graph.

Suppose the graph G corresponding to a BMTP problem be a bipartite star graph param-
eterized by (c1, cA, cB, qA, qB, ξmax). Since the ordering of the components of the graph
does not affect the number of solutions to the corresponding BMTP problem, for the
rest of the paper we fix a particular ordering of the components, in which the isolated
edges occur first, then the A-stars and then the B-stars. Let the number of vertices
and edges in the i-th component be denoted as ξi and ηi := ξi − 1, respectively. Here,
again the collection of labels of the edges of the i-th component can be viewed as a

81
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multiset λi := {{λi,1, . . . ,λi,ηi}}. Now the non-equations of the BMTP problem force the
following two conditions on the edge-labels of G: label-sum of a path between any
two vertices in A (resp. any two vertices in B) is non-zero, i. e., λi,j ̸= λi,j′ for all
j, j′ ∈ [ηi], i ∈ [c], c := c1 + cA + cB . This implies λi is a set for i ∈ [c]. Thus in this case the
BMTP problem is instantiated by an ordered tuple of sets Λc = (λ1, . . . ,λc), where λi is a
singleton for i ∈ [c1], correspond to the edge-labels of an A-star for i ∈ [c1 + 1, c1 + cA], and
correspond to the edge-labels of an B-star for i ∈ [c1 + cA + 1, c]. Also,

∑cA
i=c1+1 |λi| = qA,∑c

i=c1+cA+1 |λi| = qB and maxi∈[c] |λi|+ 1 = ξmax. We say that such a set-tuple is parame-
terized by (c, cA, cB, qA, qB, ξmax).

Reformulation of BMTP with bipartite star graph

notation. The bipartite homogeneous bivariate Mirror Theory Problem instantiated
by the set-tuple

Λc = (λ1, . . . ,λc) :

λi = {λi,1, . . . ,λi,ηi} i ∈ [c]

parameterized by (c, cA, cB, qA, qB, ξmax),
also denoted as BMTP(Λc), is to find the number of solutions to the system of
equations and non-equations
(equations).

Xi,1 ⊕Yi,1 = λi,1, i ∈ [c1].

Xi,1 ⊕Yi,j = λi,j , j ∈ [ηi], i ∈ [c1 + 1, cA].

Xi,j ⊕Yi,1 = λi,j , j ∈ [ηi], i ∈ [c1 + cA + 1, c].

(non-equations).

Xi,j ̸= Xi′,j′ for all (i, j), (i′, j′) ∈ ([c1 + cA]× {1})
∪([c1 + cA + 1, c]× [ηi])

, i ̸= i′

Yi,j ̸= Yi′,j′ for all (i, j), (i′, j′) ∈ ([c1]× {1}) ∪ ([c1 + 1, cA]× [ηi])

∪([c1 + cA + 1, c]× {1}), i ̸= i′

We denote the system of equations and non-equations corresponding to BMTP(Λc)

problem as EN[Λc].
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Now we define the multiplicity of the equation constants in a way that suits our purpose.

Multiplicity of BMTP constants

Definition 9.1. For a set-tuple Λc = (λ1, . . . ,λc), and an m-bit number λ, we denote the
multiplicity of λ in Λc as

µΛc(λ) := #{i ∈ [c] : λ ∈ λi}

Moreover if
⋃
i∈[c] λi = {λ1, . . . ,λd}, then we define

µi := µΛc(λi)

to be the frequency of the i-th distinct element in Λc. We associate the multiplicity vector
(µ1, . . . ,µd) with the set-tuple Λc.

Equipped with this definitions, we are now going to present the BMTP result for the
tweakable permutation setting.

Main result for BMTP in tweakable permutation setting

Theorem 9.1 ([JN20]). Consider the set-tuple Λc = (λ1, . . . ,λc) parameterized by
(c1, cA, cB, qA, qB, ξmax), with multiplicity vector (µ1, . . . ,µd). Also let ηi := |λi|, i ∈ [c]

and q := c1 + qA + qB .
If q ≤ 2m/4 and q · ξmax ≤ 2m/2, then the number of solutions to the BMTP(Λc) problem
is at least(

1− 13q4

23m
− 2q2

22m
− 4q2

22m

(
cA+cB∑
i=1

η2c1+i

))
×

(2m)c1+cA+qB
(2m)c1+qA+cB∏d

i=1 (2
m)µi

.

Theorem 9.1 has already been proved in [JN20], but for sake of completeness we redo
the proof below in our own terminology.

additional notations . We introduce some additional notations to facilitate the
presentation of the proof. For i ∈ [c+ cA + cB ]:

• η<i denotes the number of edges in the first i− 1 components.

• ξA,<i denotes the number of A-vertices in the first i− 1 components.

• ξB,<i denotes the number of B-vertices in the first i− 1 components.

• Ni denotes the number of solutions to BMTP(Λi), that is the number of solutions
to the sub-system of equations and non-equations instantiated by the sub-tuple
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Λi = (λ1, . . . ,λi). The graph corresponding to this sub-system consists of the first
i components of the graph corresponding to BMTP(Λc). Note that we want a lower
bound for Nc1+cA+cB .

• Hi := Ni ·
di∏
j=1

(2m)µij
, where (µi1, . . . ,µ

i
di
) is the multiplicity vector of Λi. Note that

Hc1+cA+cB/Nc1+cA+cB is precisely the denominator of the lower bound in Theorem
9.1.

• Ji := (2m)ξA,<i+1
· (2m)ξB,<i+1

. Note that Jc+cA+cB is precisely the numerator of the
lower bound in Theorem 9.1.

• We denote the system of equations and non-equations, consisting of EC[Λc] and an
additional equation Xi,j ⊕Yi′,j′ = λ, as EN[Λc]+(Xi,j⊕Yi′,j′=λ)

.

• For i ∈ [c1] and j, k ∈ [i], let Ni(j, k,λ) denotes the number of solutions sat-
isfying an additional equation Xj,1 ⊕ Yk,1 = λ along with the system of equa-
tions and non-equations of BMTP(Λi), i.e., Ni(j, k,λ) is the number of solutions
to EN[Λi]+(Xj,1⊕Yk,1=λ). Note that

Ni(j, j,λ) =

{
Ni if λ = λj,1

0 otherwise

That is for µΛi(λ) many j’s, Ni(j, j,λ) = Ni. Moreover for j ̸= k,

Ni(j, k,λ) = 0 if λ ∈ {λj,1,λk,1}.

• For i ∈ [c1] and k ∈ [i], we denote the number of solutions to BMTP(Λ[i]\k) by N[i]\k.

• For i ∈ [c1], k ∈ [i] and j, ℓ ∈ [i] \ {k}, let N[i]\k(j, ℓ,λ) denote the number of solutions
satisfying an additional equation Xj,1 ⊕Yℓ,1 = λ along with the system of equations
and non-equations of BMTP(Λ[i]\k).

Lemma 9.1 (Isolated edge deletion). For i ∈ [c1 − 1],

Ni+1 = Ni · (2m − 2i+ µΛi(λi+1,1)) +
∑

(j,k)∈I

Ni(j, k,λi+1,1)

where I = I(λi+1,1) := {(j, k) ∈ [i]2∗ : λi+1,1 /∈ {λj,1,λk,1}}.

Proof. Let Si denote the set of all solutions to the system of equations and non-equations
corresponding to BMTP(Λi). We take any (xi, yi) ∈ Si. For any x ∈ {0, 1}m, we have
(xi∥x, yi∥x⊕ λi+1,1) ∈ Si+1 if and only if x /∈ x{i} ∪ (y{i} ⊕ λi+1,1). Thus

|Si+1| = |Si| ·
∣∣∣{0, 1}m \ (x{i} ∪ (y{i} ⊕ λi+1,1))

∣∣∣
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Now since (xi, yi) ∈ Si, we have xj ̸= xk and yj ̸= yk for j ̸= k ∈ [i]. Hence |x{i}| =
|y{i} ⊕ λi+1,1| = i. Now suppose xj = yk ⊕ λi+1,1. Then (xi, yi), besides satisfying the
system of equations and non-equations corresponding to BMTP(Λi), also satisfies the
additional equation Xj ⊕Xk = λi+1,1. Thus

|x{i} ∩ (y{i}⊕λi+1,1)| =
∑
j,k∈[i]

Ni(j, k,λ− i+ 1, 1) = µΛi(λi+1,1) +
∑

(j,k)∈I

Ni(j, k,λi+1,1)

using the properties of Ni(j, k,λ). Combining the above arguments, we have our result.

Remark 9.2. In the above proof, note that there is no special significance to which particular
isolated edge is removed. The same argument would imply that for i ∈ [c1] and k ∈ [i],

Ni = N[i]\k · (2m − 2(i− 1) + µΛi\λk
(λk,1)) +

∑
(j,ℓ)∈I

N[i]\k(j, ℓ,λk,1)

where I = I(λk,1) := {(j, ℓ) ∈ ([i] \ k)2∗ : λk,1 /∈ {λj,1,λℓ,1}}. As a consequence, we have
the following corollary.

Corollary 9.1.1. For i ∈ [c1] and k ∈ [i],

(2m − 2(i− 1))N[i]\k ≤ Ni ≤ (2m − (i− 1))N[i]\k.

Next we lower bound the Ni(j, k,λ)-term.

Lemma 9.2. For all λ ∈ {0, 1}m and (j, k) ∈ I(λ),

Ni(j, k,λ) ≥
Ni

2m − i+ 1
·
(
1− 2(i− 2)

2m − 2(i− 2)

)
.

Proof. Suppose (x[i]\k, y[i]\k) satisfies EN[Λ[i]\k]. Then (x′[i], y′[i]), with (x′[i]\k, y′[i]\k) =

(x[i]\k, y[i]\k) and x′k = xj ⊕ λ⊕ λk,1 and y′k = xj ⊕ λ, will not satisfy EN[Λi]+(Xj,1⊕Yk,1=λ),
if and only if, for some ℓ ∈ [i] \ {j, k}, either x′k = xℓ or y′k = yℓ, or in other words if

xj ⊕ yℓ = λ⊕ λk,1 ⊕ λℓ,1 or xj ⊕ yℓ = λ.

In the first case (x[i]\k, y[i]\k) satisfies EN[Λ[i]\k]+(Xj,1⊕Yℓ,1=λ⊕λk,1⊕λℓ,1), and in the second
case it satisfies EN[Λ[i]\k]+(Xj,1⊕Yℓ,1=λ).

Consider the system of equations EN[Λ[i]\k]+(Xj,1⊕Yℓ,1=λ). If we fix Xj,1 = xj , then the
variables Yj,1,Yℓ,1 and Xℓ,1 will get determined. Thus the number of solutions satisfying
EN[Λ[i]\k]+(Xj,1⊕Yℓ,1=λ) is at most the number of solutions satisfying EN[Λ[i]\{k,ℓ}], i. e.,
we have N[i]\k(j, ℓ,λ) ≤ N[i]\{k,ℓ}. Similarly, N[i]\k(j, ℓ,λ⊕ λk,1 ⊕ λℓ,1) ≤ N[i]\{k,ℓ}.
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Thus, combining, we have

Ni(j, k,λ) ≥ N[i]\k −
∑

ℓ∈[i]\{j,k}

N[i]\k(j, ℓ,λ)−
∑

ℓ′′∈[i]\{j,k}

N[i]\k(j, ℓ
′,λ⊕ λk,1 ⊕ λℓ′,1)

≥ N[i]\k −
∑

ℓ∈[i]\{j,k}

N[i]\{k,ℓ} −
∑

ℓ′∈[i]\{j,k}

N[i]\{k,ℓ′}

≥ N[i]\k − (i− 2)N[i]\{k,ℓ} − (i− 2)N[i]\{k,ℓ′}
(⋆)
≥ N[i]\k ·

(
1− 2(i− 2)

2m − 2(i− 2)

)
(⋆⋆)
≥ Ni

2m − i+ 1
·
(
1− 2(i− 2)

2m − 2(i− 2)

)
where (⋆) and (⋆⋆) follows from Cor. 9.1.1.

Lemma 9.3 (A-star deletion). For i ∈ [cA] and i′ := c1 + i, we have

Ni′ ≥

2m − ξA,<i′ − ηi′ξB,<i′ +

ηi′∑
j=1

µΛi′−1(λi′,j)

 ·Ni′−1.

Proof. Let Si′ and Si′−1 be the sets of solutions of BMTP(Λi′) and BMTP(Λi′−1), respectively.
For any x ∈ {0, 1}n, let yηi′ := (x⊕ λi′,1, . . . ,x⊕ λi′,ηi′ ). If (xξA,<i′ , yξB,<i′ ) ∈ Si′−1, then
(xξA,<i′∥x, yξB,<i′∥yηi′ ) /∈ Si′ , if and only if, either x ∈ x{ξA,<i′} or y{ξB,<i′} ∩ y{ηi′} ̸= ∅. Thus

|Si′ | = |Si′−1| ·

∣∣∣∣∣∣{0, 1}m \
x{ξA,<i′} ∪

ηi′⋃
j=1

(y{ξB,<i′} ⊕ λi′,j)

∣∣∣∣∣∣
Now noting that

• |x{ξA,<i′}| = ξA,<i′

•
∣∣∣⋃ηi′

j=1(y
{ξB,<i′} ⊕ λi′,j)

∣∣∣ ≤ ηi′ξB,<i′

•
∣∣∣x{ξA,<i′} ∩

⋃ηi′
j=1(y

{ξB,<i′} ⊕ λi′,j)
∣∣∣ ≥ ∑ηi′

j=1 µΛi′−1(λi′,j), since for each j ∈ [ηi′ ] there

exists µΛi′−1(λi′,j) equations in EN[Λi′−1] with constant λi′,j .

we have our result.

Similar arguments yield
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Lemma 9.4 (B-star deletion). For i ∈ [cB ] and i′ := c1 + cA + i, we have

Ni′ ≥

2m − ξB,<i′ − ηi′ξA,<i′ +
ηi′∑
j=1

µΛi′−1(λi′,j)

 ·Ni′−1.

Now we prove a lower bound on the ratio of the H and J-terms. Theorem 9.1 directly
follows from this and the definition of the H and J-terms.

Lemma 9.5 (Ratio of H and J-terms). For q ≤ 2m/4 and q · ξmax ≤ 2m/2, we have

Hc1+cA+cB

Jc1+cA+cB

≥ 1− 13q4

23m
− 2q2

22m
− 4q2

22m

(
c∑

i=c1+1

η2i

)

Proof. We prove this in two steps:

step 1 . We show that, for i ∈ [c1 − 1],

Hi+1

Ji+1
≥ 1− 13i3

23m
− 2i

22m
(9.1)

step 2 . Next we show that for i′ ∈ [c1 + 1, c],

Hi′

Ji′
≥
(
1−

4q2η2i′

22m

)
· Hi′−1
Ji′−1

(9.2)

Now Lemma 9.5 follows by multiplying Eq. (9.1) for all i ∈ [c1 − 1] and Eq. (9.2) for all
i′ ∈ [c1 + 1, c], and noting that H1 = J1 = 22m.

proof of eq . (9 .1). From Lemma 9.1 and Lemma 9.2, we have that for i ∈ [c1 − 1],

Ni+1 ≥ Ni ·
(
2m − 2i+ µΛi(λi+1,1) +

|I(λi+1,1)|
2m − i+ 1

(
1− 2(i− 2)

2m − 2(i− 2)

))
Recalling that I(Λi+1,1) = {(j, k) ∈ [i]2∗ : λi+1,1 /∈ {λj,1,λk,1}}, we have |I(λi+1,1)| =
(i− µΛi(λi+1,1))(i− µΛi(λi+1,1)− 1).

In the following equations we abbreviate µΛi(λi+1,1) as µ, for the sake of presentation.
Now, for i ∈ [c1 − 1], we have

Hi+1

Ji+1
≥

(2m − µ) · Ni+1

Ni

(2m − i)2
· Hi

Ji
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≥
(2m − µ)

(
2m − 2i+ µ+ (i−µ)(i−µ−1)

2m−i+1

(
1− 2(i−2)

2m−2(i−2)

))
(2m − i)2

· Hi

Ji

(⋆)
≥

(2m − µ)(2m − 2i+ µ) (2
m−µ)(i−µ)(i−µ−1)

2m−i+1 − 16i3

3·2m

(2m − i)2
· Hi

Ji

(⋆⋆)
≥

(
1−

(i− µ) + (i−µ)2µ
2m − (i−µ)µ

2m + 16i3

3·2m

(2m − i)2

)
· Hi

Ji

(⋆⋆⋆)
≥
(
1− 13i3

23m
− 2i

22m

)
· Hi

Ji

For (⋆), we have used that i ≤ c1 ≤ q ≤ 2m/2, (i− 2), (i− µ) < i and (2m − µ), (2m − i+
1) < 2m. (⋆⋆) is obtained just by simplifying (⋆). For (⋆ ⋆ ⋆) we have used that (i−µ),µ ≤ i
and (2m − i)2 ≤ 22n.

proof of eq . (9 .2). We prove Eq. (9.2) only for i′ = c1 + i for i ∈ [cA]. The same
arguments hold for i′ ∈ [c1 + cA + 1, c], and hence the proof for those i′ is omitted.

From Lemma 9.3 we have

Ni′

Ni′−1
≥ 2m − ξA,<i′ − ηi′ξB,<i′ +

ηi′∑
j=1

µΛi′−1(λi′,j)

In the following calculations we abbreviate µΛi′−1(λi′,j) as µ′j for j ∈ [ηi′ ]. Then we have

Hi′

Ji′
≥

∏ηi′
j=1(2

m − µ′j) ·
Ni′
Ni′−1

(2m − ξA,<i′) (2m − ξB,<i′)ηi′
· Hi′−1
Ji′−1

≥

A︷ ︸︸ ︷
ηi′∏
j=1

(2m − µ′j) ·

(
2m − ξA,<i′ − ηi′ξB,<i′ +

ηi′∑
k=1

µ′k

)
(2m − ξA,<i′) (2m − ξB,<i′)ηi′︸ ︷︷ ︸

B

· Hi′−1
Ji′−1

We bound the two terms A and B as follows:

A =

ηi′∏
j=1

(2m − µ′j) ·

(
2m − ξA,<i′ − ηi′ξB,<i′ +

ηi′∑
k=1

µ′k

)

≥

2mηi′ −
ηi′∑
j=1

µ′j2
m(ηi′−1)

 ·(2m − ξA,<i′ − ηi′ξB,<i′ +

ηi′∑
k=1

µ′k

)
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≥ 2m(ηi′+1) − ξA,<i′2mηi′ − ηi′ξB,<i′2
mηi′ −

 ηi′∑
j=1

µ′j

2

2m(ηi′−1)

Since ξA,<i′ , ξB,<i′ + ηi′ < q, and ξmaxq < 2m/2, we have B ≥ 2m(ηi′+1)−1. Also

B = (2m − ξA,<i′) (2m − ξB,<i′)ηi′

≤ (2m − ξA,<i′)(2m − ξB,<i′)
ηi′

≤ (2m − ξA,<i′)
(
2mηi′ − ηi′ξB,<i′2

m(ηi′−1) + η2i′ξ
2
B,<i′w

m(ηi′−2)
)

≤ 2m(ηi′+1) − ηi′ξB,<i′2
mηi′ + η2i′ξ

2
B,<i′2

m(ηi′−1) − ξA,<i′2mηi′ + ηi′ξA,<i′ξB,<i′2
m(ηi′−1)

Combining the bounds,

A

B
= 1− B −A

B

≥ 1−
η2i′ξ

2
B,<i′2

m(ηi′−1) + ηi′ξA,<i′ξB,<i′2
m(ηi′−1) +

(∑ηi′
j=1 µ

′
j

)2
2m(ηi′−1)

2m(ηi′+1)−1

(⋆)
≥ 1−

η2i′q
22m(ηi′−1) + ηi′q

22m(ηi′−1) + q22m(ηi′−1)

2m(ηi′+1)−1

(⋆⋆)
≥ 1−

4η2i′q
2

22m

(⋆) follows from the fact that ξA,<i′ , ξB,<i′ ,
∑ηi′

j=1 µ
′
j ≤ q. (⋆⋆) follows from the fact that

η2i′ > ηi′ + 1 as ηi′ > 2.
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P R E L I M I N A R I E S F O R T H E R M T P P R O B L E M

notations . Recall that the RMTP(A,λ,≃,R) problem is parameterized by an acyclic
augmented matrix

A|λ :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ac λc

 ∈ F
e×(v+1)
2 .

with Ai ∈ F
ei×vi
2 ,λi ∈ (Fm

2 )ei×1;
∑

i ei = e,
∑

i vi = v. Let us denote by e≤i :=
∑i

j=1 ej and
v≤i :=

∑i
j=1 vj the number of equations and variables involved in the first i components,

respectively. Let us denote the system of equations corresponding to the i-th component as

Ei : AiX
[e≤i−1+1,e≤i] = λi

Denoting the first i components as the submatrix

A≤i|λ≤i :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ai λi

 ∈ F
e≤i×(v≤i+1)
2 .

we can express the system of equations corresponding to the first i components as

E≤i : A≤iX[e≤i] = λ≤i

Consider a solution xv = (x1, . . . ,xv) to the RMTP(A,λ,≃,R), then xv≤i = (x1, . . . ,xv≤i
)

is a solution to RMTP(A≤i,λ≤i,≃,R), where by a slight abuse of notation, the relation
≃ is actually the restriction of the equivalence relation ≃ on [v] to its subset [v≤i]. We
use the shorthand x≤i to denote the vector xv≤i . Now given the partial solution x≤i to
RMTP(A≤i,λ≤i,≃,R), let us define two new families of sets P(x≤i) := {Pj(x≤i)}j∈[k] and
F≤i := F(x≤i) := {Fj(x≤i)}j∈[k], where k is the number of equivalence classes of ≃:

Pj(x≤i) := {xj′ ∈ x≤i : j′ ∈ Pj}, F
[j]
≤i−1 := Fj(x≤i) = Rj ⊔ Pj(x≤i) (10.1)

91
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Let rj≤i := |Pj(x≤i)|, rj := |Rj | for j ∈ [k], which implies |Fj(x≤i)| = rj + r
(j)
≤i =: f (j)≤i .

We assume the convention that x≤0 is the empty vector, implying Pj(x≤0) = ∅ and
Fj(x≤0) = Rj .

If a component Ai|λi contains just one row, we call the component is isolated, otherwise it
is called non-isolated. We analyze the isolated and non-isolated components separately. For
that purpose, we assume that all the isolated components appear before the non-isolated
ones in the CF representation of A|λ. In particular we denote by i∗ the largest index of an
isolated component.

We denote the maximal multiplicity among the equations constants as

∆λi
:= max

λ
|{j ∈ |λi| : λi,j = λ}|, ∆λ := max

λi∈λ
∆λi

expected number of solutions . Under the assumption that λ is chosen uniformly
at random, one would expect that the number of solutions to RMTP(A,λ,≃,R) will be
approximately

E (A,λ,≃,R) := 2−me ·
k∏
i=1

(2m − |Ri|)|Pi|

We want to show that the class of RMTP problems we consider the actual number of
solutions is very close to this value, E (A,λ,≃,R).

10.1 certain linear algebra results

In this section we state certain results that establish the acyclic and regularity assumptions
on our coefficient matrix in linear algebraic grounds, that is in terms of its rank and weight.

Weight of a matrix

Definition 10.1. The weight of any A ∈ Fe×v
2 is defined as

wt(A) := min{wt(a) : a ∈ rowsp+(A)}

where rowsp+(A) := {a1A1 · ⊕ · · · ⊕ aeAe · : (a1, . . . , ae) ∈ Fe
2 \ 0}, Ai · denoting the

i-th row of A.

The following fact relates the weight of a matrix and its components with its row rank.

Proposition 10.1. Suppose A ∈ Fe×v
2 with weight wt(A) ≥ w > 0. Then,

1. A has full row rank.
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2. For every v′ ≥ v −w+ 1 and 1 ≤ i1 < · · · < iv′ ≤ v, the matrix A′ = (A · i1 | . . . |A · iv′ )

has full row rank, where A · i denotes the i-th column of A.

3. v−w+ 1 ≥ e.

Proof. 1 follows from the definition. For 2, suppose to the contrary that A′ does not have
full rank, i.e., there exists (a1, . . . , ae) ∈ Fe

2 \ 0 such that a1A′1 ·⊕ · · · ⊕ aeA′e · = 0. Then the
vector a = a1A1 · ⊕ · · · ⊕ aeAe · ∈ rowsp+(A) has weight wt(a) ≤ v − v′ ≤ w− 1, which
implies wt(A) < w, and we have arrived at a contradiction. Finally, 3 follows from 2.

The following results provide an easy-to-check condition for determining the weight of
a matrix.

Proposition 10.2. For any w ≥ 2, any w-regular and acyclic A ∈ Fe×v
2 has wt(A) = w.

Proof. The result trivially holds for a 1 × v matrix. Suppose the result holds for any
(e− 1)× v acyclic matrix. Then we show that the result also holds for a e× v acyclic matrix
A. Since A is acyclic, any row, say Ae ·, shares at most one non-zero column index with
any other row1. Consider the matrix A′, that is obtained from A by deleting the row
Ae ·. Since A′ will also be acyclic and w-regular by induction hypothesis we have that
wt(A′) = w. Now assume to the contrary that wt(A) < w. Then by Proposition 10.1 there
exists a e× (v − w + 1) submatrix of A, say A′′, that does not have full row rank, i. e.,
there exists an non-zero vector (a1, . . . , ae) ∈ Fe

2 such that a = a1A
′′
1 · ⊕ · · · ⊕ aeA′′e · = 0.

If ae = 0, then we have A′′′, obtained from A′′ by removing the e-th row, A′′e ·, is a
(e− 1)× (v−w+ 1) submatrix of A′ that does not have full row rank, which contradicts
the fact that wt(A′) = w. So suppose ae ̸= 0. If A′′ has a column, that has only one
non-zero entry, and that entry is in the e-th row then it contradicts the fact that a = 0.
Otherwise, suppose that the column with non-zero entry at the e-th row, also has another
non-zero entry at, say the j-th row (there can be exactly one such j ̸= e). Then again
aj = 0, would contradict the fact that a = 0. So in this case we must have aj ̸= 0. Note
that, by choice of Ae ·, every other column in A′′ has a zero entry in their e-th row. Let
A(4) be the matrix obtained from A′′ by removing the said column, and the e-th row. Then
again A(4) constitutes a (e− 1)× (v−w) submatrix of A′ that does not have full row rank,
contradicting the fact that wt(A′) = w.

Proposition 10.3. For any e ≥ 2 and any w ≥ 3, let A ∈ Fe×v
2 be acyclic and w-regular. Then for

any e× (v−w) submatrix, A′, of A, we have

rank(A′) =

{
e− 1, if ∃∗j ∈ [e] : A′j · = 0

e, otherwise

1 This is because if every vertex of a graph has degree at least two, then the graph has a cycle.
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Proof. Let us consider the case when A′j · = 0. Let A′′ be the matrix obtained from A′ by
removing the j-th row, then rank(A′) = rank(A′′) ≤ e− 1. Also A′j · = 0 implies that Aj ·
have non-zero entries only at column indices not included in A′. Also any other row can
share at most one non-zero column index with Aj ·. Hence A′′ is also acyclic and at least
(w− 1)-regular. Thus by Proposition 10.2 we have wt(A′′) ≥ w− 1, which by Proposition
10.1 implies rank(A′) = rank(A′′) ≥ e− 1, which proves the first part.

In the other case every row of A′ is non-zero. Assume to the contrary that rank(A′) < e.
Then there exists (a1, . . . , ae) ∈ Fe

2 such that a = a1A
′
1 · ⊕ · · · ⊕ aeA′e · = 0. Let A′′ be the

matrix consisting of those rows of A, Aj ·, such that aj ̸= 0. Take a longest path in A′′, i. e.,
choose distinct row indices, j1, j2, . . . , jℓ such that A′′j1 · ∼ A′′j2 · ∼ · · · ∼ A′′jℓ ·, and no other
row is adjacent to either A′′j1 · or A′′j1 ·. Such a longest path will exist because A is acyclic.
Moreover, since A is w-regular there will be w− 1 columns, such that the only non-zero
entry in those columns occur at row index j1 and there will be w− 1 more columns such
that the only non-zero entry in those columns occur at row index jℓ (since the first and last
row in the path each have degree 1). Thus even if we remove w rows from A′′, we will still
be left with w− 2 ≥ 1 columns that have exactly one non-zero entry. However this implies
a ̸= 0, contradicting our previous assumption.

10.2 sum-capture lemma

For some w ≥ 2, let α ∈ Fw
2 , and A,B1, . . . ,Bw ⊆ Fm

2 , define

µα(A, {B1, . . . ,Bw}) :=

{
b = (b1, . . . , bw) ∈B1 × · · · ×Bw :

w⊕
i=1

αi · bi ∈ A

}

In addition, for any p ≥ 0, we define

µkα(A, p) := max
B1,...,Bk⊆Fm

2
|Bi|≤p

∣∣∣∣∣
{

b = (b1, . . . , bk) ∈B1 × · · · ×Bk :
k⊕
i=1

αi · bi ∈ A

}∣∣∣∣∣ ,
The following lemma is from [Jha24]. A similar result is also shown in [TZ21].

Lemma 10.1. Let G be a finite abelian group, and let 0 ≤ q ≤ N/2. For all but an O(N−1)

fraction of subsets A ⊆ G such that |A| = q and any non-zero α ∈ (Fm
2 )k, we have

µkα(A, p) ≤

(
qpwt(α)

N
+ 4pwt(α)−1

√
ln(N)q

)
,

For α = (1, 1, . . . , 1), we use the shorthand µ(A,B) for µα(A,B).
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In this section, we are going to prove the following lower bound to the number of solutions
to RPRMTP(A,λ,≃,R) problem:

Main result for regular partite RMTP

Theorem 11.1. Let w ≥ 2 and w(q+ r) ≤ 2m/2. Then the RMTP problem, instantiated by

• an acyclic w-regular A with component form

A|λ :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ac λc

 ∈ F
q×(v+1)
2 .

with Ai ∈ F
qi×vi
2 ,λi ∈ (Fm

2 )qi×1;
∑

i qi = q,
∑

i vi = v.

• An equivalence relation ≃ over [v] that induces a partition (P1, . . . ,Pw) of [v], with
respect to which A is partite.

• family of restricted sets R = {Rj}j∈[w], with |Rj | ≤ r for all j ∈ [w].

has number of solutions N(A,λ,≃,R) ≥ (1− ϵ) ·E (A,λ,≃,R), where

ϵ ≤ 2µ(λ,R)

2m(w−1) +
2q∆λ

2m(w−1) +
6q(q+ r)w

2mw
+

c∑
i=i∗+1

(
2vwi (q+ r)w

2mw
+
qi(q+ r)w−1

2(w−1)

)

Observe that

N(A≤i,λ≤i,≃,R) =
∑

xv≤i−1

N(Ai,λi,≃,F(xv≤i−1)) (11.1)

where the summation is over all possible partial solutions xv≤i−1 of the sub-problem
RMTP(A≤i−1,λ≤i−1,≃,R). Now let us fix xv≤i−1 . We define

S(xv≤i−1) := {y = (yv≤i−1+1, . . . , yv≤i
) ∈ F c[1] × · · · × F

c
[vi]

: Aiy = λi}

95
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where for all j ∈ [vi], F[j] := Fj′(xv≤i−1) for the unique j′ such that v≤i−1 + j ∈ Pj′

(uniqueness follows from partiteness). S(xv≤i−1) is the set of all solutions to RMTP(Ai,λi,≃
,F(xv≤i−1)), or equivalently, all tuples y such that xv≤i−1∥y is a solution to RMTP(A≤i,λ≤i,≃
,R). Also let f[j] := |F[j]|.

crude bound. Since the Ai is a qi × vi acyclic matrix having full row rank, implying
that the dimension of its null space is vi − qi, and noting that |Fj(xv≤i−1)| ≤ r+ q for all
j ∈ [vi] we have

2(vi−qi−1)m(2m − vi(r+ q)) ≤ |S(xv≤i−1)| ≤ 2(vi−qi)m

This inequality along with Eq. (11.1) implies

2(vi−qi−1)m(2m − vi(r+ q)) ≤ N(A≤i,λ≤i,≃,R)

N(A≤i−1,λ≤i−1,≃,R)
≤ 2(vi−qi)m (11.2)

Now we give a finer analysis. We define

S∅ := {y ∈ (Fm
2 )vi : Aiy = λi}

Moreover, for each j ∈ [vi], we define

S{j} := S{j}(xv≤i−1) := S∅ ∩
(
(Fm

2 )j−1 × F[j] × (Fm
2 )w−j

)
Then we have

S(xv≤i−1) = S∅ \
⋃
j∈[vi]

S{j}

Thus defining SJ := ∩j∈JS{j} for J ⊆ [vi], we have principle of inclusion and exclusion

N(Ai,λi,≃,F(xv≤i−1)) = |S(xv≤i−1)| =
∑
J⊆[vi]
J ̸=∅

(−1)|J ||SJ |

Choose any nonempty subset J ⊆ [vi] with |J | ≤ w− 1. Then the qi × (vi − |J |) submatrix,
Ai,J , of Ai obtained by removing the columns with indices v≤i−1 + j : j ∈ J , has full row
rank, qi, by Propositions 10.2 and 10.1. Thus if we fix the v≤i−1 + J indexed variables to be
yJ = (yj : j ∈ J) ∈×j∈J F[j], we get a system of equations with coefficient matrix Ai,J ,
which will have exactly 2(vi−|J |−qi)m solutions. Thus, denoting f[J ] =

∏
j∈J f[j], we have

|SJ | = f[J ] · 2(vi−|J |−qi)m for all J ⊆ [vi], with |J | ≤ w− 1.

First we prove the lower bound for isolated components.
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Lemma 11.1. Take i ∈ [i∗], which means that the i-th component is isolated. Then for any
solution, xi−1, to RMTP(A≤i−1,λ≤i−1,≃,R), we have

|S(xi−1)| ≥ 2−m ·
w∏
j=1

(2m− f (j)≤i−1) ·

1− 2

2m(w−1)

∣∣∣∣∣∣µ(λi,F(xi−1))−
∏w
j=1 f

(j)
≤i−1

2m

∣∣∣∣∣∣


Proof. In this case we have vi = w and qi = 1. Then we have

|S(xi−1)| =
∑
J⊆[w]
J ̸=∅

(−1)|J ||SJ | =
∑
J⊂[w]
J ̸=∅

(−1)|J |f[J ]2m(w−|J |−1) + (−1)wµ(λi,F(xi−1))

= 2−m

∑
J⊂[w]
J ̸=∅

(−1)|J |f[J ]2m(w−|J |) +
w∏
j=1

f
(j)
≤i−1 −

w∏
j=1

f
(j)
≤i−1 + (−1)w2mµ(λi,F(xi−1))


= 2−m

 w∏
j=1

(2m − f (j)≤i−1) + (−1)w2m
µ(λi,F(xi−1))−

∏w
j=1 f

(j)
≤i−1

2m


≥
∏w
j=1(2

m − f (j)≤i−1)
2m

1− 2m∏w
j=1(2

m − f (j)≤i−1)

∣∣∣∣∣∣µ(λi,F(xi−1))−
∏w
j=1 f

(j)
≤i−1

2m

∣∣∣∣∣∣


≥
∏w
j=1(2

m − f (j)≤i−1)
2m

1− 2

2m(w−1)

∣∣∣∣∣∣µ(λi,F(xi−1))−
∏w
j=1 f

(j)
≤i−1

2m

∣∣∣∣∣∣


where the second equality follows from the definition of µ, and the last inequality follows
from the fact that f (j)≤i−1 ≤ r+ q ≤ 2n/2.

Lemma 11.2. Take i ∈ [i∗]. Then

N(A≤i,λ≤i,≃,R) ≥
∏w
j=1(2

m − f (j)≤i−1)
2m

(
1− 2µ(λi,R)

2m(w−1) −
2∆λ≤i

2m(w−1) −
6(q+ r)w

2mw

)
×N(A≤i−1,λ≤i−1,≃,R)

Proof. From Eq. (11.1) and Lemma 11.1, we have

N(A≤i,λ≤i,≃,R) =
∑
xi−1

N(Ai,λi,≃,F(xi−1))
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≥
∑
xi−1

∏w
j=1(2

m − f (j)≤i−1)
2m

1− 2

2m(w−1)

∣∣∣∣∣∣µ(λi,F(xi−1))−
∏w
j=1 f

(j)
≤i−1

2m

∣∣∣∣∣∣


≥
∏w
j=1(2

m − f (j)≤i−1)
2m

N(A≤i−1,λ≤i−1,≃,R)−
2
∏w
j=1 f

(j)
≤i−1

2mw
N(A≤i−1,λ≤i−1,≃,R)

− 2

2m(w−1)

∑
xi−1

µ(λi,F(xi−1))

)

Lemma 11.2 then follows by noting that f (j)≤i−1 ≤ r+ q and the following claim.

Claim 11.2.1.∑
xi−1

µ(λi,F(xi−1)) ≤
(
µ(λi,R) + ∆λ≤i−1

+
2(r+ q)w

2m

)
N(A≤i−1,λ≤i−1,≃,R)

proof of claim 11 .2 .1 . We have∑
xi−1

µ(λi,F(xi−1)) =
∑
xi−1

∑
I⊆[w]

µ(λi, {PI ,R[w]\I})

=
∑
I⊆[w]

∑
xi−1

µ(λi, {PI ,R[w]\I})

where PI =×j∈I Pj and R[w]\I =×j∈[w]\I Rj .

case 1 . I = ∅. In this case:∑
xi−1

µ(λi,R[w]) = µ(λi,R) ·N(A≤i−1,λ≤i−1,≃,R)

case 2 . I ̸= ∅. Fix some a[w]\I ∈ R[w]\I and define a⊕ :=
⊕

j∈[w]\I aj , with a⊕ = 0m

whenever I = [w]. Fix some bI ∈ PI . Then we have∑
xi−1

µ(λi, xbI

, a[w]\I}) =
∑
xi−1

µ(λi ⊕ a⊕, xbI

})

The r.h.s. is the number of solutions of RMTP(A≤i−1,λ≤i−1,≃,R) that additionally
satisfies the equation

⊕
b∈bI xb = λi ⊕ b⊕. Let α be a 1× v≤i−1 binary vector, which

have non-zero entries only at the indices b ∈ bI . If A′ is the matrix obtained by
adjoining the row α to A≤i−1, and λ′ is the vector obtained by adjoining the element
λi ⊕ a⊕ to λ≤i−1, then the r.h.s. is basically N(A′,λ′,≃,R).
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case 2 .1 . A′ has full row rank. Suppose for some j ∈ [i−1], Aj has a non-zero entry
at the index b ∈ bI . Let A[i]\j |λ[i−1]\j be the matrix obtained from A≤i−1|λ≤i−1
by removing the row Aj |λj . Then using the fact that A′′ has full row rank, we
have

N(A′,λ′,≃,R) ≤ 2m(w−2)N(A[i]\j ,λ[i]\j ,≃,R)

Moreover using the crude bound Eq. 11.2, we have

N(A≤i−1,λ≤i−1,≃,R) ≥ (2m(w−1)−w(r+ q)2m(w−2)) ·N(A[i]\j ,λ[i]\j ,≃,R)

Combining, we have

N(A′,λ′,≃,R) ≤ 2

2m
N(A≤i−1,λ≤i−1,≃,R)

where we use the fact w(r + q) ≤ 2m/2. There are at most (w|I|) choices of I
with size |I|, and for each such choice there are at most q|I|rw−|I| choices for
bI , a[w]\I , which finally gives∑

I⊆[w]

∑
xi−1

µ(λi, {PI ,R[w]\I}) ≤
2(r+ q)w

2m
N(A≤i−1,λ≤i−1,≃,R)

case 2 .2 . A′ does not have full row rank. In this case, the adjoined row, α, must
be linearly dependent on the rows of A≤i−1. But since all the rows of A≤i−1
have weight w and their non-zero entries are at disjoint column indices. So we
must have, I = [w], and α = Aj for some j ∈ [i− 1], which also necessitates
that λj = λi. Since there are at most ∆λ≤i−1

choices for such a j, N(A′,λ′,≃
,R) ≤ ∆λi

·N(A≤i−1,λ≤i−1,≃,R).

The claim then follows by combining all these cases.

Finally, we move on to give a lower bound for the non-isolated components.

Lemma 11.3. Suppose i > i∗, that is the i-th component is non-isolated. Then

|S(xv≤i−1)| ≥
∏w
j=1(2

m − f (j)≤i−1)
2mqi

(
1− 2vwi (q+ r)w

2mw
− ϵ(q, r,w)

)
where

ϵ(q, r,w) =

{
2qi(r+q)w−1

2m(w−1) for odd w

0 for even w
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Proof. Recall that |S(xv≤i−1)| =
∑

J⊆[vi]
J ̸=∅

(−1)|J ||SJ |. First we consider the case when w is

even. Then by using Bonferroni’s inequality, we have

|S(xv≤i−1)| ≥
∑
J⊆[vi]

0<|J |≤w−1

(−1)|J ||SJ | =
∑
J⊆[vi]

0<|J |≤w−1

(−1)|J |f[J ]2m(vi−|J |−qi)

≥ 1

2mqi

 ∑
J⊆[vi]

0<|J |≤w−1

(−1)|J |f[J ]2m(vi−|J |) +
∑
J⊆[vi]
|J |=w

f[J ]2
m(vi−w) −

∑
J⊆[vi]
|J |=w

f[J ]2
m(vi−w)


≥ 1

2mqi

 vi∏
j=1

(2m − f (j)≤i−1)− v
w
i (r+ q)w2m(vi−w)


≥
∏vi
j=1(2

m − f (j)≤i−1)
2mqi

(
1− 2vwi (r+ q)w

2mw

)
where the second last inequality follows from the fact that f[J ] ≤ (r+ q)w for any J with
size w.

Now for odd w, again using Bonferroni’s inequality we have

|S(xv≤i−1)| ≥
∑
J⊆[vi]

0<|J |≤w

(−1)|J ||SJ | =
∑
J⊆[vi]

0<|J |≤w−1

(−1)|J |f[J ]2m(vi−|J |−qi) −
∑
J⊆[vi]
|J |=w

|SJ |

≥ 1

2mqi

 ∑
J⊆[vi]

0<|J |≤w

(−1)|J |f[J ]2m(vi−|J |) − 2mqi
∑
J⊆[vi]
|J |=w

|SJ |



≥ 1

2mqi


vi∏
j=1

(2m − f (j)≤i−1)− 2mqi
∑
J⊆[vi]
|J |=w

|SJ |



≥
∏vi
j=1(2

m − f (j)≤i−1)
2mqi

1− 2

2m(vi−qi)

∑
J⊆[vi]
|J |=w

|SJ |


Now we make the following claim:
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Claim 11.3.1.∑
J⊆[vi]
|J |=w

|SJ | ≤ qi(r+ q)w−12m(vi−w−qi+1) + vwi (r+ q)w2m(vi−w−qi)

The lemma now follows from the above claim.

proof of claim 11 .3 .1 . Take any J ⊆ [vi] with |J | = w. Let A′ be the matrix obtained
by removing the J-indexed columns from Ai. Now using Proposition 10.3 we have two
cases:

case 1 . For some row (Ai)j ·, all the non-zero entries of the row are exactly in the J-
column indices. Then by Proposition 10.3 we have rank(A′) = qi − 1. Let us denote
the collection of all J ’s satisfying Case 1 as mcj, then we have∑

J∈J
|SJ | ≤ qi(r+ q)w−12m(vi−w−qi+1)

case 2 . This is the complementary case. From Proposition 10.3, we know that in this case
rank(A′) = qi, and hence we have∑

J⊆[vi]
|J |=w,J/∈J

|Sj | ≤ vwi (r+ q)w2m(vi−w−qi)

The sum of these two cases yeilds the claim.

Since the bound in Lemma 11.3 is independent of xv≤i−1 , we have the following corollary.

Corollary 11.3.1. For i > i∗,

N(A≤i,λ≤i,≃,R) ≥
∏w
j=1(2

m − f (j)≤i−1)
2mqi

(
1− 2vwi (q+ r)w

2mw
− ϵ(q, r,w)

)
×N(A≤i−1,λ≤i−1,≃,R)

where ϵ(q, r,w) is defined as in Lemma 11.3.

Theorem 11.1 now follows from the recursive application of Corollary 11.3.1 for all i
from c down to i∗ + 1 and then Lemma 11.2 from i∗ down to 1.





12
C O M P L E T E R M T P

In this chapter we consider the CRMTP(A,λ, {R}) problem. Note that if a|0m ∈ rowsp+(A|λ)
with wt(a) = 2, then N(A,λ, {R}) = 0. In this case we call the CRMTP problem trivial,
otherwise, we call it non-trivial. We will prove the following lower bound to the number of
solutions to a nontrivial CRMTP(A,λ, {R}) problem:

Main result for complete RMTP

Theorem 12.1. Let w ≥ 2 and w(q + r) ≤ 2m/2. Then the non-trivial CRMTP problem
instantiated by

• an acyclic w-regular A with component form

A|λ :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ac λc

 ∈ F
q×(v+1)
2 .

with Ai ∈ F
qi×vi
2 ,λi ∈ (Fm

2 )qi×1;
∑

i qi = q,
∑

i vi = v.

• a restricted set R, with size |R| = r.

has number of solutions N(A,λ, {R}) ≥ (1− ϵ) ·E (A,λ, {R}), where

ϵ ≤ 2µ(λ,R)

2m(w−1) +
2qM

2m(w−1) +
6q(q+ r)w

2mw
+
qw2

22m

+
c∑

i=i∗+1

(
2vwi (q+ r)w

2mw
+
qi(q+ r)w−1

2(w−1)
+

v2i
22m

)
Here R is a family of sets containing w copies of R. Also, note that the expected number of
solutions for random λ is defined as

E (A,λ, {R}) = 2−mq · (2m − |R|)v .

Consider an equivalence relation ≃ on [v], inducing a partition (P1, . . . ,Pw), such that
A is partite with respect to ≃. Also let R = {Rj}j∈[w] be a family of sets containing
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w copies of R, i.e., R1 = · · · = Rw = R, as defined in Theorem 12.1. Then we call the
RPRMTP(A,λ,≃,R) problem a partite version of the CRMTP(A,λ, {R}) problem. Adapting
Eq. (10.1) of Chapter 10 for the CRMTP case, we define

F (x≤i) := R ∪ x≤i, f≤i := |F (x≤i)| (12.1)

We let F(x≤i) = {Fj(x≤i)}j=[w] denote the family of sets, with F1 = · · · = Fw = F (x≤i)
Then CRMTP variant of Eq. (11.1) will then be

N(A≤i,λ≤i, {R}) =
∑

x≤i−1

N(Ai,λi, {F (x≤i−1)}) (12.2)

where the summation is taken over all x≤i−1 satisfying CRMTP(A≤i−1,λ≤i−1, {R}). Now
N(Ai,λi, {F (x≤i−1)}) = |S(x≤i−1)|, where

S(x≤i−1) = {y ∈ (Fm
2 \ F (x≤i−1))vi∗ : Aiy = λi}

As for done for the partite case, we now define

S∅ := {y ∈ (Fm
2 )vi : Aiy = λi}, S{j} := S∅ ∩

(
(Fm

2 )j−1 × F (x≤i−1)× (Fm
2 )vi−j

)
, j ∈ [vi]

Moreover, for j1 < j2 ∈ [vi], we define

EQj1,j2 := {y ∈ (Fm
2 )vi : Ay = λi ∧ yj1 = yj2}

Then we have

S(x≤i−1) = S∅ \

 vi⋃
j=1

S{j}

∪
 ⋃
j1<j2∈[vi]

EQj1,j2


Thus

N(Ai,λi, {F (x≤i−1)}) = |S∅| −

∣∣∣∣∣∣
vi⋃
j=1

S{j}

∣∣∣∣∣∣−
∣∣∣∣∣∣

⋃
j1<j2∈[vi]

EQj1,j2

∣∣∣∣∣∣
= N(Ai,λi,≃,F(x≤i−1))−

∣∣∣∣∣∣
⋃

j1<j2∈[vi]

EQj1,j2

∣∣∣∣∣∣
≥ N(Ai,λi,≃,F(x≤i−1))−

(
vi
2

)
2m(vi−2−qi)

where in the second equality N(Ai,λi,≃,F(x≤i−1)) denotes the number of solutions to
RPRMTP(Ai,λi,≃,F(x≤i−1)), the partite version of CRMTP(Ai,λi, {F (x≤i−1)}), and the last
inequality follows from the fact that |EQj1,j2 | ≤ 2m(vi−2−qi) as wt(A) ≥ w ≥ 2. This gives
the following counterparts to Lemma 11.1, 11.2, 11.3 and Corollary 11.3.1, for the CRMTP

case:
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Lemma 12.1. Take i ∈ [i∗], which means that the i-th component is isolated. Then for any
solution, xi−1, to CRMTP(A≤i−1,λ≤i−1, {R}), we have

|S(xi−1)| ≥ (2m − f≤i−1)w

2m
·
(
1− 2

2m(w−1)

∣∣∣∣µ(λi,F(xi−1))−
fw≤i−1
2m

∣∣∣∣− w2

22m

)

Lemma 12.2. Take i ∈ [i∗]. Then

N(A≤i,λ≤i, {R}) ≥
(2m − f≤i−1)w

2m

(
1− 2µ(λi,R)

2m(w−1) −
2M

2m(w−1) −
6(r+wq)w

2mw
− w2

22m

)
×N(A≤i−1,λ≤i−1, {R})

Lemma 12.3. Suppose i > i∗, that is the i-th component is non-isolated. Then

|S(x≤i−1)| ≥
(2m − f≤i−1)vi

2mqi

(
1− 2vwi (r+wq)w

2mw
− ϵ(q, r,w)− v2i

22m

)
where

ϵ(q, r,w) =

{
2qi(r+q)w−1

2m(w−1) for odd w

0 for even w

Corollary 12.3.1. For i > i∗,

N(A≤i,λ≤i, {R}) ≥
(2m − f≤i−1)vi

2mqi

(
1− 2vwi (q+ r)w

2mw
− ϵ(q, r,w)− v2i

22m

)
×N(A≤i−1,λ≤i−1, {R})

where ϵ(q, r,w) is defined as in Lemma 12.3.

Now by recursive application of Corollary 12.3.1 from c to i∗ + 1, and then applying
Lemma 12.2 from i∗ down to 1, gives us Theorem 12.1. The distinguishing terms between
the results above and their respective partite counterparts are marked in blue. They are
contributed by the additional EQ sets in the CRMTP case.





Part III

M O T I VAT I O N S A N D A P P L I C AT I O N S

In the third part of the dissertation we present popular cryptographic con-
structions whose security analyses gave rise to the need of different variants of
the mirror theory problem, and how the lower bounds proved by us result in
optimal security bounds for the respective constructions.





13A P P L I C AT I O N S O F C O M P L E T E A N D B I PA RT I T E
M I R R O R T H E O RY F O R ξmax = 2

Xor of two pseudorandom permutations, XOR2(x) := Ek1(x)⊕ Ek2(x)
1 [BI99], and its

single-keyed variant XOR1(x) := Ek(0∥x) ⊕ Ek(1∥x), are the most popular candidates
among the PRP-based PRF constructions, as discussed in section 1.3.1. Both these construc-
tions result in systems of equations, the corresponding graphs of which have maximum
component size 2. In this chapter, we present the security bounds for both of these
constructions using Theorem 8.1 and 6.1, respectively.

13.1 XOR1 construction : applications of CMTP for ξmax = 2

The security analysis of the XOR1 construction using the H-coefficient technique is already
done in section 3.2. The only thing that remains to prove the n-bit security of XOR1

construction is to prove that the number of solutions to a bivariate system of q equations
having ξmax = 2, is at least (2n)2q /2nq. This is exactly what Theorem 6.1 states for any
n ≥ 12 and q ≤ 2n/58. Thus we have,

Theorem 13.1. For any n ≥ 12 and q ≤ 2n/58,

Advprf
XOR1

(q) ≤ q

2n
.

13.2 XOR2 construction : application of BMTP for ξmax = 2

Consider the {0, 1}n-challenge function O defined as O(x) = π1(x)⊕π2(x) where π1,π2

are independent {0, 1}n random permutations, i. e., π1,π2
$← Perm({0, 1}n). We want to

find out the PRF security of the above construction, i. e., we want to calculate Advprf
O (q) =

maxA∈A(q) ∆A(O;ρ), where ρ is a {0, 1}n-random function. To bound ∆A(O;ρ) via the
coefficient H-technique (Corollary 3.0.2).

In this distinguishability scenario all transcripts are attainable, in the sense that Ω =

Supp(τ (Aρ)) = ({0, 1}n)q × ({0, 1}n)q. Letting Θ1 := τ (Aρ) and Θ2 := τ (AO), we have

• pΘ1(x
q, yq) = 2−nq, by definition of the random function (Definition 2.6).

1 Here, Ek1 and Ek2 denote two n-bit independent pseudorandom permutations
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• pΘ1(x
q, yq) = N/((2n)q)

2, where N is the number of solutions to the following
system of equations and non-equations (recalling from Example 1.2): The internal
variables are Xi = π1(xi) and Yi = π2(xi), i ∈ [q].

(equations). Xi ⊕Yi = yi for i ∈ [q].

(non-equations). Xi ⊕Xj ̸= 0, Yi ⊕Yj ̸= 0, for i, j ∈ [q], i ̸= j.

.
Now using Theorem 8.1, real-to-ideal world probability ratio turns out to be:

pΘ1(x
q, yq)

pΘ0(x
q, yq)

= 1− 19q2

22n
− 8n3

22n

for any n ≥ 7, and q ≤ 2n/17. Thus by H-coefficient technique (Corollary 3.0.1) we have:

Theorem 13.2. For n ≥ 7 and q ≤ 2n/17, we have

Advprf
XOR2

(q) ≤ 19q2

22n
+

8n3

22n



14C RY P T O G R A P H I C A P P L I C AT I O N S O F L O W E R
B O U N D F O R C M T P P R O B L E M , T H E O R E M 7 . 1

In order to give an overview of how CMTP can be used, and to illustrate the importance
of Theorem 7.1, we provide security proofs for a diverse set of constructions. Note that
we focus on the parts of the proof that involve system of bivariate equations and omit the
other parts, for which we cite the relevant results in the literature.

14.2 the XORP construction

In [Iwa06], Iwata introduced CENC, a beyond-birthday-bound secure mode of operation
which uses an underlying permutation-based PRF dubbed XORP which is defined as
follows:

XORP[w] : {0, 1}n−s −→ {0, 1}wn

x 7−→ ∥wi=1π (⟨0⟩s∥x)⊕ π (⟨i⟩s∥x) ,

where s = ⌈log2(w + 1)⌉, and π is a uniformly random secret n-bit permutation. Later,
Iwata, Mennink, and Vizár [IMV16] made the link between XORP and Mirror Theory
explicit, and proved optimal security for the construction, using [Pat10a, Theorem 6]. We
revisit their proof by applying Theorem 7.1 in order to demonstrate the following result1.

Theorem 14.1. Let A be an adversary against the prf-security of XORP[w], which is allowed
at most q queries. If q ≤ 2n/12(w+ 1)2, one has

Advprf
XORP[w](q) ≤

wq

2n
+

w2q

2n+1
.

Proof. We are going to rely on the H coefficients technique. Let us fix an adversary A

against the prf-security of XORP[w], which is allowed at most q queries. We assume
without loss of generality that A is deterministic (as it is time-unbounded), never repeats
queries, and always makes exactly q queries. The transcript τ of the interaction of A with
its oracle can be written as

τ = {(X1,Y1,1∥ . . . ∥Y1,w), . . . , (Xq,Yq,1∥ . . . ∥Yq,w)},

1 We do not claim novelty for this Theorem, but we present its proof for illustration purpose.

111



112 cryptographic applications of theorem 7 .1

where, for i = 1, . . . , q and j = 1, . . . ,w, one has |Yi,j | = n. We say that an attainable
transcript τ is bad if at least one of those conditions is satisfied:

• there exists (i, j) ∈ (q]× (w] such that Yi,j = 0n;

• there exists (i, j, j′) ∈ (q]× (w]× (w] such that j ̸= j′ and Yi,j = Yi,j′ .

The set Ω \Ωbad consists of all attainable transcripts that are not bad. Since the Yi,j values
are uniformly random and independent in the ideal world, it is easy to see that one has

Pr
(
τ (AOideal) ∈ Ωbad

)
≤ wq

2n
+

w2q

2n+1
. (14.8)

Let us fix any good transcript τ . By taking X ′i,j = π (⟨j⟩s∥Xi), the event τ (AOreal) = τ can
easily be turned into the following system of bivariate affine equations:

X ′1,0 ⊕X ′1,1 = Y1,1 X ′1,0 ⊕X ′q,1 = Yq,1
... . . .

...

X ′1,0 ⊕X ′1,w = Y1,w X ′1,0 ⊕X ′q,w = Yq,w

Since τ is a good transcript, the corresponding graph clearly has q components, of size
w + 1, and the sum of labels of edges of any path in the graph is not 0n. Let us denote
N the number of pairwise distinct solutions of this system. Then the probability that
X ′i,j = π (⟨j⟩s∥Xi) for all pairs (i, j) is exactly 1/ (2n)(w+1)q. Hence, one has

Pr
(
τ (AOreal) = τ

)
Pr (τ (AOideal) = τ )

≥ N (2n)wq

(2n)(w+1)q

≥ 1, (14.9)

where the last inequality results from the application of Theorem 7.1. Combining Cor. 3.0.2
with Eqs (14.8) and (14.9) ends the proof of Theorem 14.1.

14.3 optimally secure variable-input-length prfs

In [CJN20], Cogliati, Jha and Nandi propose several constructions to build optimally
secure variable-input-length (VIL) PRFs from secret random permutations. Those schemes
combine a diblock almost collision-free universal hash function with a finalization function
based on the Benes construction [AV96]. The most efficient variant, whose representation
can be found in Figure 14.1, relies on two independent permutations, and its security proof
[CJN20, Theorem 7.3] involves the use of Mirror Theory for a single permutation.

First, let us recall the necessary definition for keyed hash function. A (K,X,Y)-keyed
function H is said to be ϵ-almost universal (AU) hash function if for any distinct X,X ′ ∈ X,
we have

Pr
K

∗←K

(HK(X) = HK(X
′)) ≤ ϵ. (14.10)
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Let us fix a non-empty set X ⊂ {0, 1}∗, and let H be a (K,X,Y)-keyed function that
processes its inputs in n-bit blocks. H is said to be (q,σ, ϵ)-Almost θ-Collision-free Universal
(or ACUθ) if, for every Xq ∈ (X)q such that Xq contains at most σ blocks, one has
PrC≥θ (≤) ϵ, where

C := |{(i, j) : 1 ≤ i < j ≤ q, HK(Xi) = HK(Xj)}|.

Finally, we say that a pair H = (H1,H2) of two (K,X,Y)-keyed hash functions H1,H2 is
(q,σ, ϵ2, ϵ1)-Diblock ACUq (or DbACUq) if H is (q,σ, ϵ2)-AU and H1, H2 are (q,σ, ϵ1)-ACUq.
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Figure 14.1: Representation of the 2k-HtmB-p2[H ] based on two uniformly random and indepen-
dent n-bit permutations π1,π2. In the figure π0i (x) := πi(0∥x) and π1i (x) := πi(1∥x),
for i = 1, 2. An edge (u, v) with label g denotes the mapping v = g(u). Unlabeled
edges are identity mapping. The inputs to the functions πji are first truncated before
the application of πi.

Having defined the required security notion for the underlying hash function, the following
result holds.

Theorem 14.2. For ϵ1, ϵ2,σ ≥ 0, q ≤ 2n/12n2, and (q,σ, ϵ2, ϵ1)-DbACUq hash function
H instantiated with key K ∗←K, the prf-advantage of any distinguisher A that makes at
most q queries against 2k-HtmB-p2[H ] is given by

Advprf
2k-HtmB-p2(q) ≤

128q2

23n
+

136q2

22n
+

8q

2n
+ ϵ2 + 2ϵ1.

The complete proof of this result is exactly the same as the one of [CJN20, Theorem 7.3]
where [Pat10a, Theorem 6] is replaced with Theorem 7.1.
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proof sketch . Let us denote with Mi, for i = 1, . . . , q, the inputs from A. We introduce
several random variables: Li = H1(Mi), Ri = H2(Mi), Xi = truncn−1(π1(0∥Li)⊕ Ri) and
Yi = truncn−1(π1(1∥Ri)⊕ Li), so that

Si = π2(0∥Xi)⊕ π2(1∥Yi).

Additionally, at the end of the interaction of A with its oracle, we release the values of
the Lis, Ris,Xis, and Yis. In the real world, we release the actual values, while in the ideal
world we simply draw uniformly random keys for H1 and H2, along with a lazily sampled
uniformly random π1. Note that this can only increase the advantage of an adversary, so
this can be done without loss of generality.

In order to apply Theorem 7.1, we need to make sure that the system (S) consisting of
the q equations

Si = π2(0∥Xi)⊕ π2(1∥Yi)

satisfies the initial conditions. We recall that an alternating trail of length k is a sequence
(i1, . . . , ik+1) such that either Xij = Xij+1 or Yij = Yij+1 for j = 1, . . . , k, and consecutive
equalities do not involve the same family of variables (i.e. an equality in X should be fol-
lowed with an equality in Y). Moreover, an alternating cycle is a special type of alternating
trail of even length, such that ik+1 = i1. We say that a transcript τ is bad if at least one of
the following conditions hold:

• τ contains an alternating cycle;

• τ contains an alternating trail (i1, . . . , ik+1) such that ⊕k+1
j=1Sij = 0;

• the largest block of equalities contains at least n+ 1 variables.2

In [CJN20], the authors prove that

Pr
(
τ (AOideal) ∈ Ωbad

)
≤ 128q2

23n
+

136q2

22n
+

8q

2n
+ ϵ2 + 2ϵ1. (14.11)

Moreover, for any good transcript τ , one has

Pr
(
τ (AOreal) = τ

)
Pr (τ (AOideal) = τ )

=
s2nq

(2n)qX+qY

≥ 1, (14.12)

where s denotes the number of p.d. solutions to the system (S) of equations, and qX (resp.
qY ) the number of pairwise distinct Xi (resp. Yi) values, and the last inequality results from
the application of Theorem 7.1. Combining Cor. 3.0.2 with Equations (14.11) and (14.12)
ends the proof of Theorem 14.2.

2 We say that two variables are in the same block of equalities if there exists an alternating trail involving both
variables.
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14.4 feistel schemes

In [Pat10b], Patarin introduced the study of beyond-birthday-bound security of balanced
and unbalanced Feistel schemes using Mirror Theory. Since our work has improved upon
the bounds conjectured by Patarin, we present here the proof sketch of security analysis of
six-round balanced Feistel scheme with our new improved bounds.

defintion of ψk . Suppose Func(n,n) is the collection of all n-bit functions from
{0, 1}n to itself, and Perm(2n) be the collection of all permutations on {0, 1}2n. Then for
f ∈ Func(n,n)n and L,R ∈ {0, 1}n, ψ(f) ∈ Perm(2n) is defined as follows:

ψ(f)[L,R] := [R,L⊕ f(R)]

In general, for f1, · · · , fk ∈ Func(,n), ψk(f1, · · · , fk) ∈ Perm(2n) is defined as,

ψk(f1, · · · , fk) := ψ(fk) ◦ · · · ◦ψ(f1).

The permutation ψk(f1, · · · , fk) is called a balanced Feistel scheme with k rounds. When
f1, · · · , fk are randomly and independently chosen in Func(n,n), ψk(f1, · · · , fk) is called a
random Feistel scheme with k rounds.

To analyze the PRP security of k-round Feistel scheme via the H-coefficient technique,
given a transcript containing q query-response pairs

τ := {([Li,Ri], [Si,Ti]) : Li,Ri,Si,Ti ∈ {0, 1}n, i ∈ [q]},

we would like to find out the probability of realizing this transcript in the real world,

Pr
(
τ (AOreal) = τ

)
= Pr

(f1,··· ,fk)
∗←Func(n,n)k

(
ψk(f1, · · · , fk)[Li,Ri] = [Si,Ti] ∀i ∈ [q]

)
=

Hk(τ )

|Func(n,n)|k

where,

Hk(τ ) :=
∣∣∣{(f1, · · · , fk) ∈ Func(n,n)k : ψk(f1, · · · , fk)[Li,Ri] = [Si,Ti] ∀i ∈ [q]}

∣∣∣
Note that, here, irrespective of whether the transcript was realized in the real or the
ideal world, we will have that [Li,Ri], i ∈ [q] are pairwise distinct, and [Si,Ti], i ∈ [q] are
pairwise distinct. There are no bad transcripts in the following analysis.

In Fig. 14.2 we have denoted the outputs of the successive rounds as follows:

[Li,Ri]
ψ(f1)−→ [Ri,Xi]

ψ(f2)−→ [Xi,Yi]
ψ(f3)−→ [Yi,Zi]

ψ(f4)−→ [Zi,Ai]
ψ(f5)−→ [Ai,Si]

ψ(f6)−→ [Si,Ti]

Viewing 6-round Feistel as ψ6(f1, · · · , f6) = ψ(f1) ◦ψ4(f2, · · · , f5) ◦ψ(f6), we can write

H6(τ ) =
∑

f1,f6∈Func(n,n)

H4(τ
′) (14.13)

where

τ ′ = {([Ri,Xi], [Ai,Si]) : Xi := Li ⊕ f1(Ri),Ai := Ti ⊕ f6(Si), i ∈ [q]}
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Figure 14.2: Balanced Feistel scheme with 6 rounds

frameworks for ψ4 . To calculate H4(τ ′) we define a ‘framework’ as a collection of
equations of the form Yi = Yj or Zi = Zj . We will say that two frameworks are equal
if they imply exactly the same set of equalities in Y and Z. Let F be a framework. We
will denote by weight(F) the number of (Yi,Zi) ∈ ({0, 1}n)2, i ∈ [q] that satisfy F. If we
denote yF (resp., zF) the number of independent equalities of the form Yi = Yj (resp., of
the form Zi = Zj) in F, then obviously we have weight(F) = (2n)q−yF · (2

n)q−zF

Note that, for a given framework F, Yi = Yj ∈ F =⇒ f3(Yi) = f3(Yj), which is
equivalent to saying Xi ⊕Zi = Xj ⊕Zj . Similarly, Zi = Zj ∈ F =⇒ Yi ⊕Ai = Yj ⊕Aj .
Moreover, Xi = Xj =⇒ f2(Xi) = f2(Xj) which is equivalent to saying Ri⊕ Yi = Rj ⊕ Yj .
Similarly, Ai = Aj =⇒ Zi ⊕ Si = Zj ⊕ Sj .

Let x be the number of independent equalities of the form Xi = Xj , i ̸= j and a be the
number of independent equalities of the form Ai = Aj , i ̸= j. Then by simple alegbraic
manipulation we have the following result.

Lemma 14.1 (exact formula for H4(τ ′)).

H4(τ
′) = |Func(n,n)|4

∑
F

[#Y q satisfying (C1)] · [#Zq satisfying (C2)]

2n(4q−x−yF−zF−a)
(14.14)

where

(C1) :


Xi = Xj =⇒ Yi ⊕ Yj = Ri ⊕Rj
Zi = Zj ∈ F =⇒ Yi ⊕ Yj = Ai ⊕Aj
The only equations Yi = Yj , i < j, are exactly those implied by F

(C2) :


Ai = Aj =⇒ Zi ⊕Zj = Si ⊕ Sj
Yi = Yj ∈ F =⇒ Zi ⊕Zj = Xi ⊕Xj

The only equations Zi = Zj , i < j, are exactly those implied by F

The summation on the r.h.s. of Eq. (14.14) is taken over all possible frameworks F.

A we can see (C1) yeilds a system of difference equations in the variables Y q, and (C2)

a system of difference equations in Zq. To find the number of solutions to these systems of
equations using Theorem 7.1, we have to ensure: (1) the systems are p.d.-consistent, (2) the
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conditions specified in the theorem, like the bound on the maximum component size, and
that on the number of variables, is satisfied by the concerned systems.

Now the systems will be p.d. consistent if there is no cycle of non-zero label sum. To
be on the safe side, we eliminate the possibility of any cycle whatsoever. Note that, there
will be a cycle in the graph representing the system of difference equations in (C1) (resp.,
(C2)) only if there is a ‘circle in X,ZF’ (resp., ‘circle in A,YF’), by which we mean that,
for some k ≥ 3, there is a cyclic tuple of indices (i1, · · · , ik), with i1, · · · , ik−1 pairwise
distinct and ik = i1, such that for all j ∈ [k − 1], either we have Xij = Xij+1 or we have
Zij = Zij+1 ∈ F. We define a circle in A,YF similarly.

Following the same arguments there will be component of size ξ in the graph represent-
ing the system of difference equations in (C1) (resp., (C2)) only if there is a ‘line in X,ZF’
(resp., ‘line in A,YF’) of length ξ, by which we mean that, there are ξ + 1 distinct indices
i1, · · · , iξ+1 such that for all j ∈ [ξ], either Xij = Xij+1 or Zij = Zij ∈ F. We define a line
in A,YF similarly.

good framework . We call a framework for ψ4, F, a good framework, if it does not
result in any of the following:

1. a circle in X,ZF

2. a circle in A,YF

3. a line in X,ZF of length ≥ n

4. a line in A,YF of length ≥ n

From elaborate probability calculations done in Appendix C of [Pat10b] we have the
following result:

Lemma 14.2 ([Pat10b]). For a realizable transcript τ = {([Li,Ri], [Si,Ti]) : i ∈ [q]}, when
f1, f6

∗← Func(,n) and F is randomly chosen (i.e., with probability proportional to weight(F)),
then

Pr (F is a good framework) ≥ 1− 8q

2n
.

If a good framework F is chosen, then the systems of difference equations in (C1) and
(C2) are p.d.-consistent and satisfy the conditions of Theorem 7.1 with ξmax ≤ n. Now the
system of difference equations in (C1) (resp., C2) has x+ zF equations in q− yF variables
(resp., a + yF equations in q − zF variables) and hence by Theorem 7.1 has at least
(2n)q−yF /2n(x+zF) solutions (resp., (2n)q−zF /2n(a+yF) solutions) if q ≤ N/12(log2N)2.
Then from Eq. (14.13) and Eq. (14.14) we get that

H6(τ ) ≥
|Func(n,n)|4

24qn

∑
f1,f6∈Func(n,n)

∑
good F

(2n)q−yF · (2
n)q−zF︸ ︷︷ ︸

weight(F)

(⋆)
≥ |Func(n,n)|6

22qn

(
1− 8q

2n

)
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where (⋆) follows from Lemma 14.2 and the fact that
∑

F weight(F) = 22qn. Thus, we have
a for a realizable transcript τ

Pr[Treal = τ ]

Pr[Tideal = τ ]
=

1
22qn

(
1− 8q

2n

)
1/ (22n)q

≥ 1− 8q

2n
− q2

22n
.

Summarizing we have the following result.

Theorem 14.3. If q ≤ 2n

12n2 , then for every CPCA-2 adversary a A with q adaptive chosen
plaintext or chosen ciphertext queries, we have

Advsprp
ψ6(f1,··· ,f6)(q) ≤

8q

2n
+

q2

22n
.

where f1, · · · , f6
∗← Func(n,n).

a CPCA-2 adversary here means an adversary that adaptively queries Chosen Plaintexts and Chosen
Ciphertexts.



15T H E LRW+ PA R A D I G M :
A P P L I C AT I O N O F B M T P , T H E O R E M 9 . 1

In the seminal paper [LRW02], Liskov et al proposed the LRW1 and LRW2 constructions for
tweakable blockciphers. Landecker et al [LST12] were the first to notice that cascading two
independent instances of LRW2 results in BBB security. In [BGGS20], Bao et al, proposed
that the three round-cascade of LRW1, which they named TNT, is beyond birthday bound
CCA secure. In [JKNS24] we presented a birthday bound chosen ciphertext attack on TNT,
disproving the claims by [BGGS20]. This motivated our proposal of a generalized view
of the cascaded LRW design, in the same work [JKNS24], that encompasses both 4-LRW1
and cascaded 2-LRW2 constructions. In this chapter we prove the IND-CCA security of the
LRW+ construction up to 23n/4 queries. But first we give the birthday bound attack for
TNT, that inspired our investigation into LRW+ 1.

15.1 birthday bound cca attack on TNT

We consider the TNT construction in an information-theoretic setting. Accordingly, we
instantiate TNT based on three independent uniform random permutations π1, π2, and
π3 of {0, 1}n. Recall that, the TNT construction is defined by the mapping

(t,m)
TNT7−−−→ π3(t⊕π2(t⊕π1(m))), (15.3)

For some non-zero δ ∈ {0, 1}n and m ∈ {0, 1}n, consider the function Oδ,m : {0, 1}n →
{0, 1}n, associated to each n-bit tweakable permutation O with n-bit tweak, defined by the
mapping

t
Oδ,m7−−−→ O−1(t⊕ δ, O(t, m)). (15.4)

We are only interested in π̃δ,m and TNTδ,m where π̃ is a tweakable uniform random
permutation of {0, 1}n with n-bit tweaks.

Suppose π̃δ,m is executed over q distinct inputs (t1, . . . , tq). Observe that, for any valid
choice of (t1, . . . , tq), π̃ is executed at most twice for any tweak ti. Thus, one can expect
π̃δ,m(·) to be almost uniform and independent, and thus, indistinguishable from a uniform
random function ρρρ : {0, 1}n → {0, 1}n for a large range of q. In fact, as long as

π̃(ti,m) ̸= π̃(tj ,m) for all i ̸= j such that tj = ti ⊕ δ,

1 This is a bonus result, not directly related to Mirror Theory, and the following section can be skipped.
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π̃δ,m can be shown to be indistinguishable from ρρρ up to O(2n) queries. More importantly,
as we show in the following discussion, one can easily show that the π̃δ,m is almost
identical to ρρρ in terms of the number of output collisions.

TNTδ,m, on the other hand, exhibits a rather peculiar and interesting property. Ap-
parently, TNTδ,m is more prone to collisions as compared to π̃δ,m, which results in a
direct IND-CCA distinguisher for TNT. A formal distinguisher with complete advantage
calculation appears later in section 15.1.2. We first demonstrate the biased behavior by
comparing the number of output collisions for TNTδ,m and π̃δ,m.

15.1.1 Comparing the Number of Collision Pairs in Ideal and Real Worlds

Fix some non-negative integer q ≤ 2n. Fix a set T = {t1, . . . , tq} ⊆ {0, 1}n of size q, an
m ∈ {0, 1}n, and a non-zero δ ∈ {0, 1}n. Let O be a tweakable permutation (which is either
π̃ in the ideal world or TNT in the real world). We compute M′i = Oδ,m(ti) by making
a forward query O(ti,m) := Ĉi, followed by a backward query M′i = O−1(ti ⊕ δ, Ĉi). We
write COLL(Oδ,m) to denote the number of pairs (i, j), i < j such that M′i = M′j .

analyzing coll id := COLL(π̃ δ ,m ) : For any i ̸= j ∈ [q], let χi,j denote the indicator
random variable corresponding to the event: M′j = M′i. Then, using linearity of expectation,
we have

E (collid) =
∑

i<j∈[q]

E (χi,j) =
∑

i<j∈[q]

Pr (χi,j) , (15.5)

where we abused the notation slightly to use χi,j to denote the event χi,j = 1. Let ∼ be a
relation on [q], such that for all i ̸= j ∈ [q], i ∼ j if and only if ti = tj ⊕ δ. Note that ∼ is
symmetric. Suppose there are ν pairs (ti, tj), i < j such that ti ∼ tj . Clearly, ν ≤ q/2. Now,
we can split the right-hand side of (15.5) as follows:∑

i<j∈[q]

Pr (χi,j) =
∑

i<j∈[q]
i∼j

Pr (χi,j) +
∑

i<j∈[q]
i ̸∼j

Pr (χi,j) (15.6)

case i ̸∼ j : We must have {ti, tj} ∩ {ti ⊕ δ, tj ⊕ δ} = ∅. Thus, the two calls to π̃δ,m
corresponding to the i-th and j-th queries result in exactly 2 calls to π̃ and 2 calls π̃−1,
each with a distinct tweak than others. Hence, the outputs of π̃δ,m on inputs ti and tj are
mutually independent and uniformly distributed in {0, 1}n. Thus, for any i ̸∼ j, we have

Pr (χi,j) =
1

2n
, (15.7)
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which results in∑
i<j∈[q]
i ̸∼j

Pr (χi,j) =

((
q

2

)
− ν
)

1

2n
, (15.8)

case i ∼ j : In this case we have ti = tj ⊕ δ. Let Fi,j be the event that π̃(ti,m) = π̃(tj ,m).
Then, we have M′i = M′j = m. Since, ti ̸= tj , Pr (Fi,j) = 2−n. So, for any i ∼ j, we have

Pr (χi,j) = Pr (χi,j ∧ Fi,j) + Pr (χi,j ∧¬Fi,j)
= Pr (Fi,j) + Pr (χi,j ∧¬Fi,j)

=
1

2n
+ Pr (χi,j ∧¬Fi,j) ,

which immediately gives

1

2n
≤ Pr (χi,j) ≤

1

2n
+ Pr (χi,j | ¬Fi,j) ≤

1

2n
+

1

2n − 1
. (15.9)

Note that the last inequality follows from the observation that given ¬Fi,j , outputs of
π̃−1(ti ⊕ δ) and π̃−1(tj ⊕ δ) are sampled independently from a set of size exactly 2n − 1.
This further results in

ν

2n
≤

∑
i<j∈[q]
i∼j

Pr (χi,j) ≤ ν
(

1

2n
+

1

2n − 1

)
. (15.10)

Using (15.5), (15.6), (15.8), (15.10), and ν ≤ q/2 we have(
q

2

)
1

2n
≤ E (collid) ≤

(
q

2

)
1

2n
+

q

2n
. (15.11)

analyzing collre := COLL(TNTδ ,m ) : The analysis of COLL(TNTδ,m) is a bit more
subtle and interesting. Fig. 15.1 gives a pictorial view of the i-th execution of TNTδ,m.
Clearly, the respective calls to π3 and its inverse cancel out each other, resulting in the
compressed view illustrated in Fig. 15.2.

Note that for any i, j ∈ [q], Ui ⊕Uj = ti ⊕ tj . Now, fix a pair of inputs (ti, tj) such that
there is a collision at the output, i.e.,

(M′i = M′j) ⇐⇒ (M̂′i = M̂′j) ⇐⇒ (U′i ⊕U′j = ti ⊕ tj) ⇐⇒ (U′i ⊕U′j = Ui ⊕Uj),

and let χi,j denote the corresponding indicator random variable. Observe that TNTδ,m, has
the following interesting property:

(Ûi ⊕ Ûj = δ) =⇒ (U′i ⊕U′j = Ui ⊕Uj = ti ⊕ tj),
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π1 ⊕⊕⊕ π2 ⊕⊕⊕ π3 π−13 ⊕⊕⊕ π−12 ⊕⊕⊕ π−11
m M′i

M̂ Ui Ûi Ci Ĉi Ci Û′i U′i M̂′i

ti ti ⊕ δ

Figure 15.1: The execution trace for TNTδ,m on input ti.

π1 ⊕⊕⊕ π2 ⊕⊕⊕ π−12 ⊕⊕⊕ π−11
m M′i

M̂ Ui Ûi Û′i U′i M̂′i

ti δ ti ⊕ δ

Figure 15.2: The effective execution trace for TNTδ,m on input ti.

which implies that there are two sources of collisions in TNTδ,m. A collision happens
whenever

1. Ûi ⊕ Ûj = δ, or

2. Ûi ⊕ Ûj ̸= δ and U′i ⊕U′j = ti ⊕ tj .

From this one can easily get a good upper and lower bound on the expected number of
collisions in the real world. Using linearity of expectation, we have

E (collre) =
∑

i<j∈[q]

E (χi,j) =
∑

i<j∈[q]

Pr (χi,j) (15.12)

Further, from the above discussion, we have

Pr (χi,j) = Pr
(
χi,j ∧ Ûi ⊕ Ûj = δ

)
+ Pr

(
χi,j ∧ Ûi ⊕ Ûj ̸= δ

)
= Pr

(
Ûi ⊕ Ûj = δ

)
+ Pr

(
Ûi ⊕ Ûj ̸= δ

)
×Pr

(
U′i ⊕U′j = ti ⊕ tj | Ûi ⊕ Ûj ̸= δ

)
=

1

2n − 1
+

(
1− 1

2n − 1

)
×Pr

(
U′i ⊕U′j = ti ⊕ tj | Ûi ⊕ Ûj ̸= δ

)
, (15.13)

Note that Ûi⊕ Ûj ̸= δ implies that U′i,U
′
j /∈ {Ui,Uj}. Now, fix a valid choice for (Ui,Uj , Ûi, Ûj),

say (ui,uj , ûi, ûj). Then, the number of valid choices for (U′i,U
′
j) that satisfy the equation

U′i ⊕U′j = ti ⊕ tj , are all (x,x⊕ ti ⊕ tj) pairs such that

x ∈ {0, 1}n \ ({ui,uj} ∪ {ui ⊕ ti ⊕ tj ,uj ⊕ ti ⊕ tj})
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But, observe that {ui,uj} = {ui ⊕ ti ⊕ tj ,uj ⊕ ti ⊕ tj} by definition, for any valid choice of
(ui,uj). Therefore, the number of valid (x,x⊕ ti ⊕ tj) is exactly 2n − 2. Furthermore, this
counting is independent of the choice of (ui,uj , ûi, ûj), whence it holds unconditionally.
Now, each such choice for (U′i,U

′
j) occurs with at most 1/(2n − 2)(2n − 3) probability, as

they are sampled from {0, 1}n \ {Ui,Uj} in a WOR (without replacement) manner. Then,
using (15.13), we have

Pr (χi,j) =
1

2n − 1
+

(
1− 1

2n − 1

)
× 1

2n − 3

=
1

2n − 1
+

1

2n − 3
− 1

(2n − 1)(2n − 3)

=
2

2n
+

1

2n(2n − 1)
+

3

2n(2n − 3)
− 1

(2n − 1)(2n − 3)

Using (15.12), we immediately have

E (collre) =
(
q

2

)(
1

2n − 1
+

1

2n − 3
− 1

(2n − 1)(2n − 3)

)
≥
(
q

2

)
2

2n
, (15.14)

and on comparing this with (15.11), we can conclude that

E (collre) ≈ 2E (collid) .

This clearly indicates that the occurrence of collisions in TNTδ,m is approximately twice
that of π̃δ,m.

15.1.2 The Collision Counting Distinguisher

Based on the observations from the preceding section, we now present a formal distin-
guisher, called A∗.

Fix a message m ∈ {0, 1}n, a set T = {t1, . . . , tq} ⊆ {0, 1}n of size q, and a δ ̸= 0n. Let
θ(q,n) be some non-negative function of q and n, which will be defined later in the course
of analysis.

Let O± be the oracle A∗ is interacting with. Then, A∗ works by collecting M′i = Oδ,m(ti)

for all ti ∈ T in a multiset M. As shown in the preceding section, this can be easily done by
a pair of encryption-decryption queries for each i ∈ [q]. After this, A∗ counts the number
of collisions in M using any mechanism collCount, which we do not specify here (see
[JKNS24] for details). If the number of collisions is greater than θ(q,n), the distinguisher
returns 1, otherwise, it returns 0.

Note that the exact implementation of collCount is not relevant for the forthcoming
advantage calculation and hence skipped. However, it is amply evident that the space
complexity of the attack is O(q), i.e., dominated by the query complexity. Further, looking
ahead momentarily, one can implement collCount in such a way that it runs in time
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O(q log2 q). Other than this, A∗ only makes 2q calls to O, thus the overall time complexity
is also in O(q log2 q).

Define

µre :=
(
q

2

)
2

2n
µid :=

(
q

2

)
1

2n
+

q

2n
.

Then, from (15.11) and (15.14), we have that E (COLL(TNTδ,m)) ≥ µre ≥ µid ≥
E (COLL(π̃δ,m)), whenever q ≥ 3.

Theorem 15.2. For n ≥ 4, 10 ≤ q ≤ 2n, and θ(q,n) = (µre + µid)/2, we have

Advtsprp
TNT (A∗) ≥ 1− 371

2n

q2
.

Specifically, for q ≥ 28× 2
n
2 , Advtsprp

TNT (A∗) ≥ 0.5.

Proof. Recall that collid = COLL(π̃δ,m) and collre = COLL(π̃δ,m). Let σ2s := Var(colls), for all
s ∈ {id, re}. In addition, whenever necessary, we also reuse the notations and definitions
from the expectation calculation given in section 15.1.1.
Now, we have

Advtsprp
TNT (A∗) = |Pr (A∗(TNTδ,m) = 1)−Pr (A∗(π̃δ,m) = 1)|

= |Pr (collre > θ(q,n))−Pr (collid > θ(q,n))|

≥ 1−
4(σ2re + σ2id)

(µre − µid)2
. (15.15)

where the last inequality follows from Proposition A.2. We make the following claim on
σ2re and σ2id.

Claim 15.0.1. For n ≥ 4, 10 ≤ q ≤ 2n, we have

σ2id ≤
4q2

2n
σ2re ≤

11q2

2n

A proof of this claim is available in the Appendix A.3. Next, from (15.11) and (15.14),
we have

(µre − µid)2 ≥
((

q

2

)
2

2n
−
(
q

2

)
1

2n
− q

2n

)2

≥
(
q

2

)2 1

22n

(
1− 1

q

)2

≥ 0.162
q4

22n
(15.16)

where the last inequality follows from q ≥ 10. The result then follows from (15.15),
Claim 15.0.1, and (15.16).
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15.2 bbb cca-security of LRW+

almost xor universal hash function : A (τ ,n)-hash function family H, is a
family of functions {h : {0, 1}τ → {0, 1}n}, keyed implicitly by the choice of h. A (τ ,n)-
hash function family H is called an ϵ-almost XOR universal hash family (AXUHF) if for
all t ̸= t′ ∈ {0, 1}τ , and λ ∈ {0, 1}n, we have

Pr
(
H
∗←H : H(t)⊕H(t′) = λ

)
≤ ϵ. (15.17)

For the special case of λ = 0n, H is referred as an ϵ-AUHF.

the lrw+ construction : Let H̃ be a family of (τ ,n)-tweakable permutations, and
H be a (τ ,n)-hash function family. Let Ĥ = (H̃2 ×H), (H̃HH1,H̃HH2,HHH) ← KG

(
Ĥ
)

, and

(π1,π2)
∗← Perm(n), where KG

(
Ĥ
)

is an efficient probabilistic algorithm that returns a

random triple from Ĥ.
The LRW+ construction is a (τ ,n)- tweakable permutation family, defined by the fol-

lowing mapping (see Figure 15.3 for an illustration):

(t,m) 7→ H̃HH
−1
2

(
t,π2

(
HHH(t)⊕π1

(
H̃HH1 (t,m)

)))
. (15.18)

H̃HH1
π1 ⊕⊕⊕ π2 H̃HH

−1
2

M C
X Y V U

HHH

T

Λ

Figure 15.3: The LRW+ construction.

15.2.1 Security of LRW+

We say that KG
(
Ĥ
)

is a pairwise independent sampling mechanism or PISM, if

(H̃HH1,H̃HH2,HHH)← KG
(
Ĥ
)

is a pairwise independent tuple.

We say that H̃ is an ϵ-almost universal tweakable permutation family (AUTPF) if and
only if for all distinct (t,m), (t′,m′) ∈ {0, 1}τ × {0, 1}n,

Pr
(
H̃HH
∗← H̃ : H̃HH(t,m) = H̃HH(t′,m′)

)
≤ ϵ.
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Theorem 15.3. Let τ ,n ∈ N, and ϵ1, ϵ2 ∈ [0, 1]. If H̃ and H are respectively ϵ1-AUTPF and
ϵ2-AUHF, and KG

(
Ĥ
)

is a PISM, then, for q ≤ 2n−2, we have

Advtsprp
LRW+(q) ≤ ϵ(q,n),

where

ϵ(q,n) = 2q2ϵ1.51 +
4q4ϵ21
2n

+
32q4ϵ1
22n

+
13q4

23n
+ q2ϵ21 + q2ϵ1ϵ2 +

2q2

22n
. (15.19)

15.2.2 Proof of Theorem 15.3

Note that we are in the information-theoretic setting. In other words, we consider com-
putationally unbounded distinguisher A. Without loss of generality, we assume that A is
deterministic and non-trivial.

15.2.2.1 Oracle Description

The two oracles of interest are: O1, the real oracle, that implements LRW+; and, O0, the
ideal oracle, that implements π̃

∗← P̃erm(τ ,n). We consider an extended version of these
oracles, the one in which they release some additional information. We use notations
analogously as given in Figure 15.3 to describe the transcript generated by A’s interaction
with its oracle.

Description of the real oracle, O1. The real oracle O1 faithfully runs LRW+. We denote the
transcript random variable generated by A’s interaction with O1 by the usual notation Θ1,
which is an 11-ary q-tuple

(Tq,Mq,Cq,Xq,Yq,Vq,Uq,Λq,H̃HH1,H̃HH2,HHH),

defined as follows: The initial transcript consists of (Tq,Mq,Cq), where for all i ∈ [q]:

Ti : i-th tweak value Mi : i-th plaintext value Ci : i-th ciphertext value,

where, Cq = LRW+(Tq,Mq). At the end of the query-response phase O1 releases some
additional information (Xq,Yq,Vq,Uq,Λq,H̃HH1,H̃HH2,HHH), such that for all i ∈ [q]:

• (Xi,Yi): i-th input-output pair for π1,

• (Vi,Ui): i-th input-output pair for π2,

• Λi: i-th internal masking, H̃HH1,H̃HH2,HHH: are the hash keys.
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Note that Xq, Uq, and Λq are completely determined by the hash keys H̃HH1,H̃HH2,HHH, and the
initial transcript (Tq,Mq,Cq). We include them anyhow for the sake of convenience.

Description of the ideal oracle, O0. The ideal oracle O0 has access to π̃. Since O1 releases some
additional information, O0 must generate these values as well. The ideal transcript random
variable Θ0 is also an 11-ary q-tuple

(Tq,Mq,Cq,Xq,Yq,Vq,Uq,Λq,H̃HH1,H̃HH2,HHH),

defined below. The initial transcript consists of (Tq,Mq,Cq), where for all i ∈ [q]:

Ti : i-th tweak value Mi : i-th plaintext value Ci : i-th ciphertext value,

where Cq = π̃(Tq,Mq). Once the query-response phase is over O0 first samples
(H̃HH1,H̃HH2,HHH)

∗← KG
(
Ĥ
)

, and then computes (Xq,Uq,Λq), as follows:

Xq := H̃HH1(T
q,Mq) Uq := H̃HH2(T

q,Cq) Λq :=HHH(Tq).

Note that the conditional distributions of (Xq,Uq,Λq,H̃HH1,H̃HH2,HHH), given (Tq,Mq,Cq) is
identical in both the worlds. This means that Xq, Uq, and Λq are defined honestly.

Given the partial transcript Θ′0 := (Tq,Mq,Cq,Xq,Uq,Λq,H̃HH1,H̃HH2,HHH) we wish to charac-
terize the hash key Ĥ̂ĤH := (H̃HH1,H̃HH2,HHH) as good or bad. We write Ĥbad for the set of bad
hash keys, and Ĥgood := Ĥ \ Ĥbad. We say that the hash key Ĥ̂ĤH ∈ Ĥbad (or Ĥ̂ĤH is bad) if and
only if one of the following predicates is true:

1. H1: ∃∗i, j ∈ [q] such that Xi = Xj ∧Ui = Uj .

2. H2: ∃∗i, j ∈ [q] such that Xi = Xj ∧ Λi = Λj .

3. H3: ∃∗i, j ∈ [q] such that Ui = Uj ∧ Λi = Λj .

4. H4: ∃∗i, j, k, ℓ ∈ [q] such that Xi = Xj ∧Uj = Uk ∧Xk = Xℓ.

5. H5: ∃∗i, j, k, ℓ ∈ [q] such that Ui = Uj ∧Xj = Xk ∧Uk = Uℓ.

6. H6: ∃k ≥ 2n/2q, ∃∗i1, i2, . . . , ik ∈ [q] such that Xi1 = · · · = Xik .

7. H7: ∃k ≥ 2n/2q, ∃∗i1, i2, . . . , ik ∈ [q] such that Ui1 = · · · = Uik .

case 1 . Ĥ̂ĤH is bad : If the hash key Ĥ̂ĤH is bad, then Yq and Vq values are sampled
degenerately as Yi = Vi = 0 for all i ∈ [q]. It means that we sample without maintaining
any specific conditions, which will almost certainly lead to inconsistencies.
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type-1
. . .. . .. . .

type-2

. . .. . .. . .

type-3
. . .. . .. . .

. . .. . .. . .

type-4

Figure 15.4: Enumerating all possible types of components of a transcript graph corresponding to
a good hash key: type-1 is the only possible component of size = 1 edge; type-2 and
type-3 are star components with center in A and B, respectively; type-4 is the only
possible component that is not isolated or star (can have degree 2 vertices in both A

and B). Note that the vertex-coloring is only for illustration purposes.

case 2 . Ĥ̂ĤH is good : To characterize the transcript corresponding to a good hash key, it
will be useful to study a random bipartite edge-labeled graph associated with (Xq,Uq,Λq).

Definition 15.1 (Transcript Graph). A transcript graph G = (A,B,E) associated with
(Xq,Uq,Λq), denoted G(Xq,Uq,Λq), is an undirected bipartite graph, where A := {(Xi, 0) :
i ∈ [q]} and B := {(Ui, 1) : i ∈ [q]} are the two partitions of the vertex-set, and
E := {((Xi, 0), (Ui, 1)) : i ∈ [q]} denotes the edge-set. We also associate the label Λi with
edge ((Xi, 0), (Ui, 1)) ∈ E.

For all practical purposes we may drop the partition markers 0 and 1, for each vertex
(Xi, 0) ∈ A and (Ui, 1) ∈ B, as they can be easily distinguished from the context and
notations. Note that the event Xi = Xj and Ui = Uj , although extremely unlikely, will
result in a parallel edge in G. Finally, each edge (Xi,Ui) ∈ E corresponds to a query index
i ∈ [q], so we can equivalently view (and call) the edge (Xi,Ui) as index (or query) i.

Consider the random transcript graph G(Xq,Uq) arising due to Ĥ̂ĤH ∈ Ĥgood. Lemma 15.1
and Figure 15.4 characterizes the different types of possible components in G(Xq,Uq).

Lemma 15.1. The transcript graph G(Xq,Uq,Λq) generated by a good hash key Ĥ̂ĤH has the following
properties:

1. G is simple, acyclic and has no isolated vertices.

2. G has no two adjacent edges i and j such that Λi ⊕ Λj = 0.

3. G has no component of size ≥ 2n/2q edges.

4. G has no component such that it has 2 distinct degree 2 vertices in A or B.

In fact the all possible types of components in G are enumerated in Figure 15.4.

It should be noted that in [JN20], the authors do not explicitly address type-4 graphs.
Instead, they focus on two specific subclasses, namely, type-4 and type-5 graphs [JN20].
Fortunately, this omission does not significantly impact either the security bound or the
subsequent analysis.
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In what follows, we describe the sampling of Yq and Vq conditioned on the fact that
Ĥ̂ĤH ∈ Ĥgood. We collect the indices i ∈ [q] corresponding to the edges in all type-1, type-2,
type-3, and type-4 components, in the index sets I1, I2, I3, and I4, respectively. Clearly,
the five sets are disjoint, and [q] = I1 ⊔I2 ⊔I3 ⊔I4. Let I = I1 ⊔I2 ⊔I3. Consider a
constrained system of equations

L = {Yi ⊕ Vi = Λi : i ∈ I},

with the constraint

ϕ : Xq ↔ Y q ∧Uq ↔ V q.

The solution space for L, satisfying the constraint ϕ, is precisely the set

S = {(yI, vI) : yI ↔ XI ∧ vI ↔ UI ∧ yI ⊕ vI = ΛI}.

Given these definitions, the ideal oracle O0 samples (Yq,Vq) as follows:

• (YI,VI)
∗← S, i.e., O0 uniformly samples one valid assignment from the set of all

valid assignments for YI and VI .

• Let G \CI denote the subgraph of G after the removal of all type-1, type-2, and
type-3 components. For each component C of G \CI :

– Suppose (Xi,Ui) ∈ C corresponds to an edge in C, where both Xi and Ui have
degree ≥ 2. Then, Yi

∗← {0, 1}n and Vi = Yi ⊕ Λi.

– For each edge (Xi′ ,Ui′) ̸= (Xi,Ui) ∈ C, either Xi′ = Xi or Ui′ = Ui. Suppose,
Xi′ = Xi. Then, Yi′ = Yi and Vi′ = Yi′ ⊕ Λi′ . Now, suppose Ui′ = Ui. Then,
Vi′ = Vi and Yi′ = Vi′ ⊕ Λi′ .

At this point, Θ0 = (Tq,Mq,Cq,Xq,Yq,Vq,Uq,Λq,H̃HH1,H̃HH2,HHH) is completely defined. In this
way we maintain both the consistency of equations of the form Yi ⊕ Vi = Λi (as in
the case of real world), and the permutation consistency within each component, given
that Ĥ̂ĤH ∈ Ĥgood. However, there might be collisions among Y or V values from different
components.

15.2.2.2 Definition and Analysis of Bad Transcripts

Given the description of the transcript random variable corresponding to the ideal
oracle we can define the set of transcripts Ω as the set of all tuples ω =

(tq,mq, cq,xq, yq, vq,uq,λq, h̃1, h̃2,h), where tq ∈ ({0, 1}τ )q; mq, cq, yq, vq ∈ ({0, 1}n)q;
ĥ = (h̃1, h̃2,h) ∈ Ĥ; xq = h̃1(tq,mq); uq = h̃2(tq, cq); λq = h(tq); and mq tq↔ cq.

Our bad transcript definition is inspired by two requirements:
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1. Eliminate all xq, uq, and λq tuples such that both yq and vq are trivially restricted
by way of linear dependence. For example, consider the condition H2. This leads
to yi = yj , which would imply vi = yi ⊕ λi = yj ⊕ λj = vj . Assuming i > j, vi is
trivially restricted (= vj) by way of linear dependence. This may lead to uq ̸↔ vq as
ui may not be equal to uj .

2. Eliminate all xq, uq, yq, vq tuples such that xq ̸↔ yq or uq ̸↔ vq.

Among the two, requirement 2 is trivial as xq ↔ yq and uq ↔ vq is always true for real
world transcript. Requirement 1 is more of a technical one that helps in the ideal world
sampling of yq and vq.

bad transcript definition : Throughout the discussion, we consider the transcript

ω = (tq,mq, cq,xq, yq, vq,uq,λq, ĥ)

to characterize the bad transcripts.
We first designate certain transcripts as bad depending upon the characterization of

hash keys. Inspired by the ideal world description, we say that a hash key ĥ ∈ Ĥbad (or ĥ
is bad) if and only if the following predicate is true:

H1 ∨H2 ∨H3 ∨H4 ∨H5 ∨H6 ∨H7.

We say that ω is hash-induced bad transcript, if ĥ ∈Hbad. We write this event as BAD1, and
by a slight abuse of notations,2 we have

BAD1 =
7⋃
i=1

Hi. (15.20)

This takes care of the first requirement. For the second one we have to enumerate all the
conditions which might lead to xq ̸↔ yq or uq ̸↔ vq. Since we sample degenerately when
the hash key is bad, the transcript is trivially inconsistent in this case. For good hash keys,
if xi = xj (or ui = uj) then we always have yi = yj (res. vi = vj); hence the inconsistency
won’t arise. So, given that the hash key is good, we say that ω is sampling-induced bad
transcript, if one of the following conditions is true:
for some α ∈ [4] and β ∈ {α, . . . , 4}, we have

• Ycollαβ : ∃i ∈ Iα, j ∈ Iβ , such that xi ̸= xj ∧ yi = yj , and

• Vcollαβ : ∃i ∈ Iα, j ∈ Iβ , such that ui ̸= uj ∧ vi = vj ,

2 We use the notation Hi to denote the event that the predicate Hi is true.
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where Ii is defined as before in section 15.2.2.1. By varying α and β over all possible values,
we get all 30 conditions which might lead to xq ̸↔ yq or uq ̸↔ vq. Here we remark that
some of these 30 conditions are never satisfied due to the sampling mechanism prescribed
in section 15.2.2.1. These are Ycoll11, Ycoll12, Ycoll13, Ycoll22, Ycoll23, Ycoll33, Vcoll11, Vcoll12,
Vcoll13, Vcoll22, Vcoll23, and Vcoll33. We listed them here only for the sake of completeness.
We write the combined event that one of the 30 conditions hold as BAD2. Again by an abuse
of notations, we have

BAD2 =
⋃

α∈[4],β∈{α,...,4}

(Ycollαβ ∪Vcollαβ) . (15.21)

Finally, a transcript ω is called bad, i.e. ω ∈ Ωbad, if it is either a hash-induced or a
sampling-induced bad transcript. All other transcripts are called good. It is easy to see
that all good transcripts are attainable (as required in the H-coefficient technique or the
expectation method).

bad transcript analysis : We analyze the probability of realizing a bad transcript
in the ideal world. By definition, this is possible if and only if one of BAD1 or BAD2 occurs.
So, we have

ϵbad = Pr (Θ0 ∈ Ωbad) = Pr
Θ0

(BAD1∪ BAD2)

≤ Pr
Θ0

(BAD1)︸ ︷︷ ︸
ϵh

+Pr
Θ0

(BAD2)︸ ︷︷ ︸
ϵs

. (15.22)

Lemma 15.2 upper bounds ϵh to q2ϵ21 + q2ϵ1ϵ2 + 2q2ϵ1.51 + 16q4ϵ12
−2n and Lemma 15.3

upper bounds ϵs to 4q4ϵ212
−n. Substituting these values in (15.22), we get

ϵbad ≤ q2ϵ21 + q2ϵ1ϵ2 + 2q2ϵ1.51 +
16q4ϵ1
22n

+
4q4ϵ21
2n

. (15.23)

Lemma 15.2. ϵh ≤ q2ϵ21 + q2ϵ1ϵ2 + 2q2ϵ1.51 +
16q4ϵ1
22n

.

Proof. Using (15.20) and (15.22), we have

ϵh = Pr (H1 ∪H2 ∪H3 ∪H4 ∪H5 ∪H6 ∪H7) ≤
7∑
i=1

Pr (Hi) .

H1 is true if for some distinct i, j both Xi = Xj , and Ui = Uj . Now Ti = Tj =⇒ Mi ̸= Mj .
Hence Xi ̸= Xj (since H̃HH1 is a tweakable permutation) and H1 is not true. So suppose
Ti ̸= Tj . Then, using the fact that H̃ is an ϵ-AUHF and KG is a PISM, for a fixed i, j

we get an upper bound of ϵ21. Furthermore, we have at most (q2) pairs of (i, j). Thus,
Pr (H1) ≤ (q2)ϵ

2
1.
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Following a similar line of argument one can bound Pr (H2) ≤ (q2)ϵ1ϵ2 and Pr (H3) ≤
(q2)ϵ1ϵ2.

In the remaining, we bound the probability of H4 and H6, while the probability of H5

and H7 can be bounded analogously. Now, H4 is true if for some pairwise distinct i, j, k, ℓ,

H̃HH1(Ti,Mi) = H̃HH1(Tj ,Mj), H̃HH2(Tj ,Cj) = H̃HH2(Tk,Ck), H̃HH1(Tk,Mk) = H̃HH1(Tℓ,Mℓ).

Again, using the fact that KG is a PISM, we have that the second equation is independent
of the other two equations. Using Lemma A.4, we have

Pr (H4) ≤ q2ϵ1.51 .

For H6, for some i1, . . . , ik, we have

Xi1 = Xi2 = · · · = Xik ,

where k ≥ 2n/2q. Since, (tij ,mij ) ̸= (til ,mil) for all j ̸= l, we can apply Corollary A.6.1 to
get

Pr (H6) ≤
8q4ϵ1
22n

.

Lemma 15.3. ϵs ≤
4q4ϵ21
2n

.

Proof. Using (15.21) and (15.22), we have

ϵs = Pr

 ⋃
α∈[4],β∈{α,...,4}

(Ycollαβ ∪Vcollαβ)


≤
∑
α∈[4]

∑
β∈{α,...,4}

(Pr (Ycollαβ) + Pr (Vcollαβ)) .

We bound the probabilities of the events on the right hand side in groups as given below:

1. Bounding
∑

α∈[3],β∈{α,...,3} Pr (Ycollαβ) + Pr (Vcollαβ): Recall that the sampling of Y and
V values is always done consistently for indices belonging to I = I1 ⊔I2 ⊔I3. Hence,∑

α∈[3],β∈{α,...,3}

Pr (Ycollαβ) + Pr (Vcollαβ) = 0, (15.24)

2. Bounding
∑

α∈[3] Pr (Ycollα4) + Pr (Vcollα4): Let’s consider the event Ycoll14, which
translates to there exist indices i ∈ I1 and j ∈ I4 such that Xi ̸= Xj ∧ Yi = Yj . Since
j ∈ I4, there must exist k, ℓ ∈ I4 \ {j}, such that one of the following happens

Xj = Xk ∧Uk = Uℓ
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Uj = Uk ∧Xk = Xℓ

Xj = Xk ∧Uj = Uℓ.

We analyze the first case, while the other two cases can be similarly bounded. To bound
the probability of Ycoll14, we can look at the joint event

E : ∃i ∈ I1, ∃∗j, k, ℓ ∈ I4, such that Yi = Yj ∧Xj = Xk ∧Uk = Uℓ.

Note that the event Yi = Yj occurs with exactly 2−n probability conditioned on the event
Xj = Xk ∧Uk = Uℓ. Thus, we get

Pr (E) = Pr (∃i ∈ I1, ∃∗j, k, ℓ ∈ I4, such that Yi = Yj ∧Xj = Xk ∧Uk = Uℓ)

≤
∑
i∈I1

∑
j<k<ℓ∈I4

Pr (Xj = Xk ∧Uk = Uℓ)×Pr (Yi = Yj | Xj = Xk ∧Uk = Uℓ)

≤ q
(
q

3

)
ϵ21
2n

,

where the last inequality follows from the AUHF property of H̃, the PISM property of KG,
and the uniform randomness of Yj . The probability of the other two cases are identically
bounded, whence we get

Pr (Ycoll14) ≤ 3q

(
q

3

)
ϵ21
2n

.

We can bound the probabilities of Ycoll24, Ycoll34, and Vcollα4 for all α ∈ [3] in a similar
manner. So, we skip the argumentation for these cases, and summarize the probability for
this group as∑

α∈[3]

Pr (Ycollα4) + Pr (Vcollα4) ≤
3q4ϵ21
2n

. (15.25)

3. Bounding Pr (Ycoll44) + Pr (Vcoll44): Consider the event Ycoll44, which translates to
there exists distinct indices i, j ∈ I4 such that Xi ̸= Xj ∧Yi = Yj . Here as i, j ∈ I4, there
must exist k, ℓ ∈ I4 \ {j} such that one of the following happens

Xj = Xk ∧Uk = Uℓ

Uj = Uk ∧Xk = Xℓ

Xj = Xk ∧Uj = Uℓ.

The analysis of these cases is similar to 2 above. So, we skip it and provide the final bound

Pr (Ycoll44) ≤ 3q

(
q

3

)
ϵ21
2n

.
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The probability of Vcoll44 can be bounded in a similar fashion.

Pr (Ycoll44) + Pr (Vcoll44) ≤
q4ϵ21
2n

. (15.26)

The result follows by combining (15.24)-(15.26), followed by some simplifications.

15.2.2.3 Good Transcript Analysis

From section 15.2.2.1, we know the types of components present in the transcript
graph corresponding to a good transcript ω are exactly as in Figure 15.4. Let ω =

(tq,mq, cq,xq, yq, vq,uq,λq, h̃1, h̃2,h) be the good transcript at hand. From the bad tran-

script description of section 15.2.2.2, we know that for a good transcript mq tq↔ cq, xq ↔ yq,
vq ↔ uq, and yq ⊕ vq = λq.

First, we add some new parameters with respect to ω to aid the remaining analysis.
For i ∈ [4], let ci(ω) and qi(ω) respectively denote the number of components and the

number of indices (corresponding to the edges) of type-i in ω. Further, let z1i (ω) and z2i (ω)

respectively denote the number of vertices from A and B in type-i components. Note that

• z11(ω) = z21(ω) = q1(ω) = c1(ω);

• z12(ω) = c2(ω), and z22(ω) = q2(ω) ≥ 2c2(ω);

• z23(ω) = c3(ω), and z13(ω) = q3(ω) ≥ 2c3(ω); and

• zb4(ω) ≥ 2c4(ω), for b ∈ {1, 2}, and z14 + z24 = q4 − c4.

In addition, for a good transcript q =
∑5

i=1 qi(ω). For notational convenience, let p1 :=
z11 + z12 + z13 = c1 + c2 + q3 and p2 := z21 + z22 + z23 = c1 + q2 + c3.

Let tq be associated with the multiplicity vector (µ1, . . . ,µd) and tI be associated with the
multiplicity vector (µ′1, . . . ,µ

′
d). We must have d ≤ q and

∑d
i=d µi = q while

∑d
i=d µ

′
i = |I|.

Let ΛI be associated with the multiplicity vector (ν1, . . . , νd′). Here we have d′ ≤ |I|
and

∑d′

i=1 νi = |I|.
For all these parameters, we will drop the ω qualification whenever it is understood

from the context.

interpolation probability for the real oracle : In the real oracle, Ĥ̂ĤH ←
KG
(
Ĥ
)

, π1 is called exactly p1 + z14 times and π2 is called exactly p2 + z24 times. Thus, we
have

Pr (Θ1 = ω) = Pr
KG

(
Ĥ̂ĤH = ĥ

)
× 1

(2n)p1+z14
× 1

(2n)p2+z24
. (15.27)
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interpolation probability for the ideal oracle : In the ideal oracle, the
sampling is done in parts:

I. π̃ sampling: We have

Pr (π̃(tq,mq) = cq) ≤
1∏d

i=1(2
n)µi

.

II. Hash key sampling: This is identical to the real world, and simply given by
PrKG

(
Ĥ̂ĤH = ĥ

)
.

III. Internal variables sampling: The internal variables Yq and Vq are sampled in two stages.

(A). type-1, type-2 and type-3 sampling: Recall the sets I1, I2, and I3, from sec-
tion 15.2.2.2. Consider the system of equations,

E = {Yi ⊕Vi = λi : i ∈ I}.

From Figure 15.4 we know that the graph corresponding to E is a bipartite
star graph with parameters (c1, c2, c3, q2, q3, ξmax), with ξmax ≤ 2n/2q, since the
transcript is good. So, we can apply Theorem 9.1 to get a lower bound on the
number of valid solutions for E. Using the fact that (YI,VI)

∗← S(L), and
Theorem 9.1, we have

Pr
(
(YI,VI) = (yI, vI)

)
≤

∏d′

i=1(2
n)νi

ζ(ω)(2n)p1(2
n)p2

,

where

ζ(ω) ≥

(
1− 13q4

23n
− 2q2

22n
−

(
c2+c3∑
i=1

η2c1+i

)
4q2

22n

)
,

and ηi denotes the number of edges in the i-th component for all i ∈ [c1 + c2 +

c3].

(B). type-4 sampling: For the remaining indices, one value is sampled uniformly for
each of the components, i.e., we have

Pr
((

Y[q]\I,V[q]\I
)
=
(
y[q]\I, v[q]\I

))
=

1

2nc4
.

By combining I, II, III, and rearranging the terms, we have

Pr (Θ0 = ω) ≤ Pr
KG

(
Ĥ̂ĤH = ĥ

)
× 1

ζ(ω)
×

∏d′

i=1(2
n)νi∏d

i=1(2
n)µi(2

n)p1(2
n)p22

nc4
. (15.28)
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15.2.2.4 Ratio of Interpolation Probabilities

On dividing (15.27) by (15.28), and simplifying the expression, we get

Pr (Θ1 = ω)

Pr (Θ0 = ω)
≥ ζ(ω) ·

∏d
i=1(2

n)µi∏d′

i=1(2
n)νi(2

n − p1 − c4)z14−c4(2
n − p2)z24

1
≥ ζ(ω) ·

∏d
i=1(2

n)µ′i
∏d
i=1(2

n − µ′i)µi−µ′i∏d′

i=1(2
n)νi(2

n − p1 − c4)z14−c4(2
n − p2)z24

2
≥ ζ(ω) ·

∏d
i=1(2

n − µ′i)µi−µ′i
(2n − p1 − c4)z14−c4(2

n − p2)z24

}
A

3
≥ ζ(ω). (15.29)

At inequality 1, we simply rewrite the numerator. Further, r ≥ s, as number of distinct
internal masking values is at most the number of distinct tweaks, and {tI} compresses
to {λI}. So, using Proposition A.3, we can justify inequality 2. At inequality 2, for
i ∈ {2, 3, 4}, ci(ω) > 0 if and only if r ≥ 2. Also, µ′i ≤ c1 + c2 + c3 ≤ p1 ≤ p1 + c4 and
similarly µ′i ≤ p2 for all i ∈ [r]. Furthermore, µi ≤ c1+ c2+ c3+ 2c4 ≤ p1+ z14 , and similarly
µi ≤ p2 + z24 . Also,

∑d
i=1 µi − µ′i = q4 = z14 + z24 − c4. Thus, A satisfies the conditions laid

out in Proposition A.4, and hence A ≥ 1. This justifies inequality 3.

We define ϵratio : Ω→ [0,∞) by the mapping

ϵratio(ω) = 1− ζ(ω).

Clearly ϵratio is non-negative and the ratio of real to ideal interpolation probabilities is at
least 1− ϵratio(ω) (using (15.29)). Thus, we can use the expectation method (Theorem 3.1)
to get

Advtsprp
LRW+(q)(q) ≤

2q2

22n
+

13q4

23n
+

4q2

22n
E

(
c2+c3∑
i=1

η2c1+i

)
+ ϵbad. (15.30)

Let ∼1 (res. ∼2) be an equivalence relation over [q], such that α ∼1 β (res. α ∼2 β) if and
only if Xα = Xβ (res. Uα = Uβ). Now, each ηi random variable denotes the cardinality of
some non-singleton equivalence class of [q] with respect to either ∼1 or ∼2. Let P1

1 , . . . ,P
1
k

and P2
1 , . . . ,P

2
k′ denote the non-singleton equivalence classes of [q] with respect to ∼1 and

∼2, respectively. Further, for j ∈ [k] and j′ ∈ [k′], let nj = |P1
j | and mj′ = |P2

j′ |. Then, we
have

E

(
c2+c3∑
i=1

η2c1+i

)
≤ E

 k∑
j=1

n2j

+ E

 k′∑
j′=1

m2k′


≤ 4q2ϵ1. (15.31)
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where the first inequality follows from linearity, and the second inequality follows from
Lemma A.6. Theorem 15.3 then follows from (15.23), (15.30), and (15.31).





16S U M O F r E V E N - M A N S O U R :
A P P L I C AT I O N O F R P R M T P , T H E O R E M 1 1 . 1

In thus chapter, we consider the sum of r Even-Mansour ciphers, defined as
SOEMr

π1,...,πr
(K1, . . . ,Kr,m) :=

⊕
i∈[r] πi(Ki ⊕m), where πi are independent random per-

mutations. We show using Theorem 11.1 that this public permutation-based construction
achieves rn/(r+ 1)-bit PRF security in the presence of adversaries making total p queries
to the public permutations in the offline phase, and q queries to the construction oracle in
the online phase.

sum of r even-mansour . For any r ≥ 2 , let (π1, . . . ,πr)
∗← Perm(n)r be a tuple of r

permutations of {0, 1}n and let (K1, . . . ,Kr) ∈ ({0, 1}n)r be a r-tuple of n-bit strings.
One-round Even-Mansour construction is a keyed permutation of {0, 1}n defined by the

mapping

x 7−→ π1(x⊕K1)⊕K1,

where K1 denotes the key.

π1 π2 · · · πr

⊕⊕⊕ ⊕⊕⊕ ⊕⊕⊕K1 K2 Kr

m

⊕⊕⊕

t

x1 x2 xr

y1

y2

yr

Figure 16.1: The π-SOEMr construction instantiated with key K = (K1, . . . ,Kr).

The r-sum of Even-Mansour construction, π-SOEMr is a length-preserving keyed func-
tion of {0, 1}n defined by the mapping

x 7−→
r⊕
i=1

πi(x⊕Ki),

139
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where K = (K1, . . . ,Kr) denotes the key. See Figure 16.1 for a pictorial illustration.
Notice that we skipped the post-permutation key masking. This is motivated by a similar
simplification [ST23] by Sibleyras and Todo who studied the r = 2 case. Thus, we study
the same problem for any arbitrary r ≥ 2.

Theorem 16.2. Fix some r ≥ 2, q + p ≤ 2
r

r+1
n−log2(n), and π = (π1, . . . ,πr)

∗← Perm(n)r.
Then

Advprf
π-SOEMr(p, q) ≤

1

2n
+

16nq(2p)r−2

2n(r−1)
+

20
√
nq(2p+ 2q)r−1

2n(r−1)
+

10q(2p+ 2q)r

2nr
.

Proof. For the purpose of this proof let FK(·) = π-SOEMr
K(·), and let ρρρ ∗← {0, 1}n. A’s goal

is to distinguish between the real oracle (FK,π
±) and the ideal oracle (ρρρ,π±), where FK

and ρρρ are referred as the construction oracle and π± is referred as the primitive oracle.
Fix a (q, p)-distinguisher A. Let

• (Mi,Ti) denote the i-th query-response tuple corresponding to the construction
oracle. Let M := {Mi : i ∈ [q]} and T := {Ti : i ∈ [q]}.

• (Uij ,V
i
j) denote the i-th query-response tuple corresponding to the permutation

πj . Unless stated otherwise, we assume that all these queries are in the forward
direction. Let Uj := {Uij : i ∈ [p]}, Vj := {Vij : i ∈ [p]}, U := (U1, . . . ,Ur), and
V := (V1, . . . ,Vr).

• (Xij ,Y
i
j) denote the input-output tuple to the j-th permutation, for all j ∈ [r], within

the i-th construction query in the real world, i.e., Xij = Mi ⊕Kj . Let Xi := (Xij : j ∈
[r]) and Yi := (Yij : j ∈ [r]). Let X := {Xi : i ∈ [q]} and Y := {Yi : i ∈ [q]}.

We study a modified game where the real oracle releases (X,Y) to A once the query-
response phase is over, but before A outputs. This obviously does not decrease A’s
advantage.

ideal world transcript extension : Naturally, in the ideal world, the sampling is
extended to generate this additional information. Let us define the set

SC(T,V) :=

{
(i, j1, j2 . . . , jr) ∈ [q]× [p]r :

r⊕
k=1

Vjkk = Ti

}

such that µ(T,V) = |SC(T,V)|. We define the predicate

LSC(T,V) :=
(
µ(T,V) >

q(ep)r

2n
+ 12(ep)r−1

√
nq

)
.

The subsequent two-step sampling mechanism for (X,Y) in the ideal world is defined
under the condition that ¬LSC(T,V) holds:
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1. In the first step, a dummy key tuple is sampled uniformly at random, i.e., K ∗←
({0, 1}n)r, which determines Xij := Mi ⊕Kj . Consider the following predicates:

KG(M,U,K) : ∃ i ∈ [q], j1, . . . , jr ∈ [p] such that
(
∀k ∈ [r], Xik = Ujkk

)
SC(M,T,U,V,K) : ∃ (i, j1, j2, . . . , jr) ∈ SC(T,V), k ∈ [r], such that

(Xik ̸= Ujkk ) and
(
∀k′ ̸= k, Xik′ = U

jk′
k′

)
Going forward we assume that ¬(KG(M,U,K) ∨ SC(M,T,U,V,K)) holds. For each
i ∈ [q]:

a) if there exists j ∈ [p] and k ∈ [r], such that Xik = Ujk, then define Yik := Vjk;

b) let Ii = {j ∈ [r] : Xij /∈ Uj} to be the set of permutation indices with fresh
input for the i-th construction query.

c) let ∼ be a relation on [q] defined as: i1 ∼ i2 ⇐⇒ Ii1 = Ii2 . Clearly, ∼ is
an equivalence relation. Let Q(1)

(0)
⊔ . . .Q(r)

(0)
⊔Q(1) ⊔ . . . ⊔Q(c) denote the corre-

sponding partitioning of [q], where Q
(j)
(0)

= {i ∈ [q] : Ii = {j}}, i. e., all queries

for which exactly one of the permutations have fresh input. Let |Q(j)
(0)
| = q

(j)
0 ,

q0 :=
∑

j∈[r] q
(j)
0 and |Q(i)| = qi. Then q0 +

∑
i∈[c] qi = q.

d) for all j ∈ [r] and i ∈ Q
(j)
(0)

, define Yij :=
⊕

l∈[r]\j Y
i
l ⊕Ti and

Y(0) =

Yij ⊕
⊕
l∈[r]\j

Yil ⊕Ti : j ∈ [r], i ∈ Q
(j)
(0)

 .

This concludes the first step. We encourage the readers to verify that at the end of
this step Yij is undefined for exactly the indices in Ii and |Ii| ≥ 2. Furthermore,
due to ¬(KG(MU,K) ∨ SC(M,T,U,V,K)), the partially defined (X,Y) is permutation-
consistent.

2. In the second step we formulate a RPRMTP problem with the yet unsampled input-
output variables of the random permutations and sample from the solution space of
this problem.

RPRMTP formulation: For each i ∈ [c], let J(i) = {j1, . . . , jti} denote the set of permuta-
tion indices with fresh input for the i-th equivalence class Q(i). Let ri = qiti.

Now we define the RPRMTP problem instantiated by
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• an acyclic A with component form

A|λ :=


A1 0 · · · 0 λ1

0 A2 · · · 0 λ2
...

...
. . .

...
...

0 0 · · · Ac λc

 .

with Ai ∈ F
qi×ri
2 ,λi ∈ (Fm

2 )qi×1. Where the i-th component Ai|λi is the aug-
mented coefficient-constant matrix of the system of equations:

Ei =

⊕
k∈J(i)

Yjk = Tj
⊕

k′∈[r]\J(i)

Yjk′


j∈Q(i)

In particular, Ai is ti-regular, isolated.

• The equivalence relation ≃ over [r] that induces a partition (P1, . . . ,Pr) of [r],
with respect to which A is partite.

• family of restricted sets V = {Vj}j∈[r], with |Vj | = p for all j ∈ [r].

3. In the second step, we sample a solution for each of the c constrained systems. Now,
for the i-th component:

• let F [j]
≤i−1 = Vj ∪ {Ykj : k ∈ Q

(j)
(0)
} ∪ {Ykj : k ∈ Q(1) ⊔ . . .⊔Q(i−1)}, for all j ∈ [r],

and let |F [j]
≤i−1| = f

(j)
≤i−1 ≤ p+ q,

• let F≤i−1 = {F
[j]
≤i−1 : j ∈ J(i)}, and F̂≤i−1 = (F

[j]
≤i−1 : j ∈ J(i))

• let T(i) = (Tk
⊕

j∈[r]\J(i)
Ykj : k ∈ Q(i)). Then, |T(i)| ≤ qi.

• let Y(i) = {Ykj : k ∈ Q(i), j ∈ J(i)}. Then, |Y(i)| = ri.

We sample Y(i) ∗← S(Ai,λi,≃,F≤i−1), where using Theorem 11.1, we have

N(Ai,λi,≃,F≤i−1) ≥

∏
j∈J(i)

(2n − f (j)≤i−1)qi
2nqi

(
1− ε(i)

)
(16.1)

ε(i) ≤ 2µ(T(i),F≤i−1)

2n(ti−1)
+

2qi∆λ≤i−1

2n(ti−1)
+

6qi(p+ q)ti

2nti
(16.2)

Since the solution for each system is sampled in a consistent manner given a consis-
tent solution for the previous system, the cumulative sampling is also permutation-
compatible. This completes the second step.

At this stage the full transcript in the ideal world, i.e., Θ0 = (M,T,U,V,K,Y) is fully
determined.

Some Notations on Transcripts: For any wo ∈ {re, id}, and Θwo = (M,T,U,V,K,Y), let:
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• Θ
key
wo denote the restriction of Θwo to the key K,

• Θconwo denote the restriction of Θwo to the construction query-response tuple (M,T),

• Θ
prim
wo denote the restriction of Θwo to the key (U,V),

• Θintwo denote the restriction of Θwo to the construction-specific primitive query-response
(X,Y).

bad transcript definition and analysis : A transcript ω = (M ,T ,U ,V ,K,Y ) ∈
Ω is said to be bad if and only if LSC(T ,V ) ∨KG(M ,U ,K) ∨ SC(M ,T ,U ,V ,K) holds.

Lemma 16.4.

Pr (Θ0 ∈ Ωbad) ≤
1

2n
+

4
√
nq(p+ q)r−1

2n(r−1)
+

2q(p+ q)r

2nr

Proof. We have

Pr (Θ0 ∈ Ωbad) = Pr (LSC(T, p+ q) ∨KG(M,U,K) ∨ SC(M,T,U,V,K))

≤ Pr (LSC(T, p+ q)) + Pr (KG(M,U,K)) + Pr (SC(M,T,U,V,K) | ¬LSC(T, p+ q))

≤ 1

2n
+
qpr

2nr
+
q(p+ q)r

2nr
+

4(p+ q)r−1
√
nq

2n(r−1)
,

where the first term on the right-hand side corresponds to Pr (LSC(T, p+ q)) and follows
from Lemma 10.1, the second term corresponds to Pr (KG(M,U,K)) and follows from the
uniformity of K. The last two terms correspond to Pr (SC(M,T,U,V,K) | ¬LSC(T, p+ q)).
To argue this, first notice that given ¬LSC(T, p+ q), we have

µ(T,V) ≤ q(p+ q)r

2n
+ 4(p+ q)r−1

√
nq.

For each choice of k ∈ [r], the predicate ∀k′ ̸= k, Xik′ = U
jk′
k′ is satisfied with at most

2−n(r−1) probability. Now, we get the desired terms using union bound.

Lemma 16.5.

Pr (Θ0 ∈ Ωbad) ≤
1

2n
+

2qpr

2rn
+

4pr−1
√
nq

2n(r−1)

Proof. We have

Pr (Θ0 ∈ Ωbad) = Pr (LSC(T,V) ∨KG(M,U,K) ∨ SC(M,T,U,V,K))

≤ Pr (LSC(T,V)) + Pr (KG(M,U,K)) + Pr (SC(M,T,U,V,K) | ¬LSC(T,V))
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≤ 1

2n
+
qpr

2nr
+
qpr

2nr
+

4pr−1
√
nq

2n(r−1)
,

where the first term on the right hand side corresponds to Pr (LSC(T,V)) and follows
from Lemma 10.1, the second term corresponds to Pr (KG(M,U,K)) and follows from the
uniformity of K. The last two terms correspond to Pr (SC(M,T,U,V,K) | ¬LSC). To argue
this, first notice that given ¬LSC(T,V), we have

µ(T,V) ≤ qpr

2n
+ 12pr−1

√
nq.

For each choice of k ∈ [r], the predicate ∀k′ ̸= k, Xik′ = U
jk′
k′ is satisfied with at most

2−n(r−1) probability. Now, we get the desired terms using union bound.

good transcript analysis : Let ω = (M ,T ,U ,V ,K,Y ) be a good transcript. Since
the transcript is good, ¬(LSC(T ,V ) ∨KG(M ,U ,K) ∨ SC(M ,T ,U ,V ,K)) holds.

Before moving forward, recall the notations introduced while discussing the sampling
in the ideal world. We assume analogous notations for any arbitrary transcript.

We also ignore the probability computation of obvious events, such as: the message
tuple being realized.

Real World: In the real world, we have

Pr (Θ1 = ω) = Pr
(
Θ
key
1 = K, Θprim1 = (U ,V ), Θint1 = (X,Y ), Θcon1 = (M ,T )

)
= Pr

(
Θ
key
1 = K

)
×Pr

(
Θ
prim
1 = (U ,V )

)
×Pr

(
Θint1 = (X,Y ) | Θkey1 , Θprim1

)
=

1

2nr
× 1

(2n)rp
×Pr

(
Θint1 = (X,Y ) | Θkey1 , Θprim1

)
,

where the first term on the right hand side follows from the uniformity of K, the second
term follows from the uniformity of π = (π1, . . . ,πr).

As for the last term, consider the partition imposed by ∼ in an arbitrary order, and also
the associated notations introduced earlier. Then, conditioned on (Θkey1 , Θprim1 ), we have

Pr
(
Θint1 = (X,Y ) | Θkey1 , Θprim1

)
=

r∏
j=1

1

(2n − p)
q
(j)
0

×
∏
i∈[c]
j′∈J(i)

1

(2n − f (j
′)

≤i−1)qi
.

Indeed, the first product term corresponds to the query indices with exactly one fresh
primitive input, i.e. the ones in Q

(j)
(0)

for some j ∈ [r], and the second product correspond
to the query indices with at least two fresh primitive inputs, computed using a simple
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application of chain rule over the partitions Q(1), . . . ,Q(c). By combining everything, we
have

Pr (Θ1 = ω) =
1

2nr
× 1

(2n)rp
×

r∏
j=1

1

(2n − p)
q
(j)
0

×
∏
i∈[c]
j′∈J(i)

1

(2n − f (j
′)

≤i−1)qi
, (16.3)

Ideal World: In the ideal world, we have

Pr (Θ0 = ω) = Pr
(
Θ
key
0 = K, Θprim0 = (U ,V ), Θint0 = (X,Y ), Θcon0 = (M ,T )

)
= Pr

(
Θ
key
0 = K

)
×Pr (Θcon0 = (M ,T ))×Pr

(
Θ
prim
0 = (U ,V )

)
×Pr

(
Θint0 = (X,Y ) | Θkey0 , Θprim0 , Θcon0

)
=

1

2nr
× 1

2nq
× 1

(2n)rp
×Pr

(
Θint0 = (X,Y ) | Θkey0 , Θprim0 , Θcon0

)
=

1

2nr
× 1

2nq
× 1

(2n)rp
×
∏
i∈[c]

Pr
(
Y

(i)
= Y (i) | F≤i−1

)
=

1

2nr
× 1

2nq
× 1

(2n)rp
×
∏
i∈[c]

1

N(Ai,λi,≃,F≤i−1)

where the first three terms are obvious. The fourth term corresponds to the indices in Q(i)

for all i ∈ [c]. Further, using (16.1), we have

Pr (Θ0 = ω) ≥
1

2nr
× 1

2nq
× 1

(2n)rp
×
∏
i∈[c]
j′∈[r]

2nqi(
1− ε(i)

)
(2n − f (j

′)
≤i−1)qi

=
1

2nr
× 1

2nq0
× 1

(2n)rp
×
∏
i∈[c]
j′∈[r]

1(
1− ε(i)

)
(2n − f (j

′)
≤i−1)qi

, (16.4)

where the equality follows from the fact that q = q0
∑

i∈[c] qi.

The Ratio: On dividing (16.3) by (16.4), we have

Pr (Θ1 = ω)

Pr (Θ0 = ω)
≥
∏
i∈[c]

(
1− ε(i)

)
(16.5)

≥ 1−
∑
i∈[c]

ε(i)

≥ 1−
∑
i∈[c]

(
2µ(T(i),F≤i−1)

2n(ti−1)
+

2qi∆λ≤i−1

2n(ti−1)
+

6qi(p+ q)ti

2nti

)
︸ ︷︷ ︸

ϵratio(ω)

(16.6)
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Now, we have

E (χgoodϵratio) =
∑
i∈[c]

E

(
χgood(Θ0)

2µ(T̂(i), F̂≤(i−1))

2n(ti−1)

)
+
∑
i∈[c]

2E (qi)E
(
∆λ≤i−1

)
2n(ti−1)

(16.7)

+
∑
i∈[c]

6E (qi) (p+ q)ti

2nti

≤
∑
i∈[c]

E

(
χgood(Θ0)

2µ(T̂(i), F̂≤(i−1))

2n(ti−1)

)
+

16nq(2p)r−2

2n(r−1)
+

6q(2(p+ q))r

2nr

(16.8)

where the first equality follows from the linearity of expectation and the fact that E (χR) ≤
E (R) for any non-negative random variable R and indicator random variable χ. The
second/third term in the second inequality follows from E (qi) ≤ qpr−ti/2n(r−ti) ≤ q(p+
q)r−ti/2n(r−ti), ti ≥ 2 and c ≤ 2r.Additionally, due to the uniformity of T and q < 2n,
E
(
∆λ≤i−1

)
≤ 4n. Now, for the first term, when ti = r, we have

E

(
χgood(Θ0)

2µ(T̂(i), F̂≤i−1)

2n(r−1)

)
≤ 2µ(T,V)

2n(r−1)

≤ 2µr(T, p+ q)

2n(r−1)

≤ 2q(p+ q)r

2nr
+

8
√
nq(p+ q)r−1

2n(r−1)
, (16.9)

where the last inequality follows from χgood(Θ0) = 1. For, ti < r, let J(i) = {j1, . . . , jti},
[r] \J(i) = {j′1, . . . , j′r−ti}, and

KSC(i) :=
{
(Ti

′
,Vk1

j′1
, . . . ,V

kr−ti

j′r−ti

, ZJ(i)
) ∈ T×V[r]\J(i)

×F
[J(i)]

≤(i−1) : Xi
′

j′l
= Ukl

j′l

}
Then, |KSC(i)| = µ(T̂(i), F̂≤i−1), and thus

E

(
χgood(Θ0)

2µ(T̂(i), F̂≤i−1)

2n(ti−1)

)
≤ 2

2n(ti−1)
E
(
χgood(Θ0)|KSC(i)|

)
≤ 2

2n(ti−1)
× µr(T, p+ q)

2n(r−ti)

≤ 2q(p+ q)r

2nr
+

8
√
nq(p+ q)r−1

2n(r−1)
(16.10)
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where the second inequality follows from the uniformity of K, and the last inequality
follows from χgood(Θ0) = 1. Using (16.9) and (16.10) in (16.8), we have

E (χgoodϵratio) ≤
16nq(2p)r−2

2n(r−1)
+

16
√
nq(2(p+ q))r−1

2n(r−1)
+

8q(2(p+ q))r

2nr
(16.11)

Finally, using the fine-grained variant of the Expectation method (see Theorem 3.2) along
with Lemma 16.4 and (16.11), we have

Advprf
π-SOEMr (p, q) ≤

1

2n
+

16nq(2p)r−2

2n(r−1)
+

20
√
nq(2p+ 2q)r−1

2n(r−1)
+

10q(2p+ 2q)r

2nr
,

which completes the proof.





17
1 K - D B H T S A N D I N S TA N T I AT I O N S :
A P P L I C AT I O N O F C R M T P , T H E O R E M 1 2 . 1

Here we investigate the diblock hash-then-sum MAC construction, where a diblock hash
function outputs two blocks, such that each block behaves like the output of a universal
hash function and then apply the sum-of-permutations PRF on the blocks, i. e., passing
each block through a blockcipher, and the resulting pair of outputs being xored to get
the tag. We are particularly interested in the single-keyed instantiations of 1k-DBHtS , like
1k-PMAC+ and 1k-LightMAC+ , where all the underlying blockciphers used to instantiate
the diblock hash and the ones applied to its output blocks are keyed by the same key. We
prove that these are optimally secure MACs using Theorem 12.1.

universal hash functions . For some δ > 0, a (K, {0, 1}∗,Y)-keyed function H is
called δ-almost universal if and only if for all m ̸= m′ ∈ {0, 1}∗, we have

Pr (HK(m) = HK(m
′)) ≤ δ,

where the probability is computed over K ∗← K.
We often call the hash function H a diblock hash function, if we can write Y as Z2 for

some Z. For any diblock hash function H , we write (H1
K(m),H2

K(m)) := (z1, z2), where
z1, z2 ∈Z, and HK(m) = y = (z1, z2).

permutation-based hash functions . A (K, {0, 1}∗,Y)-hash function is said to
be permutation-based if K ⊆ Perm(n)r for some r ∈ N. For any such hash function H ,
the block function, βH : Perm(n)× {0, 1}∗ →N, is defined by the mapping:

(πr,m) 7→ β(πr,m),

where πr = (π1, . . . ,πr) and β(πr,m) denotes the minimum number of invocations1 of π
needed to compute Hπ(m).

In this section, we fix r = 1, and make the following two plausible assumptions on βH :

1. βH is functionally independent of the permutation, whence we drop the permutation
from the parameters.

2. βH(m) = O (⌈|m|/n⌉) for any m ∈ {0, 1}∗. In particular, we assume that there exists
a constant c ∈N, such that βH(m) ≤ c⌈|m|/n⌉ for any m ∈ {0, 1}∗. We refer to such
an H as a rate-c−1 hash function.

1 Note that, there exists a circuit for H such that on every input, H makes (possibly) a large but bounded
number of black-box calls to πr . Thus, βπr,m is well-defined for any πr and m.

149
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Note that, 1 follows from 2. We state it explicitly for brevity.
We remark that the underlying hash functions in almost all the popular constructions,

including LightMAC , PMAC , LightMAC+ , PMAC+ , 3kf9, etc. are rate-1, and SUM-ECBC is
rate-2−1. Thus, the above assumption is indeed plausible, and c ≤ 2 in most applications.

17.0.1 Coverfree Hash Functions.

For any (K, {0, 1}∗,Y2)-diblock hash function H , any r, s ∈ N, and any
m := (m1, . . . ,mq) ∈ ({0, 1}∗)q, we define the following events

COLL1H(m): ∃∗ i, j ∈ [q] such that H1
K(mi) = H1

K(mj);

COLL2H(m): ∃∗ i, j ∈ [q] such that H2
K(mi) = H2

K(mj);

AP1rH(m): ∃∗ i1, . . . , ir ∈ [q] such that

H1
K(mi1) = H1

K(mi2),H
2
K(mi2) = H2

K(mi3), . . . ,H
1
K(mir−1) = H1

K(mir );

AP2rH(m): ∃∗ i1, . . . , ir ∈ [q] such that

H2
K(mi1) = H2

K(mi2),H
1
K(mi2) = H1

K(mi3), . . . ,H
2
K(mir−1) = H2

K(mir );

MC1sH(m): ∃∗ i1, . . . , is ∈ [q] such that

H1
K(mi1) = H1

K(mi2) = · · · = H1
K(mis);

MC2sH(m): ∃∗ i1, . . . , is ∈ [q] such that

H2
K(mi1) = H2

K(mi2) = · · · = H2
K(mis),

COLLH(m): ∃∗ i, j ∈ [q] such that HK(mi) = HK(mj).

where the randomness is induced by K
∗←K.

Definition 17.1. For some ϵ1, δ : N3 → [0, 1] and ϵ2, ϵ3 : N4 → [0, 1], a (K, {0, 1}∗,Y)-diblock
hash function H is said to be an (ϵ1, ϵ2, ϵ3, δ)-Coverfree Hash or CfH if and only if for any
ρ = (q, ℓ,σ) ∈ N3, any m = (m1, . . . ,mq) ∈ ({0, 1}nℓ)q containing at most σ blocks and any
r, s ∈N, it satisfies

Pr (COLL1H(m)) ≤ ϵ1(ρ), Pr (AP1rH(m)) ≤ ϵ2(ρ, r), Pr (MC1sH(m)) ≤ ϵ3(ρ, s),

Pr (COLL2H(m)) ≤ ϵ1(ρ), Pr (AP2rH(m)) ≤ ϵ2(ρ, r), Pr (MC2sH(m)) ≤ ϵ3(ρ, s),

and Pr (COLLH(m)) ≤ δ(ρ).
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Hπ0

π1

π2

m ⊕⊕⊕ t

x1

x2

y1

y2

Figure 17.1: The 1k-DBHtS π,H construction.

17.1 security of single-keyed double-block hash-then-sum

Let π be a permutation of {0, 1}n. We define three injective functions π0,π1,π2 :
{0, 1}n−2 → {0, 1}n as follows:

π0(·) := π(00∥·) π1(·) := π(01∥·) π2(·) := π(10∥·)

For 0 ≤ j ≤ 2, we define Ij (n) := {πj : π ∈ Perm(n)}.

Definition 17.2 (Single-keyed Permutation-based DBHtS ). For some permutation π

of {0, 1}n and a permutation-based rate-c−1 diblock hash function H : I0 (n) × {0, 1}∗ →
{0, 1}n−2 × {0, 1}n−2, we define the single-keyed DBHtS , denoted 1k-DBHtS π,H construction
by the mapping:

m 7→ π1(Hπ0(m))⊕π2(Hπ0(m)). (17.1)

The construction is illustrated in Fig. 17.1.

We drop the parameters π and H whenever they are clear from the context. We reem-
phasize here that the π0,π1,π2 are all domain-separated versions of the same permutation
π.

Theorem 17.2. Let c, q, ℓ,σ ≥ 0 satisfying qℓ < σ and σ = cσ + 2q ≤ 2n−3. Suppose
H : I0 (n)×{0, 1}∗ → {0, 1}2n−4 is a rate-c−1 (ϵ1, ϵ2, ϵ3, δ)-CFH. Then, for ρ = (q, ℓ,σ)

and ρ′ = (2, ℓ, 2ℓ), the PRF advantage of any ρ-distinguisher A against 1k-DBHtS π,H

satisfies

Advprf
1k-DBHtS π,H

(A) ≤ ϵ1 + ϵ2,

where

ϵ1 := 2ϵ2(ρ, 4) + δ(ρ) +
q+ 2ϵ1(ρ) + ϵ2(ρ, 3)

2n
+ 2ϵ3 (ρ, 2

n/4σ) .

ϵ2 :=
16q2σ2ϵ1(ρ′)

22n
+

8q2ϵ1(ρ′)

2n
+

3qσ

23n/2 +
40qσ5/2

25n/2 +
4qσ+ 16qσ2 + 16q3σ

23n
.
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Proof. Without loss of generality assume that A is deterministic. Let

• Mi := (Mi
1, . . . ,M

i
ℓi
), denote the i-th query of the distinguisher, containing ℓi ≤ ℓ

blocks.

• Ti, denote the i-th response of the oracle.

In addition, the oracle releases additional information to the distinguisher, once the
distinguisher is done querying the oracle, but before it outputs its decision bit.

In the real world, the oracle releases:

• Xi := (Xi1,X
i
2) = Hπ0(M

i), the (2n− 2)-bit internal hash output, or finalization input
corresponding to the i-th query.

• Yi := (Yi1,Y
i
2) = (π1(Xi1),π2(Xi2)), the 2n-bit finalization output corresponding to the

i-th query.

• R, the set of all image points sampled during the computation of Hπ0(M
i) for all

i ∈ [q]. Since H is a rate-c−1 hash function, r = |R| = cσ.

Thus, the full real world transcript can be described as

Θ1 := ((Mi,Ti,Xi,Yi : i ∈ [q]),R).

In the ideal world, the oracle first samples a dummy random permutation π′, and then
computes Xi := Hπ′

0
(Mi) for all i ∈ [q]. In other words, Xi is generated faithfully for all

i ∈ [q]. Note that, R can be derived here as well, as the ideal oracle is faithfully generating
the hash outputs.

sampling Y in the ideal world : The sampling mechanism for Yi is on the other
hand a bit more sophisticated. The goal is to sample Yi’s in such a way that

Xi1 ↔ Yi1, Xi2 ↔ Yi2,

is satisfied for all i ̸= j ∈ [q]. We refer to this predicate as the permutation compatibility
condition.

For any i ∈ [q], let (i)1 := min{j < i : Xi1 = Xj1} and (i)2 := min{j < i : Xi2 = Xj2}. Let
v = |{(i)1, (i)2 : i ∈ [q]}|. The system of equations {Y(i)1

1 ⊕ Y
(i)2
2 = Ti : i ∈ [q]}, can be

treated as the system of equations in an instance of the the non-trivial CRMTP(Aq×v,T, {R})
problem, where

A|T :=


A1 0 · · · 0 T1

0 A2 · · · 0 T2
...

...
. . .

...
...

0 0 · · · Ac Tc

 ∈ F
q×(v+1)
2 .
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is the 2-regular, acyclic augmented coefficient-constant matrix of the system. Without loss
of generality we assume A has a component form (since any matrix can be transformed
into the component form by permuting the rows, which preserves the set of solutions),
such that all the isolated components appear before the non-isolated ones.

As long as the system is acyclic and non-trivial and satisfies the bound ξA(2q+ cσ) ≤
2n/2, we can use the results developed in the previous section. Here Keeping this in mind,
we now define some bad predicates on the partial transcript ((Mi,Ti,Xi : i ∈ [q]),R):

A1 : ∃∗i, j, k, l ∈ [q], Xi1 = Xj1 ∧X
j
2 = Xk2 ∧Xk1 = Xl1.

A2 : ∃∗i, j ∈ [q], Xi1 = Xj1 ∧T
i ⊕Tj = 0n.

A3 : ∃∗k ≥ 2n−2/(cσ+ 2q), i1, . . . , ik ∈ [q], Xi11 = Xi21 = . . . = Xik1 .

B1 : ∃∗i, j, k, l ∈ [q], Xi2 = Xj2 ∧X
j
1 = Xk1 ∧Xk2 = Xl2.

B2 : ∃∗i, j ∈ [q], Xi2 = Xj2 ∧T
i ⊕Tj = 0n.

B3 : ∃∗k ≥ 2n−2/(cσ+ 2q), i1, . . . , ik ∈ [q], Xi12 = Xi22 = . . . = Xik2 .

C : ∃∗i ∈ [q], Ti = 0n.

D : ∃∗i, j ∈ [q], Xi1 = Xj1 ∧X
i
2 = Xj2.

E : ∃∗i, j, k ∈ [q], Xi1 = Xj1 ∧X
j
2 = Xk2 ∧Ti ⊕Tj ⊕Tk = 0n.

Define Cyclic := A1 ∨ B1 ∨ D, Trivial := A2 ∨ B2 ∨ C ∧ E, and Giant := A3 ∨ B3. It is not
difficult to see that as long as Cyclic, Trivial, and Giant are false, A is acyclic and satisfies
ξA(cσ+ 2q) ≤ 2n−1 for (cσ+ 2q) < 23n/4, and CRMTP(A,T, {R}) problem is non-trivial.

Onwards we describe the sampling of Y conditioned on the fact that ¬(Cyclic∨Trivial∨
Giant) holds.

sampling Y i in isolated case : For the i-th isolated component, using Lemma 12.2,
the number of solutions conditioned on the forbidden set R and a compatible solution
Y≤(i−1) of CRMTP(A≤i−1,T≤i−1, {R}) is given by

N(Ai,Ti, {F}) ≥
(2n − r− 2i+ 2)2

2n

(
1− 2

2n

∣∣∣∣µ(Ti,F)− (r+ 2i− 2)2

2n

∣∣∣∣− 4

22n

)
.

We sample Yi
∗← S(Ai,Ti, {F}), where F := F (Y≤i−1) = R ⊔Y{≤i−1}, is defined analo-

gously as in Eq. 12.1, with |F | = r+ 2(i− 1).

sampling Y i
in non-isolated case : For the i-th non-isolated component, using

Lemma 12.3, the number of solutions conditioned on the forbidden set R and a compatible
solution Y≤i−1 of CRMTP(A≤i−1,T≤i−1,R) is given by

N(Ai,Ti, {F}) ≥
(2n − f≤i−1)vi

2nqi

(
1− 2r2i (r+ 2q)2

22n
− r2i

22n

)
.
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We sample Yi
∗← S(Ai,Ti, {F}), where again F := F (Yi−1) = R ⊔Y{≤i−1} and f≤i−1 :=

|F | < r+ 2q.

This concludes the sampling in the ideal world, and finally the ideal world transcript is
given by

Θ0 := ((Mi,Ti,Xi,Yi : i ∈ [q]),R).

where the permutation compatibility condition is satisfied as long as ¬(Cyclic ∨ Trivial)

holds; otherwise the transcript is defined arbitrarily.

(bad) transcript definition and analysis : The set of transcripts Ω is the set of
all tuples ω = ((mi, ti,xi, yi : i ∈ [q]),R), where mi ∈ {0, 1}∗, ti ∈ {0, 1}n, xi ∈ {0, 1}2n−2,
yi ∈ {0, 1}2n and R ⊆ ({0, 1}n)cσ, where σ =

∑q
i=1⌈|mi|/n⌉.

A transcript ω is said to be bad, i.e. ω ∈ Ωbad if and only if it satisfies Cyclic∨Trivial∨Giant,
and good otherwise.

Lemma 17.4. Suppose H is an (ϵ1, ϵ2, ϵ3, δ)-coverfree hash function. Then

Pr (Θ0 ∈ Ωbad) ≤ 2ϵ2(ρ, 4) + δ(ρ) +
q+ 2ϵ1(ρ) + ϵ2(ρ, 3)

2n
+ 2ϵ3

(
ρ,

2n−2

cσ+ 2q

)
.

Proof. Let s′ = 2n−2/(cσ+ 2q). We have

Pr (Θ0 ∈ Ωbad) = Pr (Cyclic∨Trivial∨Giant)
≤ Pr (Cyclic) + Pr (Trivial) + Pr (Giant)

≤ Pr (A1) + Pr (B1) + Pr (D) + Pr (A2) + Pr (B2) + Pr (C) + Pr (E)

+ Pr (A3) + Pr (B3)

≤ Pr
(
AP14H(M)

)
+ Pr

(
AP24H(M)

)
+ Pr (COLLH(M)) +

Pr (COLL1H(M))

2n

+
Pr (COLL2H(M))

2n
+

q

2n
+

Pr
(
AP13H(M)

)
2n

+ Pr
(
MC1s

′
H(M)

)
+ Pr

(
MC2s

′
H(M)

)
≤ 2ϵ2(ρ, 4) + δ +

q+ 2ϵ1(ρ) + ϵ2(ρ, 3)

2n
+ 2ϵ3(ρ, s

′),

where the the first three (in)equalities follow from the definition and a trivial application of
union bound, the fourth inequality just maps the bad predicates to corresponding coverfree
hash events, and finally the fifth inequality follows from the coverfree bound of H .

good transcript analysis : Fix a good transcript ω ∈ Ω \Ωbad. We will recycle
notations from the sampling phase.
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In the real world, π is sampled exactly r+ v times (|R| = r and |{(i)1, (i)2 : i ∈ [q]}| =
v). Thus, we have

Pr (Θ1 = ω) =
1

(2n)r+v
(17.2)

In the ideal world, first T is sampled uniformly from a set of size 2nq, followed by R

which is sampled faithfully via π. Finally, Y is sampled. Let the first i∗ components of A|T
be isolated and the rest be non-isolated.

Pr (Θ0 = ω) =
1

2nq
× 1

(2n)r
×

i∗∏
i=1

1

N(Ai,Ti, {F (Y≤i−1)})
×

c∏
i′=i∗+1

1

N(Ai,Ti, {F (Y≤i−1)})

≤ 1

2nq
× 1

(2n)r
×

i∗∏
i=1

2n

(1− µi)(2n − f≤i−1)2
×

c∏
i′=i∗+1

2nqi′

(1− νi′)(2n − f≤i′−1)vi′

where

µi =
2

2n

∣∣∣∣∣µ(Ti,F)−
f2≤i−1
2n

∣∣∣∣∣+ 4

2n
, (17.3)

νi′ =
2v2i′(r+ 2q)2

22n
+
v2i′

2n
. (17.4)

Continuing on we have

Pr (Θ0 = ω) ≤
1

(2n)r
×

i∗∏
i=1

1

(1− µi)(2n − f≤i−1)2
×

c∏
i′=i∗+1

1

(1− νi′)(2n − f≤i′−1)vi′

≤ 1(
1−

∑i∗

i=1 µi

) × 1(
1−

∑c
i′=i∗+1 νi′

) × c∏
i=1

1

(2n − f≤i−1)vi
(17.5)

On dividing (17.2) by (17.5), we have

Pr (Θ1 = ω)

Pr (Θ0 = ω)
≥

(
1−

i∗∑
i=1

µi −
c∑

i′=i∗+1

νi′

)
×
∏c
i=1(2

n − f≤i−1)vi
(2n)r+v

≥

(
1−

i∗∑
i=1

µi −
c∑

i′=i∗+1

νi′

)
. (17.6)

To apply the Expectation Method, Theorem 3.1, we have to compute

E

(
i∗∑
i=1

µi

)
and E

(
c∑

i′=i∗+1

νi′

)
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First, let ∼1 (res. ∼2) be equivalence relations on [q], such that i ∼1 j (res. i ∼2 j) if and
only if Xi1 = Xj1 (res. Xi2 = Xj2). Let C1

1 , . . . ,C
1
t1 and C2

1 , . . . ,C
2
t2 denote the non-singleton

equivalence classes of [q] with respect to ∼1 and ∼2, respectively. For i ∈ [t1] and j ∈ [t2],
let mc(1)i = |C1

i | and mc
(2)
j = |C2

j |.

E

(
c∑

i′=i∗+1

νi′

)
=

(
2(r+ 2q)2

22n
+

1

2n

)
E

(
c∑

i′=i∗+1

v2i′

)

≤
(
2(r+ 2q)2

22n
+

1

2n

)
× 2

 t1∑
j=1

E
(
mc

(1)
j

)
+

t2∑
j′=1

E
(
mc

(2)
j′

)
≤ 16q2(r+ 2q)2ϵ1(2, ℓ, 2ℓ)

22n
+

8q2ϵ1(2, ℓ, 2ℓ)

2n
. (17.7)

where the last inequality follows from Lemma A.6.
Second, using Proposition A.1, we have

E

(
i∗∑
i=1

µi

)
= E

(
2

2n

i∗∑
i=1

∣∣∣∣∣µ(Ti,F)−
f2≤i−1
2n

∣∣∣∣∣+
i∗∑
i=1

4

2n

)

=
2

2n

i∗∑
i=1

E

(∣∣∣∣∣µ(Ti,F)−
f2≤i−1
2n

∣∣∣∣∣
)
+

4q

2n

≤ 2

2n

i∗∑
i=1

√
Var(µ(Ti,F)) +

2

2n

i∗∑
i=1

∣∣∣∣∣E (µ(Ti,F))−
f2≤i−1
2n

∣∣∣∣∣+ 4q

2n
(17.8)

We claim:

Claim 17.4.1.∣∣∣∣∣E (µ(Ti,F))−
f2≤i−1
2n

∣∣∣∣∣ ≤ 2r2 + 8q(r+ 2q)2 + 8q2(r+ 2q)

22n
(17.9)

√
Var(µ(Ti,F)) ≤

√
2(r+ 2q)

2n/2 +
20(r+ 2q)5/2

23n/2 (17.10)

Theorem 17.2 then follows from Lemma 17.4 and Eq. (17.7)-(17.10).

proof of claim 17 .4 .1 . First consider
∣∣∣∣E (µ(Ti,F))−

f2≤i−1

2n

∣∣∣∣. We need both lower

and upper bounds on E (µ(Ti,F)). Let I = {i1, . . . , ir} be an arbitrary indexing of R and
J = {j1, . . . , jv≤i−1

} denote the indexing corresponding to Y≤i−1. Then, I ⊔J gives an
indexing of F := F (Y≤i−1).
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For all j, j′ ∈ I ⊔J, let χj,j′ denote the indicator random variable corresponding to the
event Aj ⊕Bj′ = Ti, where Aj ,Bj′ ∈ F . Then, we have

E (µ(Ti,F)) =
∑

j ̸=j′∈I⊔J
Pr (χj,j′) . (17.11)

Now, we can have four cases depending upon where j and j′ come from:

Case A: j, j′ ∈ I. In this case, for any pair of (j, j′), Pr (χj,j′) = 1/(2n− 1) and there
are at most r(r− 1) such pairs, which results in∑

j ̸=j′∈I
Pr (χj,j′) =

r(r− 1)

2n − 1
. (17.12)

Case B: j ∈ I ∧ j′ ∈ J. In this case, using the fact that there are at least (2n− r− 2q)

and at most 2n solutions for any equation, we have

2r(i− 1)

2n
≤

∑
j∈I,j′∈J

Pr (χj,j′) ≤
2r(i− 1)

2n − r− 2q
(17.13)

Case C: j ∈ I ∧ j′ ∈ J. This case is symmetrical to Case B above.

2r(i− 1)

2n
≤

∑
j′∈I,j∈J

Pr (χj,j′) ≤
2r(i− 1)

2n − r− 2q
(17.14)

Case D: j, j′ ∈ J. Using similar argumentation as above, we have

4(i− 1)2 − 2(i− 1)

2n
≤
∑
j,j′∈J

Pr (χj,j′) ≤
4(i− 1)2 − 2(i− 1)

2n − r− 2q
(17.15)

Recall that

f2≤i−1
2n

=
(r+ 2(i− 1))2

2n
.

Then, (17.9) follows from (17.11)-(17.15).

Now, consider the second claim. We have to compute the variance of µ(Ti,F). First, using
the above formulation, we have

Var(µ(Ti,F)) = Var(
∑

j,j′∈I⊔J
χj,j′)

=
∑

j,j′∈I⊔J
Var(χj,j′) +

∑
j1,j2,j3,j4∈I⊔J
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4)
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≤
∑

j,j′∈I⊔J
E (χj,j′) +

∑
j1,j2,j3,j4∈I⊔J
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4)

≤ E (µ(Ti,F)) +
∑

j1,j2,j3,j4∈I⊔J
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) (17.16)

Now, from (17.11)-(17.15), we have

E (µ(Ti,F)) ≤
2(r+ 2q)2

2n
. (17.17)

All that remains is to bound the covariances for every choice of (j1, j2) ̸= (j3, j4). First, we
have

Cov(χj1,j2 ,χj3,j4) = Pr (χj1,j2 ,χj3,j4)−Pr (χj1,j2)Pr (χj3,j4)

Given the above discussion on Pr (χj,j′) for arbitrary j, j′, it is sufficient to upper bound
Pr (χj1,j2 ,χj3,j4), and use lower bound on Pr (χj1,j2) (and Pr (χj3,j4)) from the above
discussion. Depending upon jk ∈ I or jk ∈ J, for all k ∈ [4], we can have 16 cases, that
we group into 5 supercases depending upon the size of {j1, j2, j3, j4} ∩I. We will skip
most of the details of computation for each case, and instead discuss the most important
subcases.

Case A: |{j1, j2, j3, j4} ∩I| = 4: In this case it is easy to see that Pr (χj1,j2 ,χj3,j4) ≤
1/(2n − 1)(2n − 3), and thus∑

j1,j2,j3,j4∈I
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤ r4
(

1

(2n − 1)(2n − 3)
− 1

(2n − 1)2

)

≤ 16r4

23n
. (17.18)

Case B: |{j1, j2, j3, j4} ∩I| = 3: Wlog assume j1 /∈ I. Then, first Pr (χj3,j4) =

1/(2n − 1) and Pr (χj1,j2 | χj3,j4) ≤ 1/(2n − r− 2q) (since the j1 variable is sampled
out of a set of size at least (2n − r− 2q)). Thus, in this case, we have∑

|{j1,j2,j3,j4}∩I|=3
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤ 8r3q

(
1

(2n − 1)(2n − r− 2q)
− 1

2n(2n − 1)

)

≤ 32(r+ 2q)4q

23n
. (17.19)

Case C: |{j1, j2, j3, j4}∩I| = 2: The most interesting subcase here is |{j1, j2}∩I| = 1,
|{j3, j4} ∩I| = 1. Wlog assume j1, j3 ∈ I and j2, j4 ∈ J. Let R1,R3,Y2,Y4 denote
the corresponding values in F. We have two equations:

R1 ⊕Y2 = Ti
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R3 ⊕Y4 = Ti

Now, if Y2 and Y4 come from different equations, then the above holds with at most
1/(2n − r− 2q)2 probability as each of Y2 and Y4 are sampled from a set of size at
least (2n − r− 2q). The interesting case arises when they are from the same equation,
say (k). In this case the above equation holds if and only if R1⊕R3 = Ti⊕T(k). Thus,
we have a modified system

R1 ⊕ R3 = Ti ⊕T(k)

R1 ⊕Y2 = Ti

Now, once we fix j1, j3 and (k) all other indices are fixed (remember, (i) is fixed
throughout). Thus, we have at most 2r2q choices and each choice holds with at most
1/(2n − 1)(2n − r− 2q) probability, which is less than the probability in other cases.
All in all, by taking the maximum probability, in this case we have

∑
|{j1,j2,j3,j4}∩I|=2
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤ 24r2q2
(

1

(2n − r− 2q)2
− 1

22n

)

≤ 96(r+ 2q)3q2

23n
. (17.20)

Case D: |{j1, j2, j3, j4} ∩I| = 1: W.l.o.g. assume j1 ∈ I. The most interesting case
here would be if j3 and j4 correspond to the same equation index say (k), in
which case χj3,j4 happens if and only if Ti = T(k). But since Ti is uniform and
independent of T(k), the overall probability in this subcase is still 1/2n(2n− r− 2q) ≤
1/(2n − r − 2q)(2n − r − 2q). Again by taking the maximum probability across all
subcases, we have∑

|{j1,j2,j3,j4}∩I|=1
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤ 48rq3
(

1

(2n − r− 2q)2
− 1

22n

)

≤ 192(r+ 2q)2q3

23n
. (17.21)

Case E: |{j1, j2, j3, j4} ∩I| = 0: Using a similar argumentation as above, we have

∑
|{j1,j2,j3,j4}∩I|=0
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤ 16q4
(

1

(2n − r− 2q)2
− 1

22n

)

≤ 64(r+ 2q)q4

23n
. (17.22)
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A cursory look shows that the covariance across all the cases is in O((r + 2q)5/23n). In
particular, after appropriate simplifications, we have

∑
j1,j2,j3,j4∈I⊔J
{j1,j2}̸={j3,j4}

Cov(χj1,j2 ,χj3,j4) ≤
400(r+ 2q)5

23n
(17.23)

Then, (17.10) follows by taking square root on both sides of (17.16) after appropriate
substitutions from (17.17) and (17.23).

17.2 instantiations of cover-free hash functions .

For a diblock hash function H : I0 (n) × {0, 1}∗ → {0, 1}n × {0, 1}n we can construct
the truncated diblock hash TH : I0 (n) × {0, 1}∗ → {0, 1}n−2 × {0, 1}n−2 as TH(x) :=
(Trunc(H1(x)),Trunc(H2(x))), where Trunc : {0, 1}n → {0, 1}n−2 truncates the first two
bits of its n-bit input.

Now let us define the functions PHash : I0 (n) × {0, 1}∗ → {0, 1}n × {0, 1}n and
LightHash : I0 (n)× {0, 1}∗ → {0, 1}n × {0, 1}n, as follows:

PHashπ0 LightHashπ0

Input: m = m[1]∥ · · · ∥m[k] ∈ ({0, 1}n−2)k Input: m = m[1]∥ · · · ∥m[k] ∈ ({0, 1}n−s)k

∆0 ← Trunc(π0(0)) for i ∈ [k],

∆1 ← Trunc(π0(1)) Z[i]← π0(⟨i⟩s−2∥m[i])

for i ∈ [k], x[1]← Z[1]⊕Z[2]⊕ · · · ⊕Z[k]
W [i]← m[i]⊕ 2i · ∆0 ⊕ 22i · ∆1 x[2]← 2k−1 ·Z[1]⊕ 2k−2 ·Z[2] · · · ⊕Z[k]
Z[i]← π0(W [i]) return x := (x[1]∥x[2])

x[1]← Z[1]⊕Z[2] · · · ⊕Z[k]
x[2]← Z[1]⊕ 2 ·Z[2] · · · ⊕ 2k−1 ·Z[k]
return x := (x[1]∥x[2])

Two instances of CfHs will be the truncated versions of the above hash functions, TPHash
and TLightHash, respectively. In fact, we have that 1k-PMAC+ = 1k-DBHtS TPHash and
1k-LightMAC+ = 1k-DBHtS TLightHash.

17.2.1 Affine bad events.

For a diblock hash function H , any x = (x1, . . . ,xq) ∈ (X)q, and c, c1, c2, c3 ∈ {0, 1}2, we
define:



17.2 instantiations of cover-free hash functions . 161

COLLc1,c2H (x) : ∃∗ i, j ∈ [q] such that HK(xi)⊕HK(xj) = (c1∥0n−2, c2∥0n−2)

COLL1cH(x) : ∃∗ i, j ∈ [q] such that H1
K(xi)⊕H1

K(xj) = c∥0n−2.

COLL2cH(x) : ∃∗ i, j ∈ [q] such that H2
K(xi)⊕H2

K(xj) = c∥0n−2.

AP1c1,c2,c3H (x) : ∃∗ i, j, k, l ∈ [q] such that

H1
K(xi)⊕H1

K(xj) = c1∥0n−2 ∧H2
K(xj)⊕H2

K(xk) = c2∥0n−2

∧H1
K(xk)⊕H1

K(xl) = c3∥0n−2.

AP2c1,c2,c3H (x) : ∃∗ i, j, k, l ∈ [q] such that

H2
K(xi)⊕H2

K(xj) = c1∥0n−2 ∧H1
K(xj)⊕H1

K(xk) = c2∥0n−2

∧H2
K(xk)⊕H2

K(xl) = c3∥0n−2.

AP2c1,c2H (x) : ∃∗ i, j, k ∈ [q] such that

H2
K(xi)⊕H2

K(xj) = c1∥0n−2 ∧H1
K(xj)⊕H1

K(xk) = c2∥0n−2

MC1c1,...,csH (x) : ∃∗ i, j, k, l ∈ [q] such that

H1
K(xi)⊕H1

K(xj) = c1∥0n−2 ∧ · · · ∧H1
K(xis−1)⊕H1

K(xis) = cs∥0n−2

MC2c1,...,csH (x) : ∃∗ i, j, k, l ∈ [q] such that

H2
K(xi)⊕H2

K(xj) = c1∥0n−2 ∧ · · · ∧H2
K(xis−1)⊕H2

K(xis) = cs∥0n−2

One can readily check that

COLL1TH(x) =
∨

c∈{0,1}2
COLL1cH(x) COLL2TH(x) =

∨
c∈{0,1}2

COLL2cH(x)

AP14TH(x) =
∨

(c1,c2,c3)
∈({0,1}2)3

AP1c1,c2,c3H (x) AP24TH(x) =
∨

(c1,c2,c3)
∈({0,1}2)3

AP2c1,c2,c3H (x)

COLLTH(x) =
∨

(c1,c2)
∈({0,1}2)2

COLLc1,c2H (x) AP13TH(x) =
∨

(c1,c2)
∈({0,1}2)3

AP1c1,c2,c3H (x)

MC1sTH(x) =
∨
cs

∈({0,1}2)s

MC1c1,··· ,csH (x) MC2sTH(x) =
∨
cs

∈({0,1}2)s

MC2c1,··· ,csH (x)

(17.24)
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m[1]

⊕⊕⊕2 ·D0

⊕⊕⊕22 ·D1

π0

⊕⊕⊕

⊗⊗⊗

⊕⊕⊕

20

0n

0n

X [1]

Y [1]

m[2]

⊕⊕⊕22 ·D0

⊕⊕⊕24 ·D1

π0

⊕⊕⊕

⊗⊗⊗

⊕⊕⊕

21

X [2]

Y [2]

m[ℓ]

⊕⊕⊕2ℓ ·D0

⊕⊕⊕22ℓ ·D1

π0

⊕⊕⊕

⊗⊗⊗

⊕⊕⊕

2ℓ−1

X [ℓ]

Y [ℓ]

· · ·

· · ·

π1

π2

⊕⊕⊕ t

Figure 17.2: 1k-PMAC+

17.2.2 TPHash.

Our bad event analysis heavily depends on the one presented in [KLL20]. We tailor their
bounds according to our needs while highlighting the main aspects of similarity and
departure between their results and ours.

Similar to the PMAC+ analysis in [KLL20] we define analogous auxiliary events as
follows: Let the i-th message be mi = mi[1]∥ · · · ∥mi[ℓi] ∈ ({0, 1}n−2)ℓi , i ∈ [q]. For i ̸= j ∈
[q], let ℓ = min{ℓi, ℓj} and ℓ′ = max{ℓi, ℓj}, then we can define the index set for which
mi[k] ̸= mj [k] as

Iij := {k ∈ [ℓ] : mi[k] ̸= mj [k]} ⊔ [ℓ+ 1..ℓ′]

We define the following random variables: D0 := Trunc(π0(0)), D1 := Trunc(π0(1)), and
Wi = Wi[1]∥ · · · ∥Wi[ℓi], where Wi[k] = mi[k]⊕ 2k ·D0 ⊕ 22k ·D1. We further define the
random index sets where Wi and Wj collide as follows:

Icol = {(i, j) ∈ ([q])2 : ∃∗k, k′ such that Wi[k] = Wj [k′]}
Jcol = {(i, j) ∈ ([q])2 : min{Iij} ≤ ℓi and ∃k such that Wi[min{Iij}] = Wj [k]}

Then the auxiliary events are:

Aux1 : D0 = 0∨D1 = 0

Aux2 : ∃i ∈ [q], ∃∗k, k′ such that Wi[k] = Wi[k′].

Aux3 : ∃i ∈ [q], k ∈ [ℓi] such that Wi[k] ∈ {0, 1,π−10 (0)}.

Aux4 : |Icol| > s, where s = 2n/4σ.
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Aux5 : |Jcol| > s′ where s′ = ℓq

and let Aux =
∨
i∈[5] Auxi.

Lemma 17.5. For m = (mi : i ∈ [q]) and c, c1, c2, c3 ∈ {0, 1}2,

Pr
(
COLLc1,c2PHashπ0

(m) ∧¬Aux
)
≤ 4ℓq2

22n

Pr
(
AP1c1,c2,c3PHashπ0

(m) ∧¬Aux
)
≤ 2s′2

22n
+

4s

2n
+

2

2n
+

2
√
2q2

23n/2 +
8sq2

22n
+

96q2

22n
+

8q4

23n

Proof Sketch: First we note that, the following pairs of events, the left defined in [KLL20]
and the right defined in this paper, are equivalent in the single-key scenario:

Bad1 ≡ COLL0,0PHashπ0
(m), Bad2 ≡ AP10,0,0PHashπ0

(m)

Analogous to Eq. (10) and (11) of [KLL20], we can write, for any c ∈ {0, 1}2,

PHash1π0
(mi)⊕ PHash1π0

(mj) = c∥0n−2 ⇐⇒ A1 · Z[1]⊕ · · · ⊕At · Z[t] = c∥0n−2

PHash2π0
(mi)⊕ PHash2π0

(mj) = c∥0n−2 ⇐⇒ B1 · Z[1]⊕ · · · ⊕Bt · Z[t] = c∥0n−2

where, for (i, j) ∈ ([q])2, {W[1], . . . ,W[t]} := {Wi[1], . . . ,Wi[ℓi]}∪ {Wj [1], . . . ,Wj [ℓj ]}, and
for k ∈ [t], Z[k] := π0(W[k]).

Thus, borrowing from the analysis of [KLL20], each of the events in the statement
of this lemma can be written as an event that a system of equations AZ = c holds,
where Z is a vector with k-th component Z[k], and c depends on the indices c, c1, c2, c3
of the corresponding event. If c ̸∈ C(A), then this system of equations will hold with 0

probability. If c ∈ C(A) then the probability that this system of equations holds, depends
on the rank of A and not on c. So we have that

Pr
(
COLLc1,c2PHashπ0

(m) ∧¬Aux
)
≤ Pr

(
COLL0,0PHashπ0

(m) ∧¬Aux
)
= Pr (Bad1 ∧¬Aux)

Pr
(
AP1c1,c2,c3PHashπ0

(m) ∧¬Aux
)
≤ Pr

(
AP10,0,0PHashπ0

(m) ∧¬Aux
)
= Pr (Bad2 ∧¬Aux)

Thus we can use the bounds on the corresponding bad events from [KLL20] to get our
result.

The probability analysis of the events AP2c1,c2,c3PHashπ0
(m) and AP1c1,c2PHashπ0

(m) are similar to
the analysis of the events AP1c1,c2,c3PHashπ0

(m) and COLLc1,c2PHashπ0
(m), respectively.

Lemma 17.6. For ℓ ≤ 2n−2, m ̸= m′ ∈ ({0, 1}n−2)≤ℓ, and c ∈ {0, 1}2, we have

Pr
(
PHash1π0

(m)⊕ PHash1π0
(m′) = c∥0n−2

)
≤ 26ℓ

2n

Pr
(
PHash2π0

(m)⊕ PHash2π0
(m′) = c∥0n−2

)
≤ 26ℓ

2n
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Proof. Let m ∈ ({0, 1}n−2)ℓ and m′ ∈ ({0, 1}n−2)ℓ′ . Note that the claim is trivial ℓ = 1 and
we ignore this case.

Let i be the maximum block-index where m and m′ are distinct, precisely,

i =

{
ℓ, if ℓ > ℓ′

max{j ≤ ℓ : m[j] ̸= m′[j]}, if ℓ = ℓ′

Consider the random variables:

D0 = trunc(π(0)), D1 = trunc(π(1)),

W[i] = m[i]⊕ 2i ·D0 ⊕ 22i ·D1, Z[i] = π0(W[i]), i ∈ [ℓ]

W′[i] = m′[i]⊕ 2i ·D0 ⊕ 22i ·D1, Z′[i] := π0(W
′[i]), i ∈ [ℓ′]

Let us define the following events:

E1 :D0 = 0

E2 :
∨
j∈[ℓ]

(W[j] = 0∨W[j] = 1) ∨
∨
j∈[ℓ′]

(W′[j] = 0∨W′[j] = 1)

E3 :
∨
j∈[ℓ]
j ̸=i

(W[i] = W[j]) ∨
∨
j∈[ℓ′]

(W[i] = W′[j])

Note that Pr (c ·Trunc(π(a)) = b) = 4/2n for any a ∈ {0, 1}n and b, c ∈ {0, 1}n−2 with
c ̸= 0. Hence, for any a1, . . . , ar ∈ {0, 1}n and b, c1, . . . , cr ∈ {0, 1}n−2 with cr ̸= 0, we have

Pr (c1 ·Trunc(π(a1))⊕ · · · ⊕ cr ·Trunc(π(ar)) = b)

=
∑

b′1,...,b
′
r1

∈{0,1}n
all distinct

Pr (Trunc(π(ar)) = b′)Pr (π(ai) = b′i ∀i ∈ [r− 1])

≤ 4

2n − r+ 1

where bi = trunc(b′i) and b′ = c−1r · (b ⊕ c1 · b1 ⊕ · · · ⊕ cr−1 · br−1). Similarly for any
a1, . . . , ar ∈ {0, 1}n and b, c1, . . . , cr ∈ {0, 1}n−2 with at least one ci ̸= 0, we have

Pr (c1 ·π(a1)⊕ · · · ⊕ cr ·π(ar) = b) ≤
1

2n − r+ 1
. (17.25)

This implies Pr (E1) = Pr (trunc(π(0)) = 0) = 4/2n, Pr (E2 | Ec1) ≤ 4ℓ · 4/2n, and
Pr (E3 | Ec1 ∧ Ec2) ≤ (2ℓ− 1) · 4/2n.

Now the event PHash1π0
(m)⊕ PHash1π0

(m′) = c∥0n−2, is equivalent to Z[1]⊕ · · · ⊕ Z[ℓ]⊕
Z′[1]⊕ · · · ⊕ Z′[ℓ′] = c∥0n−2. Of course, if any two Z-random variables are identically equal
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then they cancel out. However, conditional on Ec1 ∧ Ec2 ∧ Ec3 we have Z[i] ̸= Z[j],Z′[j′] for
any j ∈ [m] \ {i}, j′ ∈ [m′] and Z[i] ̸= 0,π(0),π(1). Hence from Eq. (17.25), we have

Pr
(
PHash1π0

(m)⊕ PHash1π0
(m′) = c∥0n−2 | Ec1 ∧ Ec2 ∧ Ec3

)
≤ 1

2n − (m− 1)−m′ − 2
≤ 1

2n − 2ℓ
≤ 2/2n

assuming ℓ ≤ 2n−2.
Since for any two events A and B, we have Pr (A) = Pr (A∧B) + Pr (A∧Bc) and

Pr (A∧B) ≤ Pr (A) and Pr (A∧B) ≤ Pr (A | B), we have

Pr
(
PHash1π0

(m)⊕ PHash1π0
(m′) = c∥0n−2

)
≤ Pr (E1) + Pr (E2 | Ec1) + Pr (E3 | Ec1 ∧ Ec2)

+ Pr
(
PHash1π0

(m)⊕ PHash1π0
(m′) = c∥0n−2 | Ec1 ∧ Ec2 ∧ Ec3

)
≤ 4

2n
+

16ℓ

2n
+

8ℓ− 4

2n
+

2

2n
≤ 26ℓ

2n

Same argument shows that Pr
(
PHash2π0

(m)⊕ PHash2π0
(m′) = c∥0n−2

)
≤ 26ℓ/2n.

Corollary 17.6.1.

Pr
(
COLL1cPHashπ0

(m)
)
≤ 13ℓq2

2n
Pr
(
COLL2cPHashπ0

(m)
)
≤ 13ℓq2

2n

Pr
(
MC1c1,...,csPHashπ0

(m)
)
≤ 13ℓq2

s · 2n
Pr
(
MC2c1,...,csPHashπ0

(m)
)
≤ 13ℓq2

s · 2n

The Corollary 17.6.1 follows from Lemma 17.6 by simple application of the Markov’s
inequality.

Finally, we bound the auxiliary events

Lemma 17.7. We have

Pr (Aux1 ∨Aux3) ≤
3ℓq

2n − 2
+

2

2n
Pr (Aux2) ≤

ℓ2q

2n+1

Pr (Aux4) ≤
ℓ2q2

s · 2n
Pr (Aux5) ≤

ℓq2

s′ · 2n

Combining these bounds we have

Pr (Aux) ≤
(ℓ2 + 8ℓ)q

2n+1
+

ℓ2q2

s · 2n
+

ℓq2

s′ · 2n

Combining Eq. (17.24), Lemma 17.5, Corollary 17.6.1 and Lemma 17.7 we have the
following result:
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0n
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Figure 17.3: 1k-LightMAC+

Lemma 17.8. TPHashπ0 is a (ϵ1, ϵ2, ϵ3, δ)-CfH where

ϵ1(ρ) =
26ℓq2

2n
, ϵ2(ρ, 3) =

16ℓq2

22n
, ϵ3(ρ, s) =

2s · 13ℓq2

s · 2n
, δ(ρ) =

16ℓq2

22n

ϵ2(ρ, 4) = 8 ·

(
2s′2

22n
+

4s

2n
+

2

2n
+

2
√
2q2

23n/2 +
8sq2

22n
+

96q2

22n
+

8q4

23n

)

17.2.3 TLightHash.

As before, we let the i-th message be mi = mi[1]∥ · · · ∥mi[ℓi] ∈ ({0, 1}n−s)ℓi , i ∈ [q].
Note that, mi[k] ̸= mj [k] ⇐⇒ Zi[k] ̸= Zj [k] for any k ∈ [max{ℓi, ℓj}], where Zi[k] :=
π0(⟨k⟩s−2∥mi[k]). Moreover, Zi[k] ̸= Zj [k′] for any k ̸= k′, i, j ∈ [q]. Let us fix (i, j) ∈ ([q])2,
define {Z[1], . . . ,Z[t]} := {Zi[k] : k ∈ [ℓi]} ∪ {Zj [k] : k ∈ [ℓj ]} and partition [t] := Iij ⊔
Iij ⊔ Iij , where

Iij := {k ∈ [t] : Z[k] = Zi[k′] ̸= Zj [k′], k′ ∈ [max{ℓi, ℓj}]}

Iij := {k ∈ [t] : Z[k] = Zi[k′] = Zj [k′], k′ ∈ [max{ℓi, ℓj}]}

I
ij := {k ∈ [t] : Z[k] = Zj [k′] ̸= Zi[k′], k′ ∈ [max{ℓi, ℓj}]}

Then we have

LightHash1π0
(mi)⊕ LightHash1π0

(mj) = c∥0n−2

⇐⇒ A1 · Z[1]⊕ · · · ⊕At · Z[t] = c∥0n−2

LightHash2π0
(mi)⊕ LightHash2π0

(mj) = c∥0n−2

⇐⇒ B1 · Z[1]⊕ · · · ⊕Bt · Z[t] = c∥0n−2

where
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• Ak = 1 for k ∈ Iij ⊔ Iij , Ak = 0, otherwise.

• Bk = 2β for some β, if k ∈ Iij ⊔ Iij , otherwise Bk = 2β ⊕ 2γ for some β, γ.

Due to this similarity with PHash, the argument given in Lemma 17.5 also holds here,
giving us

Pr
(
COLLc1,c2LightHashπ0

(m)
)
≤ Pr

(
COLL0,0LightHashπ0

(m)
)

Pr
(
AP1c1,c2,c3LightHashπ0

(m)
)
≤ Pr

(
AP10,0,0LightHashπ0

(m)
)

Pr
(
AP2c1,c2,c3LightHashπ0

(m)
)
≤ Pr

(
AP20,0,0LightHashπ0

(m)
)

Lemma 17.9. Assume ℓ ≤ 2n/4. Then in the ideal world,

Pr
(
COLL0,0LightHashπ0

(m)
)
≤ 2q2

22n

Proof. We fix (i, j) ∈ ([q])2 as above, thus fixing {Z[1], . . . ,Z[t]} and partitioning [t] =

Iij ⊔ Iij ⊔ Iij . We can make the following observations about the index sets:

• Iij ⊔ Iij ̸= ∅ since otherwise mi and mj will not be distinct.

• |Iij ⊔ Iij | ≥ 2 because otherwise LightHash1π0
(mi) ̸= LightHash1π0

(mj).

If we consider the system of linear equations representing the events LightHash1π0
(mi) =

LightHash1π0
(mj) and LightHash2π0

(mi) = LightHash2π0
(mj), respectively:

A1 · Z[1]⊕ · · · ⊕At · Z[t] = 0n

B1 · Z[1]⊕ · · · ⊕Bt · Z[t] = 0n

then the above observations about the index sets imply that there are two distinct indices
k, k′ ∈ Iij ⊔ Iij such that Ak = Ak′ = 1 and Bk = 2β , Bk′ = 2γ for distinct β and γ. This

implies that the above system of linear equations has rank 2, and hence will be satisfied with
probability (2n)t−2/(2n)t = 1/(2n− t+ 2)(2n− t+ 1) ≤ (2n−2ℓ+ 2)(2n−2ℓ+ 1) ≤ 4/22n

for ℓ ≤ 2n/4. Since there are q(q− 1)/2 tuples (i, j) ∈ ([q])2, we have our result.

Lemma 17.10. Assume that ℓ ≤ 2n/8. Then in the ideal world, one has,

Pr
(
AP10,0,0LightHashπ0

(m)
)
≤ q4

3 · 23n
+

q2

2 · 23n/2 +
2

2n
+

96q2

22n
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Proof. Let us fix (i, j, r, s) ∈ ([q])4. We want to find the probability of the event

E(i, j, r, s) :
(
LightHash1π0

(mi) = LightHash1π0
(mj)

)
∧
(
LightHash2π0

(mj) = LightHash2π0
(mr)

)
∧
(
LightHash1π0

(mr) = LightHash1π0
(ms)

)
Let {Z[1], . . . ,Z[t]} = {Zi[k] : k ∈ [ℓi]} ∪ {Zj [k] : k ∈ [ℓj ]} ∪ {Zr[k] : k ∈ [ℓr]} ∪ {Zs[k] : k ∈
[ℓs]}. Also let us partition [t] in three ways as [t] = Iij ⊔ Iij ⊔ Iij ⊔ Iij = Ijr ⊔ Ijr ⊔ Ij r ⊔
Ijr = Irs ⊔ Irs ⊔ Irs ⊔ Irs where

Iij := {k : Z[k] = Zi[k′] ̸= Zj [k′], k′ ∈ [max{ℓi, ℓj , ℓr, ℓs}]}

I
ij := {k : Z[k] = Zj [k′] ̸= Zi[k′], k′ ∈ [max{ℓi, ℓj , ℓr, ℓs}]}

Iij := {k : Z[k] = Zi[k′] = Zj [k′], k′ ∈ [max{ℓi, ℓj , ℓr, ℓs}]}

Iij := {k : Z[k] ̸= Zi[k′],Z[k] ̸= Zj [k′], k′ ∈ [max{ℓi, ℓj , ℓr, ℓs}]}

and the rest of the index sets are defined analogously.
Then the above event can be represented by the following system of equations

A1 · Z[1]⊕ · · · ⊕At · Z[t] = 0n

B1 · Z[1]⊕ · · · ⊕Bt · Z[t] = 0n

C1 · Z[1]⊕ · · · ⊕Ct · Z[t] = 0n

where

• Ak = 1 if k ∈ Iij ⊔ Iij , and Ak = 0 otherwise.

• Bk = 2β for some β if k ∈ Ijr ⊔ Ijr , Bk = 2β ⊕ 2γ for some β, γ if k ∈ Ij r , and

Bk = 0 otherwise.

• Ck = 1 if k ∈ Irs ⊔ Irs , and Ck = 0 otherwise.

As observed in the proof of Lemma 17.9, |Iij ⊔ Iij | ≥ 2 and |Irs ⊔ Irs | ≥ 2. Let us call

the coefficient matrix of the above system of equations M (i,j,r,s), its first row as A(i,j,r,s),
second row as B(i,j,r,s) and third row as C(i,j,r,s). Let us write ([q])4 as union of three
index sets, ([q])4 = J1 ⊔ J2 ⊔ J3, where Ji are defined as follows:

J1 := {(i, j, r, s) : rank(M (i,j,r,s)) = 3}

J2 := {(i, j, r, s) : A(i,j,r,s) = C(i,j,r,s)}}

J2 := {(i, j, r, s) : B(i,j,r,s) = c1A
(i,j,r,s) ⊕ c2C(i,j,r,s) for c1, c2 ̸= 0}
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For (i, j, r, s) ∈ J1, the probability of the Z-variables satisfying the system of equations is
(2n)t−3/(2n)t ≤ 8/23n for ℓ ≤ 2n/8, since t ≤ 4ℓ. Thus we have

Pr

 ∨
(i,j,r,s)∈J1

E(i, j, r, s)

 ≤ q4

3 · 23n
(17.26)

Now let us define the equivalence relation over ([q])2 as (i, j) ∼ (r, s) if Iij ⊔ Iij =

Irs ⊔ Irs . If (i, j) ∼ (r, s), then A(i,j,r,s) = C(i,j,r,s), which implies LightHash1π0
(mi) =

LightHash1π0
(mj) ⇐⇒ LightHash1π0

(mr) = LightHash1π0
(ms). Suppose the above relations

partitions ([q])2 into c equivalence classes ([q])2 = C1 ⊔ · · · ⊔Cc. For a = 1, . . . , c, consider
the events Ea that LightHash1π0

(mi) = LightHash1π0
(mj) for every (i, j) ∈ Ca. Thus from Eq.

(17.25) we have that

Pr[Ea] ≤
1

2n − 2ℓ+ 1

since |Iij ⊔ Iij | ≤ 2ℓ for all (i, j) ∈ Ca. Now we have

Pr

 ∨
(i,j,r,s)∈J2

E(i, j, r, s)

 = Pr

 ∨
a∈[c]

∨
(i,j),(r,s)∈Ca

E(i, j, r, s)


≤

c∑
a=1

Pr

 ∨
(i,j),(r,s)∈Ca

E(i, j, r, s)


=

c∑
a=1

Pr[Ea] ·Pr

 ∨
(i,j),(r,s)∈Ca

LightHash2π0
(mj) = LightHash2π0

(mr) | Ea


≤

c∑
a=1

1

2n − 2ℓ+ 1
·min

{
|Ca|2

2(2n − 2ℓ+ 1)
, 1

}
where the last inequality follows from Eq. (17.25) and the facts that A(i,j,r,s) and B(i,j,r,s)

are linearly independent, and that |Ijr ⊔ Ijr ⊔ Ij r | ≤ 2ℓ for all (j, r) ∈ Ca. Note that

1/(2n− 2ℓ+ 1) ≤ 2/2n for ℓ ≤ 2n/8. Subject to the condition that
∑c

a=1 |Ca| = (q2), the sum∑c
a=1min{|Ca|2/(2(2n − 2ℓ+ 1)), 1} is maximized when c =

⌊
(q2)/2

n/2⌋+ 1, |Ca| = 2n/2

for a ∈ [c− 1] and |Cc| = (q2)− (c− 1)2n/2, in which case we have
a∑
c=1

2

2n
·min

{
|Ca|2

2n
, 1

}
≤ q2

2 · 23n/2 +
2

2n
.

Thus we have

Pr

 ∨
(i,j,r,s)∈J1

E(i, j, r, s)

 ≤ q2

2 · 23n/2 +
2

2n
(17.27)
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Finally we consider (i, j, r, s) ∈ J3. In this case B(i,j,r,s) = c1A
(i,j,r,s) + c2C

(i,j,r,s). This
linear dependence implies the following:

• c1 = 2β and c2 = 2γ for some β, γ.

• (Iij ⊔ Iij )△(Irs ⊔ Irs) = Ijr ⊔ Ijr .2 Also Bk, k ∈ Ijr are all distinct, and similarly,

Bk, k ∈ Ijr are all distinct

• (Iij ⊔ Iij ) ∩ (Irs ⊔ Irs) = Ij r . From the definition of the index sets, this reduces

to I
ij ∩ Irs = Ij r . If for k ∈ Ij r , Z[k] = Zj [k′] = Zr[k′], then Bk = 2ℓj−k

′
+ 2ℓr−k

′
.

Since 2a + 2b = 2c + 2d implies either (a, b) = (c, d) or (a, b) = (d, c), and since in
this case for every k ∈ Ij r , Bk = 2β + 2γ , we have |Ij r | = 1.

Thus the following assumptions made in proof of Lemma 4 of [KLL20] holds true:

• B(i,j,r,s) does not contain the same entry more than twice.

• B(i,j,r,s) contains at least two different non-zero entries.

• Each of A(i,j,r,s) and C(i,j,r,s) contains at least three ones.

The rest of the analysis is exactly the one presented in the proof of Lemma 4 of [KLL20],
except the ignorable fact that the coefficient of Zj [k′] is 2ℓj−k

′
(instead of 2k

′
as in the

[KLL20]), which however makes no changes in the argument presented. Thus following
the proof of Lemma 4 of [KLL20], we have

Pr

 ∨
(i,j,r,s)∈J3

(i, j, r, s)

 ≤ 24q2

(2n − 4ℓ+ 1)(2n − 4ℓ+ 2)
≤ 96q2

22n
(17.28)

for ℓ ≤ 2n/8.
Combining Eqs. (17.26), (17.27) and (17.28) we have our result.

The probability analysis of the events AP2c1,c2,c3LightHashπ0

(m) and AP1c1,c2LightHashπ0

(m) are

similar to the analysis of the events AP1c1,c2,c3LightHashπ0

(m) and COLLc1,c2LightHashπ0

(m), respectively,
and we get the same probability bounds.

The exact same arguments given to prove Lemma 17.6 can be used to prove the following
statement, keeping in mind that we do not need to consider the events E1 and E2, described
in the proof of Lemma 17.6, for LightHash:

Lemma 17.11. For ℓ ≤ 2n−2, m ̸= m′ ∈ ({0, 1}n−2)≤ℓ, and c ∈ {0, 1}2, we have

Pr
(
LightHash1π0

(m)⊕ LightHash1π0
(m′) = c∥0n−2

)
≤ 8ℓ

2n

Pr
(
LightHash2π0

(m)⊕ LightHash2π0
(m′) = c∥0n−2

)
≤ 8ℓ

2n

2 For two sets A,B, we denote their symmetric difference as A△B := (A \B) ∪ (B \A)
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Corollary 17.11.1.

Pr
(
COLL1cLightHashπ0

(m)
)
≤ 4ℓq2

2n
Pr
(
COLL2cLightHashπ0

(m)
)
≤ 4ℓq2

2n

Pr
(
MC1c1,...,csLightHashπ0

(m)
)
≤ 4ℓq2

s · 2n
Pr
(
MC2c1,...,csLightHashπ0

(m)
)
≤ 4ℓq2

s · 2n

Thus we get our desired result:

Lemma 17.12. TLightHashπ0
is a (ϵ1, ϵ2, ϵ3, δ)-CfH, where

ϵ1(ρ) =
8ℓq2

2n
, ϵ2(ρ, 3) =

8q2

22n
, ϵ3(ρ, s) =

2s · 4ℓq2

s · 3n
, δ(ρ) =

8q2

22n

ϵ2(ρ, 4) = 8 ·
(

q4

3 · 23n
+

q2

2 · 23n/2 +
2

2n
+

96q2

22n

)





Part IV

R E F L E C T I O N S

In this final part we summarize the dissertation and explore the possible future
directions that our works inspire.
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C O N C L U S I O N A N D F U T U R E D I R E C T I O N S

In this thesis we have explored different variants of the Mirror Theory problem, CMTP, BMTP,
CRMTP and RPRMTP, achieving optimal or near-optimal lower bounds on the number of
solutions in each of the cases, backing them up by mathematically rigorous and verifiable
proofs. We have also applied the respective bounds for beyond-birthday-bound security
analyses (tight in most cases) of different constructions, that have their own rich history
and importance in the symmetric cryptography landscape: PRP-to-PRF constructions,
like XOR1, XOR2, XORP, 2k-HtmB-p2, sum of Even-Mansour, MACs like 1k-PMAC+ and
1k-LightMAC+ , the PRF-to PRP-construction six-round Feistel, and the TBC construction
like 4-LRW1 and 2-LRW2. In this dissertation, we have tried to paint an elaborate picture
of the variety and depth of the Mirror Theory problems, both as a theoretical pursuit and
a practical tool for tackling provable security analyses.

However, it is always good from a research perspective if you have more questions than
answers. Indeed, the works presented above opens up many unexplored alleyways and
unclosed gaps.

open variants of mirror theory. The Mirror Theory problem is a very general
one, and we have only dealt with very few very structured subclasses of it. So of course,
there remains many more problems to cover:

• In this dissertation we have only considered mirror theory problems where the system
of non-equations is both bivariate and homogeneous, i. e., the non-equations are of
the form X⊕X ̸= 0n. However there are cryptographic constructions like the Feistel
network with permutations as underlying primitives (used for domain extension
of permutations), whose security analyses lead to a systems of non-equations that
are not homogeneous. Thus to find a tight lower bound to system of equations and
non-homogeneous system of non-equations is an important open problem.

• We have also restricted our attention to the binary field Fm
2 with its involutory

operation ⊕. Also our proof strategy for CMTP inherently depends on the underlying
field being of characteristic 2. It will be interesting to extend the results to a different
field, where the binary operation is not involutory.

other open problems . In this dissertation we have presented a birthday-bound
attack on TNT and a 3n/4-bit security of the LRW+ paradigm. This leaves us with two
important research directions:
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176 conclusion and future directions

• Is there any TBC construction using only three blockcipher calls, like TNT, that
achieves BBB security? We believe this will have a negative answer.

• The security bound for 4-LRW1 is not tight. So either we need to look for a matching
attack, or a tighter security analysis that results in more than 3n/4-bit security.
It is worthwhile to note that the the lower bound analysis for BMTP in tweakable
permutation setting, is not tight enough, since unlike the CMTP case, we have not
probed beyond the link deletion equation. We hope a tighter lower bound analysis
of BMTP in tweakable permutation setting would lead to better security bound for
4-LRW1.

beyond mirror theory. We would also like to note that we have proved n-bit
security of the XOR2, whereas the only attack against it, proposed by Patarin, requires
O(23n/2) queries. However the lower bound analysis of the corresponding BMTP problem
for ξmax = 2 seems to be tight enough and might not lead to better bounds. However, in
a recent work [Din24] by Itai Dinur, awarded the best paper in EUROCRYPT 2024, has
proved 3n/2-bit tight security of the XOR2 construction, introducing the novel strategy of
bounding (sums of) Fourier coefficients of the transcript distribution function. In fact they
proved that the xor of r independent permutations leads to q/2(r−1/2)n single-user security
and
√
uqmax/2(r−1/2)n multi-user security. The results imply that this methodology might

be quite powerful, and worth looking into.



Part V

A P P E N D I X





A
A P P E N D I X

a.1 probability theory

We present here a general overview of probability measures on any measurable space, and
then tailor it according to needs of this dissertation.

Definition A.1 (σ-field). For a set Ω, we call F ⊆ 2Ω a σ-field if the following conditions are
satisfied:

• Ω ∈ F

• A ∈ F ⇐⇒ Ac ∈ F

• For any countable collection of sets, {Ai : i ∈ I}, such that Ai ∈ F , ∀i ∈ I, we have⋃
i∈I Ai ∈ F .

Definition A.2 (probability measure). Given a set Ω and a σ-field F over Ω, we call p : F →
[0, 1] a probability measure over F , if the following conditions are satisfied:

• p(∅) = 0.

• p(Ω) = 1.

• For a countable collection of mutually disjoint sets in F , {Ai : i ∈ I}, we have,
p
(⋃

i∈I Ai
)
=
∑

i∈I p(Ai).

For a σ-field F over Ω and a probability measure p over F , we call the triplet (Ω,F ,p)

a probability space.

Definition A.3 (random variables/measurable functions). A function X : Ω→ Ω′ is called
(F ,F ′)-measurable, where F and F ′ are σ-fields over Ω and Ω′, respectively, if X−1(A) ∈ F ,
∀A ∈ F ′. In probability theory we alternatively refer to a measurable function as a random
variable.

Definition A.4 (probability measure induced by a random variable). Let (Ω,F ,p) be
a probability space, and let F ′ be a σ-field over Ω′. A (F ,F ′)-measurable function (random
variable) X : Ω→ Ω′ induces a probability measure, denoted pX, on F ′, which is defined as

pX(A) := p(X−1(A)), ∀A ∈ F ′.
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In this dissertation we will only consider finite sample spaces, more specifically the most
commonly used one will be the space of all n-bit strings, i. e., Ω = {0, 1}n for some n ∈N,
or some structured subset of it. Now if a σ-field F over Ω contains every singleton subset
of Ω, i. e., {ω} ∈ F , ∀ω ∈ Ω, then F = 2Ω. We most commonly use the probability space
({0, 1}n, 2{0,1}n ,un), where the uniform probability measure un is defined on the singleton
sets (also called atoms) as un({ω}) = 2−n, ∀ω ∈ Ω.

All random variables considered in this paper maps n-bit strings to m-bit strings for
some n,m ∈ N. Since we assume the convention that the respective power sets will be
considered as σ-fields over the respective sample spaces, we stop mentioning the σ-fields
with respect to which a function X : Ω → Ω′ is measurable, since in this case any such
function will be trivially measurable.

Now consider the probability space ({0, 1}n, 2{0,1}n ,un), and a random variable X :
{0, 1}n → {0, 1}m, then the probabilty measure induced by X will be defined on the atoms
as pX({ω′}) = |{ω ∈ {0, 1}n : X(ω) = ω′}| · 2−n for all ω′ ∈ {0, 1}m. We also denote the
quantity pX({ω′}) as Pr (X = ω′).

For any probability measure p defined over (Ω, 2Ω), we define the corresponding
probability distribution, denoted by fp : Ω→ [0, 1], as the function that maps ω 7→ p({ω}).
We abuse notation and denote fp by p itself. This is because one is complete determined
by the other, due to the additive property of the probability measure. We define the support
of a probability distribution p as Supp(p) := {ω ∈ Ω : p(ω) > 0}.

Definition A.5 (expected value). Let X : Ω→ Ω′ be a random variable over a discrete probability
space (Ω, 2Ω,p), and f : Ω′ → Ω′′ be a function. Then the expected value of f(X), denoted as
EX (f(X)), will be defined as

EX (f(X)) :=
∑
x∈Ω′

f(x)pX(x)

Definition A.6 (variance). Let X : Ω→ Ω′ be a random variable over a discrete probability space
(Ω, 2Ω,p), and f : Ω′ → Ω′′ be a function. Then the variance of f(X), denoted as VarX(f(X)),
will be defined as

VarX(f(X)) := EX

(
f2(X)

)
− (EX (f(X)))

2 =
∑
x∈Ω′

f(x)2pX(x)−

(∑
x∈Ω′

f(x)2pX(x)

)2

The last equality may not hold in general for any real valued random variable X,
VarX(f(X)) := EX

(
f2(X)

)
− (EX (f(X)))

2.

a.1.1 Statistical Distance

Statistical distance is a metric defined over the space of probability distributions on a finite
sample space Ω. It is called the total variation in the statistics community. It is used to
define the distinguishing advantage and hence is the primary metric in cryptography.



A.1 probability theory 181

Definition A.7 (statistical distance). The statistical distance between two probability distribu-
tions p0 and p1 on a finite sample space Ω as

∆(p0,p1) :=
1

2

∑
ω∈Ω

|p0(ω)−p1(ω)|

For two random variables X and Y, we abuse notaiton and define the statistical distnace between
them, as ∆(X,Y) := ∆(pX,pY).

We state the metric properties of statistical distance in the following lemma, which
follows quite easily from the definition, and hence we skip proving it explicitly.

Lemma A.1. For any p1,p2,p3 ∈P(Ω), we have

• ∆(p1,p2) ≥ 0, the equality holds if and only if p1(ω) = p2(ω) for all ω ∈ Ω

• ∆(p1,p2) = ∆(p2,p1)

• ∆(p1,p3) ≤ ∆(p1,p2) + ∆(p2,p3).

• ∆(p1,p2) ≤ 1, the equality holds if and only if Supp(p1) ∩ Supp(p2) = ∅.

The following lemma gives an alternate definition for the statistical distance:

Lemma A.2. For p0,p1 ∈P(Ω), then

max
A⊆Ω

(p0(A)−p1(A)) =
∑
ω∈Ω

max{0,p0(ω)−p1(ω)} = ∆(p0,p1)

The maximum is achieved when Ω> ⊆ A ⊆ Ω≥, where

Ω> := {ω ∈ Ω : p0(ω) > p1(ω)}
Ω≥ := {ω ∈ Ω : p0(ω) ≥ p1(ω)}

Proof. Since for any ω ̸∈ Ω≥, p0(ω)−p1(ω) < 0, and hence obviously maxA⊆Ω(p0(A)−
p1(A)) is acheieved for Ω> ⊆ A ⊆ Ω≥. Now

∆(p0,p1) =
1

2

∑
ω∈Ω

|p0(ω)−p1(ω)|

=
1

2

∑
ω∈Ω>

(p0(ω)−p1(ω)) +
1

2

∑
ω∈Ωc

>

(p1(ω)−p0(ω))

=
1

2
(p0(Ω>)−p0(Ωc

>)− (p1(Ω>)−p1(Ωc
>))

= p0(Ω>)−p1(Ω>)

=
∑
ω∈Ω>

(p0(ω)−p1(ω)) =
∑
ω∈Ω

max{0,p0(ω)−p1(ω)}
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Lemma A.3. Let X,Y : Ω→ Ω′ be two random variables defined over the same discrete probability
space (Ω, 2Ω,p). Consider the function ϵopt : Ω′ → [0, 1] defined as ϵopt(x) = max{0, 1−
pY(x)/pX(x)}, and let ϵ : Ω→ [0, 1] be any function such that ϵ(x) ≥ ϵopt(x), ∀x ∈ Ω′. Then
we can alternatively express the statistical distance as the expected value of ϵopt(X), and hence
bound it by the expected value of ϵ(X):

∆(pX,pY) = EX (ϵopt(X)) ≤ EX (ϵ(x))

Proof.

∆(pX,pY) =
∑
x∈Ω′

>

pX(x)−pY(x) [Ω′> = {x ∈ Ω′ : pX(x) > pY(x)}]

=
∑
x∈Ω′

>

pX(x) · (1−pY(x)/pX(x)) = EX (ϵ(X))

the last equality following from the fact that

ϵ(x) =

 1− pY(x)
pX(x)

, if x ∈ Ω′>
0, otherwise.

the inequality follows from the definition of expected value.

Proposition A.1. For any real-valued random variable X, we have

E (|X−E (X) |) ≤
√
Var(X).

Proof. We have

E (|X−E (X) |) =
√

E (|X−E (X) |)2

≤
√

E ((X−E (X))2) =
√

Var(X),

where the inequality also follows from Jensen’s inequality among others.

Proposition A.2. Let R0 and R1 be two random variables with variances σ20 and σ21 , respectively,
and suppose their expectations follow the relation E (R0) ≥ µ0 ≥ µ1 ≥ E (R1), for some µ0 ≥
µ1 ≥ 0. Then, for µ = (µ0 + µ1)/2, we have

|Pr (R0 > µ)−Pr (R1 > µ)| ≥ 1− 4(σ20 + σ21)

(µ0 − µ1)2
.

Proof. Let µ := (µ0 − µ1)/2. Then, we have

µ = µ0 − µ = µ+ µ1.
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Using Bienaymé-Chebyshev inequality, we have

Pr (R0 > µ) = 1−Pr (R0 ≤ µ)
≥ 1−Pr (R0 − µ0 ≤ −µ)
≥ 1−Pr (R0 −E (R0) ≤ −µ)

≥ 1−Pr (|R0 −E (R0)| ≥ µ) ≥ 1− σ20
µ2

(A.1)

and

Pr (R1 > µ) ≤ Pr (R1 ≥ µ)
≤ Pr (R1 − µ1 ≥ µ)
≤ Pr (R1 −E (R1) ≥ µ)

≤ Pr (|R1 −E (R1)| ≥ µ) ≤
σ21
µ2

(A.2)

The result then follows by subtracting (A.2) from (A.1).

a.2 results used in the security analysis of LRW+ (sect. 15 .2)

a.2.1 Some Results From [JN20] on Hash Functions

Throughout this section, we fix tq = (t1, . . . , tq) ∈ (T)q. Let H be a (τ ,n)-hash function
family with ϵ-AUHF property. A pair of distinct elements ti, tj ∈ t{q} is said to be colliding
for a function h ∈ H, if h(ti) = h(tj). Then, for a randomly chosen hash function
H ∗←H, the probability of having at least one colliding pair in tq is at most (q2) · ϵ. This is
straightforward from the union bound.

Independence of the hash functions implies the independence of the ϵ-probability events
H1(ti) = H1(tj) and H2(tj) = H2(tk). Taking the union bound over (q)3 pairwise distinct
tuples (i, j, k), we get

Pr (∃∗i, j, k ∈ [q], H1(ti) = H1(tj) ∧ H2(tj) = H2(tk)) ≤ q(q− 1)(q− 2) · ϵ2.

Lemma A.4 (Alternating Collisions Lemma [JN20]). Suppose H1,H2 are two uniformly and
independently drawn functions from an ϵ-AUHF H and tq ∈ (T)q. Then,

Pr (∃∗i, j, k, l ∈ [q],H1(ti) = H1(tj) ∧H1(tk) = H1(tl) ∧H2(tj) = H2(tk)) ≤ q2ϵ1.5.

Lemma A.5 (Alternating Events Lemma [JN20]). Let Xq = (X1, . . . ,Xq) be a q-tuple of random
variables. Suppose for all i < j ∈ [q], Ei,j are events associated with Xi and Xj , possibly dependent.
Each event holds with probability at most ϵ. Moreover, for any distinct i, j, k, l ∈ [q], Fi,j,k,l are
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events associated with Xi, Xj , Xk and Xl, which holds with probability at most ϵ′. Moreover, the
collection of events (Fi,j,k,l)i,j,k,l is independent with the collection of event (Ei,j)i,j . Then,

Pr (∃∗i, j, k, l ∈ [q],Ei,j ∧ Ek,l ∧ Fi,j,k,l) ≤ q2 · ϵ ·
√
ϵ′

Let Xq = H(tq). We define an equivalence relation ∼ on [q] as: α ∼ β if and only if Xα = Xβ
(i.e. ∼ is simply the multicollision relation). Let P1,P2, . . . ,Pr denote those equivalence
classes of [q] corresponding to ∼, such that νi = |Pi| ≥ 2 for all i ∈ [r].

Lemma A.6 ([JN20]). E
(∑r

i=1 νi
2
)
≤ 2q2ϵ.

Corollary A.6.1 ([ML19; JN20]). Let νmax = max{νi : i ∈ [r]}. Then, for some a ≥ 2, we have

Pr (νmax ≥ a) ≤
2q2ϵ

a2
.

a.2.2 Two Useful Inequalities From JN20

Definition A.8 ([JN20]). For r ≥ s, let a = (ai)i∈[r] and b = (bj)j∈[s] be two sequences over N.
We say that a compresses to b, if there exists a partition P of [r] such that P contains exactly s
cells, say P1, . . . ,Ps, and ∀i ∈ [s], bi =

∑
j∈Pi

aj .

Proposition A.3 ([JN20]). For r ≥ s, let a = (ai)i∈[r] and b = (bj)j∈[s] be sequences over N,
such that a compresses to b. Then for any n ∈N, such that 2n ≥

∑r
i=1 ai, we have

∏r
i=1(2

n)ai ≥∏s
j=1(2

n)bj .

Proposition A.4 ([JN20]). For r ≥ 2, let c = (ci)i∈[r] and d = (di)i∈[r] be two sequences over
N. Let a1, a2, b1, b2 ∈ N, such that ci ≤ aj , ci + di ≤ aj + bj for all i ∈ [r] and j ∈ [2],
and

∑r
i=1 di = b1 + b2. Then, for any n ∈ N, such that aj + bj ≤ 2n for j ∈ [2], we have∏r

i=1(2
n − ci)di ≥ (2n − a1)b1(2n − a2)b2 .

a.3 proof of claim 15 .0 .1 used for birthday bound attack on TNT

preliminaries on variance and covariance : Recall that for any two indicator
random variables χ and χ′, the variance Var(χ) and covariance Cov(χ,χ′) are defined as:

Var(χ) = Pr (χ)−Pr (χ)2 , Cov(χ,χ′) = Pr (χ · χ′)−Pr (χ) ·Pr (χ′) ,

and for any random variable X that can be be written as a sum of indicator random
variables

∑
i χi, we have

Var(X) =
∑
i

Var(χi) +
∑
i ̸=j

Cov(χi,χj).
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a.3.1 Upper Bounding Var(collid)

Using the fact that collid =
∑

i<j χi,j , we have

Var(collid) =
∑
i<j

Var(χi,j) +
∑
i,j,k,ℓ

Cov(χi,j ,χk,ℓ) (A.3)

where the summation is taken over i < j, k < ℓ, {i, j} ̸= {k, ℓ} Suppose there are ν pairs
i < j satisfying i ∼ j, where we recall that i ∼ j if and only if ti = tj ⊕ δ.

computing Var(χi,j ) . Recall that Var(χi,j) = Pr (χi,j)−Pr (χi,j)
2. We can have two

cases, depending upon i ∼ j, or not:

A. i ̸∼ j: In this case, using (15.7), we have

Var(χi,j) =
1

2n
− 1

22n
.

B. i ∼ j: In this case, using (15.9), we have

Var(χi,j) ≤
1

2n
+

1

2n − 1
− 1

22n
.

By combining the two cases, we have

∑
i<j

Var(χi,j) ≤
(
q

2

)
1

2n
+

q

2n
−
(
q

2

)
1

22n
(A.4)

computing Cov(χi,j , χk ,ℓ ) . Recall that Cov(χi,j ,χk,ℓ) = Pr (χi,j · χk,ℓ)− Pr (χi,j) ·
Pr (χk,ℓ). We can have two cases, depending upon the size of |{i, j} ∩ {k, ℓ}|:

A. |{i, j} ∩ {k, ℓ}| = 1: Without loss of generality assume j = k, and consider the
following subcases:

1. ∃ i′1, i′2 ∈ {i, j, ℓ} such that i′1 ∼ i′2: Note that there can be only one such (i′1, i
′
2)

pair. We consider the case i ∼ ℓ, as the other two cases are relatively simpler
(due to the independence of χi,j and χj,ℓ). Note that the event χi,j · χj,ℓ is
equivalent to χj,i · χi,ℓ, where of course we have abused the definition a bit as
j > i. However, the meaning is still clear from the context. Now the events χj,i
and χi,ℓ are independent, since the j-th query uses distinct tweaks (tj , tj + δ).
Thus, using (15.7) and (15.9), we have

Cov(χi,j ,χj,ℓ) ≤
1

2n(2n − 1)
.
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2. ∀i′1, i′2 ∈ {i, j, k}, i′1 ̸∼ i′2: The two events are independent and identically
distributed, as all six tweaks are different. Thus, using (15.7), we have

Cov(χi,j ,χj,ℓ) ≤ 0.

Now, there are at most ν(q− 2) ≤ q2/2 triples (i, j, ℓ) that can satisfy case A.1..
Thus, we have∑

i<j
k<ℓ

|{i,j}∩{k,ℓ}|=1

Cov(χi,j ,χk,ℓ) ≤
q2

22n
(A.5)

B. |{i, j} ∩ {k, ℓ}| = 0: We handle this case depending upon the number of (i′1, i
′
2) ∈

{i, j, k, ℓ} such that i′1 ∼ i′2. Let r be the number of such pairs. Note that r cannot be
greater than 2. Thus, we have the following subcases:

1. r = 0: In this case, the two events are independent and identically distributed,
as all eight tweaks are distinct. Thus, using (15.7), we have

Cov(χi,j ,χk,ℓ) ≤ 0.

2. r = 1: First, suppose (i′1, i
′
2) ∈ {(i, j), (k, ℓ)}. Without loss of generality let

(i′1, i
′
2) = (i, j). Since {tk, tℓ, tk ⊕ δ, tℓ ⊕ δ} ∩ {ti, tj} = ∅ and k ̸∼ ℓ, using (15.7)

and (15.9), we get

Cov(χi,j ,χk,ℓ) ≤
1

2n(2n − 1)
≤ 2

22n
.

Next, suppose (i′1, i
′
2) /∈ {(i, j), (k, ℓ)}. Without loss of generality, let (i′1, i

′
2) =

(i, k). Note that {tj , tℓ, tj ⊕ δ, tℓ ⊕ δ} ∩ {ti, tk} = ∅. Then, by conditioning on
the value of (M′i,M

′
k), the event χi,j · χk,ℓ holds with probability 2−2n, whence

using (15.7), we get

Cov(χi,j ,χk,ℓ) ≤ 0.

3. r = 2: Since there are at most ν2 ≤ q2/4 choices for such quadruples, even a
loose bound on the probability of Pr (χi,j · χk,ℓ) will suffice. In particular, we
simply use Pr (χi,j). Using (15.9), we have

Cov(χi,j ,χk,ℓ) ≤
1

2n
+

1

2n − 1
− 1

22n
.

Finally, since there are νq2 ≤ q3/2 quadruples that satisfy B.2. and ν2 ≤ q2/4
quadruples that satisfy B.3., we get∑

i<j
k<ℓ

|{i,j}∩{k,ℓ}|=0

Cov(χi,j ,χk,ℓ) ≤
3q2

2n+2
+

q3

22n
− q2

22n+2
(A.6)
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From (A.3)-(A.6) and 2 ≤ q ≤ 2n, we have

Var(collid) ≤
4q2

2n
. (A.7)

a.3.2 Upper Bounding Var(collre)

The internal variables arising in the execution of TNTδ,m are represented by the notations
from Fig. 15.2. In particular, we have M̂ = π1(m), Ui′ = M̂⊕ ti′ , Ûi′ = π2(Ui′), Û′i′ = Ûi′ ⊕ δ,
U′i′ = π−12 (Û′i′), M̂

′
i′ = U′i′ ⊕ ti′ , and M′i′ = π−11 (M̂′i′), for all i′ ∈ [q].

We have collre =
∑

i<j∈[q] χi,j , where χi,j is the indicator random variable corresponding
to the event M′i = M′j in the real world. Recall that, for any i ̸= j ∈ [q], we have

Pr (χi,j) =
1

2n − 1
+

1

2n − 3
− 1

(2n − 1)(2n − 3)

=
2

2n
− 1

2n(2n − 1)
− 3

2n(2n − 3)
− 1

(2n − 1)(2n − 3)

For simplicity we write p := Pr (χi,j). We will often employ the following inequalities

2

2n
≤ p ≤ 2

2n
+

7

22n
. (A.8)

Now, we have

Var(collre) =
∑
i<j

Var(χi,j) +
∑
i<j
k<ℓ

{i,j}̸={k,ℓ}

Cov(χi,j ,χk,ℓ) (A.9)

computing Var(χi,j ) . By definition, we have Var(χi,j) = p− p2, for any i < j ∈ [q].
Thus, using (A.8), we have∑

i<j

Var(χi,j) ≤
q2

2n
+

2q2

22n
(A.10)

computing Cov(χi,j , χk ,ℓ ) . We have

Cov(χi,j ,χk,ℓ) = Pr (χi,j · χk,ℓ)−Pr (χi,j) ·Pr (χk,ℓ)

= Pr (χi,j · χk,ℓ)− p2 ≤ Pr (χi,j · χk,ℓ)−
4

22n
(A.11)

where the last inequality follows from (A.8). So, from now on, we only have to handle the
joint event χi,j,k,ℓ = χi,j · χk,ℓ.

For the sake of simplicity, we perform the analysis, by conditioning on some arbitrary
value of π1(m), say m̂. Looking ahead, the final bounds will be independent of this choice,
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so the bounds hold unconditionally, and we take this fact for granted. Let ui′ = m̂⊕ ti′ , for
all i′ ∈ [q]. Then, Ui′ = ui′ .
As has been established before, the event χi,j occurs, if and only if:

Ei,j : Ûi ⊕ Ûj = δ, or

Fi,j : Ûi ⊕ Ûj ̸= δ and U′i ⊕U′j = ti ⊕ tj .

Let E2
i,j,k,ℓ, EFi,j,k,ℓ, FEi,j,k,ℓ, and F2i,j,k,ℓ denote the joint events (Ei,j ∩ Ek,ℓ), (Ei,j ∩ Fk,ℓ),

(Fi,j ∩ Ek,ℓ), and (Fi,j ∩ Fk,ℓ), respectively. Then, it is clear that χi,j,k,ℓ is a union of these
four events.

The way we move forward is to count the number of all valid choices (or assignments), de-
noted by (ûi, ûj , ûk, ûℓ,u

′
i,u
′
j ,u
′
k,u
′
ℓ) for (Ûi, Ûj , Ûk, Ûℓ,U′i,U

′
j ,U
′
k,U

′
ℓ) that satisfy the event

in focus. Then, the probability of the event is simply this count times 1/(2n)α, where α will
denote a lower bound on the number of distinct elements in {ui,uj ,uk,uℓ,u′i,u′j ,u′k,u′ℓ}
for the event in focus.

Now, we can have two cases depending upon r := |{i, j} ∩ {k, ℓ}|:

A. r = 1: Without loss of generality assume j = k. Then,

Pr (χi,j,j,ℓ) = Pr
(
E2
i,j,j,ℓ ∪ EFi,j,j,ℓ ∪ FEi,j,j,ℓ ∪ F2i,j,j,ℓ

)
≤ Pr

(
E2
i,j,j,ℓ

)
+ Pr (EFi,j,j,ℓ) + Pr (FEi,j,j,ℓ) + Pr

(
F2i,j,j,ℓ

)
= Pr (EFi,j,j,ℓ) + Pr (FEi,j,j,ℓ) + Pr

(
F2i,j,j,ℓ

)
(A.12)

where the last equality follows from the fact that ti ⊕ δ = tj = tℓ ⊕ δ if and only if
ti = tℓ, which is impossible. We handle the three summands one by one:

1. Probability of EFi,j,j,ℓ: Any valid choice (ûi, ûj , ûj , ûℓ,u
′
i,u
′
j ,u
′
j ,u
′
ℓ) must satisfy

• (ûi, ûj , ûℓ) is pairwise distinct,

• ûi ⊕ ûj = δ and ûℓ /∈ {ûi, ûj},
• (u′i,u

′
j) = (uj ,ui),

• u′ℓ = u′j ⊕ tj ⊕ tℓ /∈ {u′i,u′j ,uℓ} = {ui,uj ,uℓ},
• (u′i,u

′
j ,u
′
ℓ) is pairwise distinct.

The first three conditions are obvious. In the fourth condition, u′ℓ ̸= uℓ follows
from δ ̸= 0n. Now, ûi has 2n choices, ûj = ûi⊕ δ, and ûℓ /∈ {ûi, ûj} has obviously
(2n − 2) choices. Once we fix (ûi, ûj , ûℓ), u′ℓ is fixed. Thus, there are at most
2n(2n− 2) choices. Further, from condition 3, we have |{ui,uj ,uℓ,u′ℓ}| = 4. Thus,
each valid choice occurs with at most 1/(2n)4 probability, as at least 4 variables
are sampled in a WOR manner from {0, 1}n. Thus, we have

Pr (EFi,j,j,ℓ) ≤
1

(2n − 1)(2n − 3)
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≤ 1

22n

(
1+

1

2n − 1

)(
1+

3

2n − 3

)
≤ 1

22n
+

8

23n
+

12

24n
(A.13)

2. Probability of FEi,j,j,ℓ: By symmetry, we have

Pr (FEi,j,j,ℓ) ≤
1

22n
+

8

23n
+

12

24n
(A.14)

3. Probability of F2i,j,j,ℓ: Any valid choice (ûi, ûj , ûj , ûℓ,u
′
i,u
′
j ,u
′
j ,u
′
ℓ) must satisfy

• (ûi, ûj , ûℓ) is pairwise distinct,

• ûi ⊕ ûj ̸= δ and ûj ⊕ ûℓ ̸= δ,

• u′i = u′j ⊕ ti ⊕ tj /∈ {ui,uj},
• u′ℓ = u′j ⊕ tj ⊕ tℓ /∈ {uj ,uℓ},
• (u′i,u

′
j ,u
′
ℓ) is pairwise distinct.

Now, ûi ⊕ ûℓ = δ (which is possible) a valid assignment would have (u′i,u
′
ℓ) =

(uℓ,ui). But, this implies that this assignment also satisfies Ei,ℓ. Accordingly, we
refine the objective as

Pr
(
F2i,j,j,ℓ

)
≤ Pr

(
F2i,j,j,ℓ ∩ Ei,ℓ

)
+ Pr

(
F2i,j,j,ℓ | ¬Ei,ℓ

)
For the first summand we have at most 2n(2n − 2) valid assignments, each
occurring with at most 1/(2n)4 probability, and for the second summand we
have at most 2n(2n − 1)(2n − 3)(2n − 4) valid assignments, each occurring with
at most 1/(2n)6 probability. Thus, we have

Pr
(
F2i,j,j,ℓ

)
≤ 2

22n
+

26

23n
+

92

24n
(A.15)

On combining (A.11)-(A.15), we get

∑
i<j
k<ℓ
r=1

Cov(χi,j ,χk,ℓ) ≤
7q3

23n
+

20q3

24n
(A.16)

B. r = 0: In this case we have

Pr (χi,j,k,ℓ) = Pr
(
E2
i,j,k,ℓ ∪ EFi,j,k,ℓ ∪ FEi,j,k,ℓ ∪ F2i,j,k,ℓ

)
≤ Pr

(
E2
i,j,k,ℓ

)
+ Pr (EFi,j,k,ℓ) + Pr (FEi,j,k,ℓ) + Pr

(
F2i,j,k,ℓ

)
(A.17)

We handle the four summands one by one:
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1. Probability of E2
i,j,k,ℓ: Any valid choice (ûi, ûj , ûk, ûℓ,u

′
i,u
′
j ,u
′
k,u
′
ℓ) must satisfy

• (ûi, ûj , ûk, ûℓ) is pairwise distinct,

• ûi ⊕ ûj = δ and ûk ⊕ ûℓ = δ,

• (u′i,u
′
j ,u
′
k,u
′
ℓ) = (uj ,ui,uℓ,uk),

Now, (ûi, ûj , ûk, ûℓ) can be fixed in at most 2n(2n − 2) ways, as fixing ûi fixes
ûj , and fixing (ûi, ûj) leaves (2n − 2) choices for ûk and this fixes ûℓ. With this
the full assignment is fixed. Further, each such assignment holds with at most
1/(2n)4 probability. Thus, we have

Pr
(
E2
i,j,k,ℓ

)
≤ 1

22n
+

8

23n
+

12

24n
(A.18)

2. Probability of EFi,j,k,ℓ: Any valid choice (ûi, ûj , ûk, ûℓ,u
′
i,u
′
j ,u
′
k,u
′
ℓ) must satisfy

• (ûi, ûj , ûk, ûℓ) is pairwise distinct,

• ûi ⊕ ûj = δ and ûk ⊕ ûℓ ̸= δ,

• (u′i,u
′
j) = (uj ,ui),

• u′ℓ = u′k ⊕ tk ⊕ tℓ /∈ {ui,uj ,uk,uℓ},

• u′k /∈ {ui,uj ,uk,uℓ},

• (u′i,u
′
j ,u
′
k,u
′
ℓ) is pairwise distinct.

The fourth condition follows from δ ̸= 0n, ûℓ ̸= δ⊕ ûk, and the fact that u′ℓ = uj
(res. u′ℓ = ui) would imply ûℓ ⊕ δ = ûj = ûi ⊕ δ (res. ûℓ ⊕ δ = ûi = ûj ⊕ δ),
which is impossible. Similar argument holds for condition 5. Thus, in this case,
6 distinct values are sampled in a WOR manner from {0, 1}n. There are at most
2n(2n − 2)(2n − 3)(2n − 4) valid choices, each holding with at most 1/(2n)6
probability. Thus, we have

Pr (EFi,j,k,ℓ) ≤
1

22n
+

12

23n
+

20

24n
(A.19)

3. Probability of FEi,j,k,ℓ: By symmetry, we have

Pr (FEi,j,k,ℓ) ≤
1

22n
+

12

23n
+

20

24n
(A.20)

4. Probability of F2i,j,k,ℓ: Any valid choice (ûi, ûj , ûj , ûℓ,u
′
i,u
′
j ,u
′
j ,u
′
ℓ) must satisfy

• (ûi, ûj , ûk, ûℓ) is pairwise distinct,

• ûi ⊕ ûj ̸= δ and ûk ⊕ ûℓ ̸= δ,

• u′i = u′j ⊕ ti ⊕ tj /∈ {ui,uj},
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• u′j /∈ {ui,uj},

• u′ℓ = u′j ⊕ tj ⊕ tℓ /∈ {uj ,uℓ},

• u′k /∈ {uk,uℓ},

• (u′i,u
′
j ,u
′
k,u
′
ℓ) is pairwise distinct.

Further, a valid choice also satisfies one of the following seven conditions:

i. ûi ⊕ δ = ûk, ûj ⊕ δ = ûℓ,

ii. ûi ⊕ δ = ûℓ, ûj ⊕ δ = ûk,

iii. ûi ⊕ δ = ûk, ûj ⊕ δ ̸= ûℓ,

iv. ûi ⊕ δ ̸= ûk, ûj ⊕ δ = ûℓ,

v. ûi ⊕ δ = ûℓ, ûj ⊕ δ ̸= ûk,

vi. ûi ⊕ δ ̸= ûℓ, ûj ⊕ δ = ûk,

vii. {ûi ⊕ δ, ûj ⊕ δ} ∩ {ûk, ûℓ}.

Now, we can have one of the two subcases based on whether λ := ti ⊕ tj ⊕ tk ⊕
tℓ = 0n, or not:

a. λ = 0n: Observe that, in this case, conditions iii-vi are not satisfiable. For
instance, suppose ûi ⊕ δ = ûk. Then, u′j = u′i ⊕ ti ⊕ tj = uk ⊕ tk ⊕ tℓ = uℓ
which implies ûj ⊕ δ = ûℓ. Thus, only conditions i, ii, and vii are possible.
Now, if condition i (res. condition ii) satisfies then we must have u′i =

uk (res. u′i = uℓ), u′j = uℓ (res. u′j = uk). Thus, in both the cases fixing
(ûi, ûj , ûk, ûℓ) fixes the whole assignment. Further, (ûi, ûj , ûk, ûℓ) can be
fixed in at most 2n(2n − 2) ways, and each such assignment holds with at
most 1/(2n)4 probability. On the other hand, if condition vii satisfies then
fixing (ûi, ûj , ûk, ûℓ,u

′
i,u
′
k) fixes the full assignment. So, in this case we have

at most (2n)6 choices, and each such choice holds with at most 1/(2n)8
probability. Thus, when ti ⊕ tj = tk ⊕ tℓ, we have

Pr
(
F2i,j,k,ℓ

)
≤ 12

22n
(A.21)

b. λ ̸= 0n: Contrary to case a., it can be easily verified that condition i and ii
are not satisfiable in this case. Now, if condition iii-vi is satisfied, then there
are at most 2n(2n − 2)(2n − 3) valid choices, each holding with at most
1/(2n)6 probability. On the other hand, if condition vii is satisfied, then
there are at most (2n)6 valid choices and each choice occurs with 1/(2n)8
probability. Thus, when ti ⊕ tj ̸= tk ⊕ tℓ, we have

Pr
(
F2i,j,k,ℓ

)
≤ 1

22n
+

58

23n
+

168

24n
(A.22)
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To summarize the above computations, we have∑
i<j
k<ℓ
r=0

Cov(χi,j ,χk,ℓ) =
∑
i<j
k<ℓ
r=0
λ=0

Cov(χi,j ,χk,ℓ) +
∑
i<j
k<ℓ
r=0
λ ̸=0

Cov(χi,j ,χk,ℓ) (A.23)

Using (A.11), (A.17)-(A.20), and (A.21), we have

∑
i<j
k<ℓ
r=0
λ=0

Cov(χi,j ,χk,ℓ) ≤
2q3

22n
+

6q3

23n
+

9q3

24n
(A.24)

and using (A.11), (A.17)-(A.20) and (A.22), we have

∑
i<j
k<ℓ
r=0
λ ̸=0

Cov(χi,j ,χk,ℓ) ≤
4q4

23n
+

10q4

24n
(A.25)

On combining (A.9), (A.10), (A.16), and (A.23)-(A.25), we have

Var(collre) ≤
q2

2n
+

2q2

22n
+

13q3

23n
+

29q3

24n
+

2q3

22n
+

4q4

23n
+

10q4

24n
(A.26)

The result follows from q ≤ 2n, and n ≥ 4.
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