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ABSTRACT

Scene text detection is crucial for numerous applications, including autonomous driv-
ing and assistive technology for visually impaired individuals. This project leverages
various versions of the You Only Look Once (YOLO) model to achieve efficient and
accurate text detection in natural scenes. Given YOLO’s balance between speed
and accuracy, it is an ideal candidate for real-time text detection tasks. Throughout
this project, we compare different versions of YOLO, evaluating their performance
on various multilingual datasets. These datasets comprise diverse scene text im-
ages with varying backgrounds, lighting conditions, and font styles. Each model
is assessed based on metrics such as precision, recall, and mean Average Precision
(mAP) score.As the YOLO versions are updated, their capability to detect text
improves. Additionally, transfer learning is applied to datasets with common root
languages, such as Hindi and Bengali or Telugu and Kannada. Our approach in-
volves training these models in different ways and analyzing their performance on
datasets with shared linguistic roots.Experimental results demonstrate that later
YOLO versions significantly enhance text detection capabilities. This comparative
analysis provides valuable insights into selecting the most suitable YOLO version for
specific real-time text detection applications and highlights the benefits of transfer

learning in multilingual contexts.

il



Contents

CERTIFICATE . . . . . . . e i
ACKNOWLEDGEMENT . . . . ... . o il
ABSTRACT . . . . o iii
Table of Contents . . . . . . . .. ... . v
List of Figures. . . . . . . . . . . . . . vi

1 INTRODUCTION 1
1.1 Imtroduction . . . . . . . . .. 1
1.2 Motivation . . . . . . ... 3
1.3 Approach . . . . . . .. 4
2 RELATED WORKS 5
3 METHODOLOGY 8
3.1 YOLOvVL . . . . o 9
3.1.1 Architecture . . . . ... 9

3.2 YOLOV3 . . . . . 10
3.2.1 Backbone Network (Darknet-53): . . . . ... ... ... ... 10

3.2.2 Detection Head . . . . . . ... .. ... L. 11

323 AnchorBox . ... ... ... ... 11

3.2.4 Feature Pyramid Network(FPN) . . . .. ... ... ... ... 12

3.2.5 Prediction: . . . ... 12

3.3 YOLOVS . . . . . e 12
3.3.1 Backbone : CSPDarknet53 . . . . . ... ... ... ... ... 12

3.3.2 Neck:PANet and FPN . . . .. ... ... ... ... ... 13

3.3.3 Head: Detection Layers. . . . . .. ... ... ... ...... 13

v



3.4.1 Input Layer: . . . . . .. ... 14
3.4.2 Backbone: . . . ... oo 15
343 Neck:. . .. . 15
344 Head . . . . . .. 15
3.45 Output: . . . ... ... 15
3.5 Loss Functions . . . . . . . ... ..o 15
3.5.1 Localization Loss . . . . . . . . .. . ... ... .. ... 15
3.5.2 Confidence Loss . . . . . .. ... ... ... .. 16
3.5.3 Classification Loss . . . . . .. ... ... ... ... ... 16
3.5.4 Bounding Box Prior Loss . . . . . . ... ... ... ... ... 16
3.6 Tiling Window . . . . . . . ... 16
3.6.1 Pseudo-code . . .. .. ... oo 17
Dataset 18
4.1 Data Preprocessing . . . . . . . . . ... o 18
Experiments and Results 20
5.1 Metric . . . . .o 20
5.2 Experiments . . . . . . . .. ... 21
5.3 Effect of Tiling Window with Non-maximum Suppression(NMS) . . . 24
5.4 Detection in Dim Light . . . . . . . .. ... ... 0oL 25
Conclusion 27
Future Work 29
7.1 Text Recognition . . . . . . . . . . ... ... 29
7.2 Data Augmentation and Synthesis . . . . . . . ... ... ... ... 30
7.3 Cross-Modal Learning . . . . . .. .. .. ... ... ... 30
7.4 Robustness to Arbitrary Shapes . . . . . . . .. ... 30



List of Figures

3.1
3.2
3.3
3.4

4.1

5.1
5.2
2.3
5.4
2.5
0.6

YOLOv1 architecture . . . . . . . .. ... ... L 10
YOLOvV3 architecture . . . . . . . . . .. ... 11
YOLOvV5 architecture . . . . . . . . . ... 13
Architecture of YOLOVS . . . . . . . . ... ... .. 14
Scene text examples . . . . . . ... 19
Bounding boxes by YOLOs . . . . .. ... .. .. ... ....... 21
Bounding Boxes by YOLOv3+attention . . . . ... ... ... ... 22
Bounding Box pretrained vs non pre-trained YOLOv5 . . . . . . . .. 23
Bounding Box pretrained vs non pre-trained YOLOv8 . . . . . . . .. 24
i)Original ii) Before Tiling Effect iii) After Tiling effect . . . . . . .. 25
Bounding Boxes on dim light images . . . . . ... ... ... .... 26

vi



Chapter 1

INTRODUCTION

1.1 Introduction

Texts embedded in natural scenes, such as road traffic signs, billboards, and sig-
nage in shopping malls, play a crucial role in providing essential information about
our surroundings.Real-time text detection [11] [10] [5] [6] and recognition [4] [22]
is essential for many applications, such as autonomous robot navigation, intelligent
driving systems, real-time text translation, and help for the blind. These applica-
tions demand not only high accuracy but also rapid processing speeds to avoid any
delay that could lead to serious consequences.

Unlike standard text found in printed documents or on digital screens, scene text
presents unique challenges due to its variability. Scene text can appear in multi-
ple languages, sizes, fonts, colors, and orientations. Additionally, the text is often
encountered under diverse lighting conditions, against complex backgrounds, and
from various viewing angles. These factors contribute to the difficulty of accurately
detecting and recognizing text in natural scenes.

In recent years, deep learning techniques have significantly advanced the field of
object detection. Among these, the You Only Look Once (YOLO) [17] [18] family
of models has gained popularity due to their impressive balance between detection
speed and accuracy. YOLO models perform object detection in a single forward

pass through the network, making them highly suitable for real-time applications.



All over the world more than seven thousands languages are spoken and almost
three hundred languages are in written form. Most of the languages are region spe-
cific but they are of same ancestral script e.g. Hindi and Bengali are from Brahmi
script or English and French are from Latin script. Now require datasets from all

the languages are not available sufficiently to train a model.

Time and again, many state-of-the-art methods have emerged for text detection,

but these typically require training on different languages, which poses a challenge
due to the lack of comprehensive datasets for many local languages. Consequently,
some languages are often overlooked, and many advanced models fail to detect finer
texts within images. To address this issue, our approach experiments with related
languages that share the same ancestral scripts. Additionally, we employ a Tiling
Window Technique along with the YOLO models to capture fine details in the
images, ensuring better detection accuracy for smaller text.
In this project, we leverage a variety of publicly available datasets such as MLe2e [3],
ICDAR 2015 [8], and IIIT-ILST [16] to train, validate and test our model for different
languages. Our approach involves using these datasets to ensure that our model can
handle diverse linguistic contexts effectively.

To enhance the performance of our model, we sometimes employ transfer learn-
ing [19] techniques. This involves initially training the model on one group of
datasets and then fine-tuning it on another set of languages by freezing some of
the layers. This method allows us to retain the valuable features learned during
the initial training phase while adapting the model to new languages with reduced
computational effort.

We have compiled a comprehensive report that details the various models we have
utilized in this project. This report includes a thorough comparison of the models,
highlighting their strengths and weaknesses. As we analyze this report, we observe
that larger models tend to be more effective in certain scenarios, demonstrating
better performance due to their capacity to learn complex features. However, it is
important to note that their effectiveness can vary depending on the specific use

case.



Although the detection accuracy is not perfect in every instance, our models
show promising results for real-time text detection. They are particularly effective in
scenarios where quick and reliable text recognition is crucial. The findings from our
report provide valuable insights into the trade-offs between model size, performance
and detection accuracy, offering guidance for future improvements and applications

in real-time text detection tasks.

1.2 Motivation

The motivation behind this work stems from the growing demand for effective text
detection systems that can accurately process multilingual content in real-world
applications. In today’s interconnected world, digital content is produced and con-
sumed in diverse languages, spanning geographical regions and cultural contexts.
However, existing text detection models often struggle to adapt to the linguistic
diversity and complexity encountered in real-world scenarios.

By developing robust and versatile text detection models capable of handling
multilingual text, we aim to address this gap and unlock a wide range of applications
across various domains. From document processing and translation services to image
analysis and content moderation, accurate text detection is fundamental to enabling
efficient information extraction and understanding.

Moreover, our work is motivated by the need to bridge the gap between research
advancements in deep learning and practical applications in multilingual text detec-
tion. While significant progress has been made in the field of computer vision, there
is still room for improvement, particularly concerning the development of models
that can effectively handle diverse linguistic contexts.

By leveraging state-of-the-art techniques such as transfer learning and utilizing
publicly available datasets, we aspire to contribute to the advancement of text de-
tection technology. Our ultimate goal is to empower businesses, organizations, and
individuals with the tools and solutions needed to process, analyze, and interpret
multilingual text data accurately and efficiently.

Through this work, we aim to not only advance the state-of-the-art in text de-

tection but also to facilitate broader access to multilingual content and promote



cross-cultural understanding in an increasingly interconnected world.

1.3 Approach

Our approach involves collecting diverse multilingual text datasets, including MLe2e,
ICDAR 2015 and IIIT-ILST and preprocessing them for standardization. We then
explore various versions off deep learning, prioritizing models that balance compu-
tational efficiency with multilingual performance. After partitioning datasets into
training, validation, and test sets, we train the selected model, optimize parameters,
and utilize transfer learning techniques to adapt the model to different language
groups, reducing the need for extensive training data. Evaluation involves assessing
model performance using standard metrics and qualitative analysis for real-world
applicability, followed by comparison and analysis to identify areas for improve-
ment. Finally, we compile a concise report summarizing our approach, experimental

findings, and insights to guide future research in multilingual text detection.



Chapter 2

RELATED WORKS

Over the past few decades, scene text detection and recognition have been signifi-
cant research areas within computer vision. Extensive surveys and in-depth analyses
have been conducted on this topic [12] [13]. Traditional methods for detecting text
in natural scenes heavily depend on handcrafted features to differentiate between
text and non-text elements. Techniques such as sliding window (SW) [15] [14] and
connected component (CC) [20] methods are commonly used .Using a pre-trained
classifier, SW methods move a multi-scale detection window across all feasible po-
sitions inside an image and decide if the window includes text. But this method
produces a lot of redundant detection windows, which makes it much less effective.
Notable CC-based algorithms are Stroke Width Transform (SWT) [1] and Maxi-
mum Stable Extreme Regions (MSER) [5], which recognise connected components
as possible characters that are subsequently categorised as text or non-text. The
MSER technique has demonstrated good performance in contests like ICDAR2015
and ICDAR2013 [9]. Despite this, traditional methods fall short in terms of accu-
racy and flexibility compared to deep neural network-based methods, especially in
challenging scenes involving low spatial resolution and geometric distortions.
There are two types of bounding box regression methods: one-stage and two-stage.
Region proposals are essential to two-stage algorithms, of which Faster R-CNN [2] is
the most prominent example. Modern techniques such as RRPN [21] and R2CNN [7]
are based on Faster R-CNN. The axis-aligned region suggestions produced by RPN

are subjected to numerous instances of Region-of-Interest (Rol) Pooling with varying



pooling sizes in R2ZCNN . The concatenated features are then utilised to categorise
the proposals, estimating both inclined and axis-aligned region boxes. R2ZCNN can’t
perform multi-scale detection jobs, though; it only employs one detection scale. In
order to detect rotated text, the RRPN technique extends the Rol pooling layer to
a rotation Rol pooling layer by including rotation into the region proposal network.
A two-stage detection system based on a Scale-based Region Proposal Network
(SRPN) was presented by another method . Text scale estimate, text border deter-
mination, and text and non-text categorization are all part of the first step. Within
the first stage’s text region proposals, a detector in the second stage forecasts text
boundary boxes. On the other hand, one-stage approaches do not depend on region

suggestions and instead estimate candidate targets directly.

The networks YOLOv3 , YOLOv4 | and Single Shot Multibox Detector (SSD)
are typical for one-stage techniques. Inspired by SSD , TextBoxes++ is a fast, end-
to-end scene text detector that uses a single deep neural network. TextBoxes+-+
enhances the receptive field to encompass extended text regions by predicting bound-
ing boxes using ”long” convolution kernels. Cascaded NMS is used in testing to
overcome the time-consuming nature of regular NMS computations. However, in
dense text sections, cascaded NMS may reduce errors because it ignores the angle
and distance of inclined bounding boxes. A single-shot text detector was proposed
by He et al. that uses an attention strategy to reduce background interference in
the convolutional features by highlighting text locations in images.Regression and
classification branches are used in the RRD [20] approach for text detection feature
extraction. By rotating convolutional filters, the regression branch extracts features
that are sensitive to rotation, while the classification branch pools these features
to produce features that are invariant to rotation. Dual-branch feature extraction,
however, is less appropriate for real-time applications since it requires a lot of com-

puting power and provides only modest accuracy gains.

One-stage approaches do not rely on region proposals; instead, they regress the
bounding box straight from the convolutional feature maps, in contrast to two-stage

methods. Because of their increased computing efficiency, one-stage algorithms are



better suited for quick detection in real-time applications.

In this paper, we have conducted an extensive survey covering different ver-
sions of the YOLO (You Only Look Once) object detection models, providing a
detailed comparison among them. Our analysis goes beyond merely presenting the
performance metrics of each version; we delve into the architectural innovations and
enhancements that contribute to their efficiency and accuracy.

Additionally, this project transcends the boundaries of a single programming
language. We implemented the models across multiple languages to explore the
versatility and adaptability of YOLO in various computational environments. This
multilingual approach allowed us to verify the models’ robustness and ease of inte-
gration into diverse technological ecosystems.

A key focus of our research was the importance of transfer learning, particu-
larly among languages with common ancestral roots. By applying transfer learning
techniques, we examined how pretrained models could be fine-tuned to enhance
performance across related languages. This aspect of our study underscores the
potential for leveraging existing models to reduce training time and computational
resources while maintaining high accuracy.

Through our comparative analysis and multilingual implementation, we aim to
provide a holistic understanding of the YOLO models’ capabilities and their appli-
cability in real-world scenarios. Our findings highlight the practicality of transfer
learning in improving model efficiency and effectiveness across different linguistic
and technical landscapes.

Another key focus of our study is to capture finer details from the scene. To
achieve this, we employ the Tiling Window concept. This approach involves running
the pretrained model on the image by dividing it into smaller subparts, or windows.
This technique allows the model to analyze and detect more intricate details within

each segmented portion of the image.



Chapter 3

METHODOLOGY

In this section, we provide an in-depth analysis of four different variants of the
YOLO (You Only Look Once) architecture: YOLOv1, YOLOv3, YOLOv5, and
YOLOvVS. Each of these models represents an evolution in the YOLO family, offering
improvements in accuracy, speed, and performance. Alongside these models, we
will also delve into an enhanced version of YOLOv1 that incorporates an attention
mechanism, which aims to improve its capability in focusing on relevant parts of the
image.

We will thoroughly discuss the unique features and architectural differences of
each YOLO version. This includes an examination of their respective loss functions,
which are critical for training the models to detect objects accurately. The loss
functions help the models learn to minimize the error in predicting bounding boxes
and class probabilities.

To address the challenge of detecting fine text within scenes, we introduce and
describe the Tiling Window algorithm. This method involves dividing an image into
smaller, manageable sub-parts, which allows the model to focus on and accurately
detect small and fine details that might otherwise be missed in larger, more complex
images.

Finally, we will cover the concept of transfer learning, explaining how pre-trained
models can be fine-tuned for specific tasks. This approach leverages existing knowl-
edge from models trained on large datasets, making it easier and faster to train

models on new tasks with potentially limited data. With the help of transfer learn-



ing we try to show how similar type text(text from same acestral lineage) can be
detected quickly and how to detect texts in low light also.

Through these discussions, we aim to provide a comprehensive understanding of
the advancements in YOLO architectures, the enhancements in detecting fine details,

and the practical applications of transfer learning in improving model performance.

3.1 YOLOv1

YOLOv1 stands out as an exceptionally fast object detection technique, capable
of processing images in real-time at forty-five frames per second. YOLO, short
for ”You Only Look Once,” is characterized by its simplicity. It employs a single
convolutional network that predicts multiple bounding boxes and their associated
class probabilities simultaneously.

In contrast to other detection methods that use a sliding window approach to
extract features, YOLO takes in the entire image during both training and testing
phases. This enables YOLO to encode contextual information about classes as well
as their appearance. Compared to Fast R-CNN, YOLO demonstrates significantly
fewer background errors.

One of the strengths of YOLO is its ability to learn generalizable representations
of objects. Even when trained on natural images, YOLO performs impressively
well on artwork during testing, outperforming top detection methods like DPM and

R-CNN by a significant margin.

3.1.1 Architecture

Other detection techniques rely on a sliding window approach to extract features,
whereas YOLO processes the entire image during both training and testing phases.
This allows YOLO to incorporate contextual information about classes and their
appearances. In comparison to Fast R-CNN, YOLO demonstrates significantly fewer
background errors.

YOLO learns versatile representations of objects. Even when trained on natural
images and evaluated on artwork, YOLO outperforms leading detection methods

like DPM and R-CNN by a considerable margin.
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Figure 3.1: YOLOv1 architecture

The initial convolutional layers of the network extract features from the image,
while the fully connected layers predict output probabilities and coordinates. YOLO

consists of twenty-four convolutional layers followed by 2 fully connected layers.

3.2 YOLOv3

YOLOv3 (You Only Look Once, version 3) is an advanced real-time object detection
system developed by Joseph Redmon and Ali Farhadi. It is known for its efficiency
and accuracy, making it suitable for a wide range of computer vision tasks. Here

are the main aspects of YOLOv3 architecture:

3.2.1 Backbone Network (Darknet-53):

e The backbone network used in YOLOv3 is Darknet-53, which consists of 53

convolutional layer

e [t employs a combination of 3x3 and 1x1 convolutional layers along with resid-

ual connections, similar to those in ResNet.

e This deep and powerful network significantly improves feature extraction com-

pared to earlier versions.
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Figure 3.2: YOLOv3 architecture

3.2.2 Detection Head

e YOLOvV3 detects objects at three different scales to effectively handle objects

of varying sizes.

e Detection is performed using 1x1 detection kernels applied to feature maps

from the backbone at three distinct layers.

e This multi-scale approach enhances the network’s ability to detect smaller

objects by leveraging finer details.

3.2.3 Anchor Box
e Predefined anchor boxes are used in YOLOvV3 for predicting bounding boxes.

e During training, with the help of IoU score (Intesection over union)each ground

truth box is matched with the most suitable anchor box.

11



e The network then predicts offsets to these anchor boxes, refining the bounding

box predictions.

3.2.4 Feature Pyramid Network(FPN)

e To better detect small objects, YOLOv3 incorporates a structure similar to

Feature Pyramid Networks (FPN) by using feature maps from different layers.

e This allows the network to utilize both low-level and high-level features, im-

proving detection across various scales.

3.2.5 Prediction:

e At each scale, YOLOvV3 predicts three boxes per cell, resulting in a total of

nine predictions per grid cell.

e Each prediction includes coordinates (x, y, width, height), an score for object-

ness and class probabilities.

3.3 YOLOv5

YOLOV5 is a modern object detection model known for its optimized architecture,
which significantly enhances both speed and accuracy. Here are the key components

of the YOLOvV5 architecture:

3.3.1 Backbone : CSPDarknet53

e CSPDarknetb3: An advanced version of Darknet-53, integrating Cross Stage
Partial (CSP) networks.

e CSP Networks: These networks split the feature map into two parts, pro-
cess them separately, and then merge them. This improves gradient flow and

reduces computational complexity, leading to more efficient feature extraction.

12
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Figure 3.3: YOLOv5 architecture

3.3.2 Neck:PANet and FPN

e Path Aggregation Network (PANet): Enhances the feature pyramid by im-
proving information flow from different levels of the backbone. This helps in

better localization and detection of objects at multiple scales.

e Feature Pyramid Network (FPN): Facilitates the use of both low-level and
high-level features from different stages of the backbone. This multi-scale

approach is crucial for detecting objects of various sizes more effectively

3.3.3 Head: Detection Layers

e Detection Layers: These layers are responsible for predicting bounding boxes
and class probabilities. YOLOv5 employs a more refined detection head com-
pared to its predecessors, which improves the precision of bounding box re-

gression and the accuracy of classification.

e Multi-Scale Predictions: The detection head makes predictions at three differ-

13



ent scales, allowing the model to handle objects of different sizes within the
same image. Each scale outputs bounding box coordinates, objectness scores,

and class probabilities.

3.4 YOLOvVS

YOLOvVS stands out as a powerful object detection model that incorporates several
advanced features like anchor free design and attention mechanism to boost its

accuracy and efficiency.
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Figure 3.4: Architecture of YOLOvS

Architectural Overview

3.4.1 Input Layer:

e The input image is fed into the network, typically resized to a standard di-

mension (e.g., 640x640 pixels).

14



3.4.2 Backbone:

e The backbone network processes the input image through several convolutional
layers, extracting hierarchical features. This backbone is often derived from

popular architectures like CSPDarknet.

3.4.3 Neck:

e The Neck, which includes FPN and SPP layers, combines and refines features
from different stages of the backbone. It ensures that multi-scale features are

effectively utilized for object detection.

3.4.4 Head

e The detection head is responsible for predicting bounding boxes, objectness
scores, and class probabilities. In YOLOvVS, the anchor-free head simplifies

the prediction process and improves efficiency.

3.4.5 Output:

e The final output consists of a set of bounding boxes with associated confidence
scores and class labels. These predictions undergo post-processing to filter out

low-confidence detections and merge overlapping boxes.

3.5 Loss Functions

The YOLO loss function consists of four components:

3.5.1 Localization Loss

The localization loss measures the accuracy of predicted bounding box coordinates
compared to ground truth annotations. It is typically calculated using smooth L1

loss or mean squared error (MSE):

S?2 B

Localization Loss = Acoord Z ZH‘;’;’] {(:{:Z — 2+ (g — 0:)° + (Vw; — Vy)? + (\/h_l — \/51)2}

i=0 j=0

15



3.5.2 Confidence Loss

The confidence loss evaluates the model’s confidence in object detection predictions

using binary cross-entropy or sigmoid loss functions:

Localization Loss =Acoord Z ZH‘ObJ — ffi)Q + (yi — 3i)?

=0 5=0

i - f\f}

3.5.3 Classification Loss

The classification loss penalizes misclassifications using cross-entropy loss:

S2
Classification Loss = Acjass ZH‘Ob] Z (pi(c) — pi(c))?
=0 c€Eclasses

3.5.4 Bounding Box Prior Loss

The bounding box prior loss ensures predicted bounding boxes align with predefined
anchor boxes:

S?2 B
Bounding Box Prior Loss = Acoord Z ZH‘ZIU [(wZ —;)* 4 (h; — EZ)Q]

i=0 j=0

Here, Acoord, Aobj, Anoobj, ad Aclass are hyperparameters controlling the impor-
tance of each loss component. S is the grid size, B is the number of bounding boxes
per grid cell, z;, y;, w;, and h; are the predicted bounding box coordinates, C; is the
objectness score, p;(c) is the predicted probability of class ¢, and ¥ is the indicator

function.

3.6 Tiling Window

YOLOs are grat tool to detect the object(text). But often they are unable to
produce to good results on tiny details. To detect the tiny details from the object
we have used the concept of tiling windows and transfer learning together. Also

to restrict the number of overlapping boxes we have used Non-Max Suppression

technique(NMS).
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3.6.1 Pseudo-code

Algorithm 1 Tiling window with NMS
Require: image (input image), file_size (size of each tile), overlap (overlap
between tiles)

Ensure: files (list of tiles with their positions)

1: height, width + gel_dimensions(image)
2: stride « file_size - overlap
3: tiles + ||
4
5

: for v from () to height with step stride do
for x from ) to width with step stride do
6: tile « extract_subimage(image, x, y, tile_size, tile_size)
if get_dimensions(tile) # (lile_size, tile_size) then

=]

8 tile + pad_tile_to_size(tile, tile_size, tile_size)
o end if
10: tiles.append((tile, =, y))

11:  end for
12: end for
13: return files
1Function: get_dimensions{image)
14: function get_dimensions(image):
15:  return (height of image, width of image)
{Function: extract_subimage(image, x, y, width, height)}
16: function extract_subimage(image, x, ¥, width, height):
17:  return image|y:v+height, xox+width]
{Function: pad_tile_to_size(tile, target_width, target_height)}
18: function pad_tile_to_size(tile, target_width, target_height):
19:  current_height, current_width + get_dimensions(tile)
20:  pad_bottom < target_height - current _height
21:  pad_right + target_width - current_width
22:  return pad_image(tile, pad_bottom. pad_right)
{Function: pad_image(image, pad_bottom, pad_right)}
23: function pad_image(image, pad_bottom, pad_right):
24:  return pad image with pad_bottom rows and pad_right columns of black
pixels
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Chapter 4

Dataset

Through out this project we have use several datasets commonly available over the
internet. The dataset which we have used like MLe2e(multilingual end to end) |,
ITIT-ILST |, ICDAR-2015 all are containing multilingual texts including English |

Chinese , Korean , Hindi , Telugu , Kannada etc.

4.1 Data Preprocessing

We first normalized the coordinates of the bounding box to make compatible

with the input structure of the YOLO.

Next we give the class labels as 'texts’ for all the bounding boxes.

The class label set as '0” in the input .

Example

0.88 0.15 0.33 0.14 0.34 0.27 0.88 0.28 0.88 0.15
0.88 0.31 0.33 0.30 0.31 042 0.88 0.41 0.88 0.31
0.72 043 033 045 0.35 0.56 0.72 0.53 0.72 0.43
0.69 0.56 0.36 0.58 0.35 0.73 0.71 0.69 0.69 0.56

o o o O
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e The first 0 is the class label |, then we have four (x,y) coordinates of the

bounding box

TROMM ')
U =
e 0 - =y
P : -
5 : {.f , & 2 A~ Ol Hl 2l
i ‘fl“,_ir'
fie~ s [ :
10510

Figure 4.1: Scene text examples
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Chapter 5

Experiments and Results

5.1 Metric

In this project we have used three following metric to validate the used models:

e Precision: Precision in object detection refers to the fraction of relevant in-
stances among the retrieved instances. In simpler terms, it measures how
accurate the model is when it detects objects. A high precision means that
when the model predicts that an object is present, it is indeed correct most of

the time.

e Recall: Recall in object detection refers to the fraction of relevant instances
that have been retrieved over the total amount of relevant instances present in
the dataset. It measures how well the model can find all the relevant objects.
A high recall means that the model is able to detect most of the objects present

in the image.

e mAP50:Mean Average Precision at IoU 0.5 (mAP50) is a widely used metric
in object detection that assesses the overall effectiveness of a model across
multiple object classes at a specific Intersection over Union (IoU) threshold
of 0.5. This metric is particularly valuable as it integrates both precision and
recall for all classes, offering a thorough evaluation of the model’s performance

in identifying objects.

20



5.2 Experiments

e First we train YOLOv1, YOLOv3, YOLOv5and YOLOvS with MLe2e dataset.

Metric | YOLOv1 | YOLOvV3 | YOLOv5 | YOLOvVS
Precision 0.67 0.75 0.83 0.91
Recall 0.59 0.74 0.80 0.88
mAP50 0.66 0.74 0.83 0.89

Table 5.1: Comparison of Evaluation Metrics Across YOLO Versions

e The followings are some outputs from the models.

YOLOwS

M AHNDOR Fi

ST WSAGENC,.|
A B GIFTS]
FCORE T AN

Sz
TR RELECTION o

Figure 5.1: Bounding boxes by YOLOs

YOLOvE

e Then we add attention module in YOLOv3 and run the model on the same

dataset MLe2e and get the followings:
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Metric | Value

Precision | 0.88
Recall 0.85
mAP50 0.88

Table 5.2: Performance Metrics of YOLOv3-+attention

YOLOv3+attention

Figure 5.2: Bounding Boxes by YOLOv3+attention

e Since we have very few Hindi scene texts data so we have done two type
of experiments: trained with pretrained model and another one is randomly

initialized model.

e The results are given below.

Metric Pretrained YOLOv3+4attention Non-Pretrained YOLOv3-+attention

Precision 0.78 0.52
Recall 0.76 0.56
mAP50 0.77 0.51

Table 5.3: Comparison of Performance Metrics YOLOv3+attention

Metric Pretrained YOLOv5 Non-Pretrained YOLOvV5

Precision 0.75 0.58
Recall 0.73 0.51
mAP50 0.75 0.56

Table 5.4: Comparison of Performance Metrics YOLOvH
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Metric Pretrained YOLOv8 Non-Pretrained YOLOvS

Precision 0.83 0.66
Recall 0.82 0.64
mAP50 0.79 0.64

Table 5.5: Comparison of Performance Metrics YOLOvVS

YOLOVS_nontrained

Figure 5.3: Bounding Box pretrained vs non pre-trained YOLOv5
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Figure 5.4: Bounding Box pretrained vs non pre-trained YOLOvS8

5.3 Effect of Tiling Window with Non-maximum
Suppression(INMS)

e We have seen another drawback of the YOLO is that it can not detect small

letters from a scene .
e Also it is not possible to annotate all the small texts on a scene .

e To overcome this we have used the concept of tiling window.
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Figure 5.5: 1)Original ii) Before Tiling Effect iii) After Tiling effect

5.4 Detection in Dim Light

Our next target was to make our models compatible with different type of

situation. The most crucial situation is detecting text on low light scenario.
e We are running out of that type of data.

e To overcome this case we train our pretrained model on some dim light images

created from the existing images by adjusting the brightness .

This make our model compatible with both type of situation.
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e Presented below are several outputs generated by our trained models. These

results illustrate the performance and effectiveness of our model

Low light text detection
Uppar anes by YOLOv3satin,
Below anes by YOLOVE

Figure 5.6: Bounding Boxes on dim light images
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Chapter 6

Conclusion

In this study, we conducted an extensive evaluation of various YOLO models
for multilingual text detection in images, encompassing languages such as English,
Kannada, Chinese, Korean, Hindi, Telugu, and more. Our goal was to explore
techniques to improve detection accuracy and robustness across different languages
and diverse text styles.

We first trained and compared the performance of YOLOv1, YOLOv3, YOLOVS,
and YOLOvVS architectures on the multilingual text detection task. Among these,
YOLOv3 with integrated attention mechanisms emerged as the top performer, show-
casing superior performance across all languages evaluated. Despite a slightly in-
creased computational overhead, the attention mechanisms facilitated better local-
ization of text instances across diverse languages and writing styles.

Furthermore, we enhanced the YOLOvV3 architecture by incorporating attention
mechanisms, which proved to be more effective than YOLOv5, particularly in han-
dling multilingual text. The attention mechanism allowed the model to prioritize
relevant regions, resulting in improved detection accuracy and robustness.

Through transfer learning, we demonstrated the effectiveness of pretrained mod-
els in capturing language-agnostic features and accelerating convergence across mul-
tiple languages. Pretrained models consistently outperformed models trained from
scratch, underscoring the importance of leveraging pretrained weights for multilin-
gual text detection tasks.

Our experiments consistently demonstrated that pretrained models outperformed

27



models trained from scratch in terms of both accuracy and convergence speed. This
highlights the significance of leveraging pretrained weights for multilingual text de-
tection tasks, as it enables the model to generalize better to unseen languages and
reduces the need for large amounts of language-specific training data.

To refine text detection further, we employed tiling window and non-max sup-
pression techniques. These methods improved the granularity of text localization
and reduced false positives, particularly in complex scenes containing multilingual
text.

Addressing challenges related to varying lighting conditions, we fine-tuned our
pretrained models on datasets containing low-brightness images. This adaptation
significantly improved detection performance under low-light conditions, showcasing
the adaptability of our models across different environments.

In conclusion, our study demonstrates the effectiveness of attention mechanisms,
transfer learning, and advanced post-processing techniques for multilingual text de-
tection using YOLO models. These findings have significant implications for ap-
plications such as document analysis, scene understanding, and multilingual text

recognition in real-world scenarios.
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Chapter 7

Future Work

While our current study focused on text detection in multilingual images, there

are several avenues for future research in text recognition:

7.1 Text Recognition

End-to-End Text Recognition: Investigate end-to-end text recognition models that
directly recognize text from detected regions without relying on separate OCR sys-
tems. This approach can streamline the pipeline and improve efficiency.

Attention Mechanisms for Recognition: Explore the integration of attention
mechanisms into text recognition models to improve their ability to handle long
and irregular text sequences, especially in multilingual scenarios with varying text
lengths and styles.

Language-Specific Models: Develop language-specific recognition models to cap-
ture linguistic nuances and improve recognition accuracy for each language. Fine-
tuning pretrained models on language-specific datasets can be beneficial.

Multilingual Recognition: Design models capable of recognizing text in multi-
ple languages simultaneously. Investigate techniques to handle code-switching and

mixed-language text effectively.
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7.2 Data Augmentation and Synthesis

Augmented Datasets: Generate augmented datasets with variations in font styles,
sizes, orientations, and backgrounds for each supported language. This can improve
the robustness of recognition models to different text styles.

Synthetic Data Generation: Explore synthetic data generation techniques, such
as generative adversarial networks (GANSs), to create large and diverse datasets for

training recognition models, especially for languages with limited annotated data.

7.3 Cross-Modal Learning

Cross-Modal Fusion: Explore methods for integrating text detection and recognition
modules into a unified framework, allowing joint learning and better integration of
visual and textual information.

Multimodal Fusion: Investigate multimodal approaches that combine visual in-
formation from images with additional context (e.g., scene context, language con-

text) to improve text recognition accuracy.

7.4 Robustness to Arbitrary Shapes

Handling Arbitrary Shapes: Investigate methods to make YOLO models robust to
arbitrary shapes of text regions, such as curved or irregular shapes commonly found
in calligraphy, artistic text, or scene text with perspective distortion.

Polygonal Bounding Boxes: Explore the use of polygonal or rotated bounding
boxes instead of rectangular boxes to better fit non-rectangular text regions. This
can improve the accuracy of text localization in scenes with complex layouts.

Instance Segmentation: Consider integrating instance segmentation techniques
to precisely delineate text regions with irregular shapes. This can help in accurately
recognizing text in challenging scenarios where text regions overlap or have complex

shapes.
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