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INFINITE DIVISIBILITIY OF MULTIVARIATE GAMMA
DISTRIBUTIONS AND M-MATRICES

By R. B. BAPAT
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SUMMARY. Supposo X = (X, ... Xp)", haa the Laplace transform y (ty = 14 ¥T| 7},
where V" is & positive definite matrix and T = diag (t,. --,f,). 1t iv shown that Y(t) I infinitely

divixidlo if and only if D¥-2 D is an M-matrix for some diogonal matrix D with + 1's along tho

diagonal.
1. INTRODUOTION

Let ¥ =(Y}, ..., Yp)' bo a multivarintoe normal random vector with
zero mean and a positive semidefinito covariance matrix V. If X, = _}2,?,
i=12..,p then X=(X,, .., Xp) has the Laplace transform

v = [I+VT| - (1)
where 7' is & diagonal matrix with diagonal ¢lements ¢, ..., f;.

The question of characterizing matrices ¥ for which (1) is infinitely divisiblo
has been considered in the literature. (Recall that y(2) is said to be infinitely
divisible if for any @ > 0, [{/(£)]* is a Laplace transform of some distribution).
Certain partial results were obtained by Moran and Vero-Jones (1969), Gri
fhths (1970) and Paranjapo (1978). Finally, an interesting necessary and
sufficient condition was given by Grifliths (1984) for (1) to be infinitely divisiblo.
The condition involves the concept of cyclo products of a matrix which we
defino noxt.

Definition 1. Let A bo o pxp matrix. If (i), ..., f¢), £ > 2, is & subset
of (1,2, ....p}, then o, 0, ...a, is called a cyclo product of A. The
number & will be called tho length of the cyclo product.

Noto that according to this definition, a diagonal clement of A by itself
is not considered a cyclo product.

Tho purpose of this noto is to give another necessary and sufficient condi-
tion for (1) to bo infinitely divisible which uses tho concept of an J/-matrix.
The condition is simpler than that of Griffiths in the senso that it docs not
make any referenco to eyclo products. \Wo remark hore that Grifliths (1984)
considers tho infinito divisibility of

| I14+VT|?
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rather than that of (1), but the two problems are clearly equivalont.

If A is o matrix with ay > 0 for all 3, j, wo say that A is nonncgative
and writo 4 2 0.

Definition 2. A pxp mstrix A ia said to bo an M -matrix if agy § 0 for
all § # j and if any one of tho following (equivalent) conditions is satisfied :

(a) A4 is nonsingular and A-130;

(b) A =AI—B, whero B > 0 and A is groater than tho absolute value

of any cigonvaluo of B;

(c) all principal minors of A are positive.

Thero is an extensive literature on M-matrices. Wo refer to Berman
and Plemmona (1070) for o survey of M-matrices and also for & proof that
(a), (b), (¢) aro oquivalent under tho assumption that aiy & 0, § 5.

Definition 3. A diagonal matrix is calied a signature matrix if every
diagonsl entry is either 1 or —1.

Definition 4. A pXp matrix 4 is called reducible if there exists a per-
mutation matrix P such that

B 0
PAP':[
¢ D

where B, D are square matrixes. If A is not reduciblo, then it is called irredu.
cible. A 1x1 nonzero matrix is by definition, irrcducible.

Noto that if A is a symmetric, reduciblo matrix, then after identical
permutations of rows and columns it can be expressed as & direct sum of
irreduciblo matricoa.

We now stato tho main result in tho noxt soction.

2, MaIN rESULT
Theorom 1: Lel X =(X,,..., Xp) have the Laplace transform

V() = |1+7T|}

where V 18 & pX p posilive definile malriz, T = diag (ty, ..., t;), and let W = V-%
Then the following condilions are equivalend :

(i) Y(t) is infinilely divisible ;
(iiy for any {iy, .. i) C {1, 2, ..., ), kD 3, (— l)“w‘," Wiy oee By, B 0;

(iii) there exists a signalure matriz D such that DWD is an M-malriz.
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Proof : (i) => (ii): Tho proof of this is contained in Griffiths (1984).
(ii) = (iii) : this may be deducod from certain results in qualitative matrix

theory (sce, for example, Theorem 2 in Bassett, Maybeo and Quirk (1068)).
Howover, sinco 17 ig also symmetric, o different self-contained proof can ba
given which wo present here.

If A is a pXp matrix and if I, J aro subsets of {1, 2, ..., p) then A[Z, J)
will denote the submatrix of A formed by rows indoxed by I and columns
indoxed by J.

The result is trivial if p = 1. Let p > 1 and suppose the result is true
for matrices of order p—1. By induction assumption thero oxists a signature
matrix £ such that EUE is an J[-matrix, whero U is the leading(p—1)x (p—1)
principal minor of 1I¥. For convenience, we assumo, without loss of generality,
that U itself is an Jf-matrix.

Let (1,2, ..., p—1} bo partitioned into scts Gy, G,, ..., O such that U
is the dircct sum of U(Gy, G¢], §=1,2,...,, m and that each U[G;, G(] ia
irreducible,

Wo claim that if j,1 e G for some §, then wyp, wyp cannot have opposite
signs. Suppose, for example, that wy > 0 and uyp < 0. By & well-known
property of irreducible matrices (Berman and Plemmons, 1979, p. 30) there
exist Ky, ..., kr in Gy such that %y =1,k =j and

Pryky Vigky 0 Yk,

are all nonzero and hence negative, since U is an Al-matrix.

Now for the cycle product

Wyp Wpl Wy g, «- Vg, _x,

condition (ii) is violated sinco all the terms in the product aro negativo except
wyp, which is positive. This contradiction proves the claim.

Now for i € (1, 2, ..., m} call G; of type 1 if wyp > 0 for all j e G and of
typo I if wyp < O for all j e Gy and wyp < O for at least one j e G;. Define
a pxp signature matrix D = diag (d,, ..., dp) as

1ifj e G and Gyis of type 1.
dy= < —1ifjeGyand Gy is of type 1T
lifj=p,

Then it follows that DD is an M-matrix,
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(iii) = (i) :  Wo will follow tho tochniquo in Griffiths (1084) according to
which it is sufficient to show that

P(s) =1+ Va(I-S)|~} e (9
is an infinitely divisiblo probability generating function for all @ > 0, where
S = ding(s,, ..., 85). Furthermoro, the infinite divisibility of (2) follows if
wo show that log P(s) has a power scrics cxpansion with all cocflicients non-
negative oxcept the constant term.

Sinco (iii) holds, thero exists a signaturo matrix D such that DIVD is
an M-matrix and then by (b) of Definition 2,
DWD = A-B
where B > 0 and A is greater than the absolute value of any cigenvalue of B.
Now
|1+ Va(I=8)| = | V(W+a(I-S))|

= | V||AI—B+al—aS|

1

= V1040 I— g

(B4-aS)].
Therefore, as in Grifliths (1084),

_ 1 1 1 = (B+aS)
log P(s) =—7 log | V| ) log(/\+a)+—2— 'IL_l tr Fa

Since B 3 0, tho cocflicients in the expansion above must all be nonnega-
tive except the constant term and the proof is complete.

Remark 1: The implication (iii) = (ii) in Theorem 1 is casy to prove.
This may bo combined with the proof of (i) = (i) given by Griffiths (1084) to
produco another proof of (iii) = (i). However the proof given here is simpler
in tho senso that it avoids the uso of induction and the introduction of the
auxilinry matrix @ as in Griffiths (1084).

Remark 2: If V is assumed to Lo positive semidefinite in Theorem 1,
then 17 should bo replaced by the matrix of cofuctors of V. The proof can
be given by approaching V by & scquence of positive definit
using the continuity theorem for Laplace transforms,

A necessary condition for (1) to bo infinitely divisiblo can be given as
follows :

Corollary 1: Let X = (X, ..., XpY, have the Laplace transform
v(t)= |I+VT|*

matrices and
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where V is a posilive definite malriz and suppose that Y (1) is infinitely divisible.
Then there exisls a signolure matriz D such that DVD > 0.

Proof : By Theorem 1 there oxists a signaturo matrix D such that

DV-\D is an M -matrix. Sinco

DVD = (DV-' D),
Tho result follows by (a) of Definition 2.

Let X =(X,, ..., ap), have tho Laplace transform
y(t) = [I+VT |

whero V is a p X p positive definito matrix and supposo we want to determine
whoether y(#) is infinitely divisible. The following procedure is suggested by
a combination of Theorem 1 and Corollary 1 and it is better than verifying
Griffiths’ condition given in Theorem 1 (ii).

First determine whether thero is a signature matrix D such that DYD
is o nonnegative matrix. For small p this can bo dono by inspection. If
such a D does not exist then by Corollary 1, y¥(?) is not infinitely divisiblo.
If thero exists D such that DVD 3 0, then we must only check whether
(DVD)-1is an M-matrix. Since (DVD)-! is positive definite, this amounts
to only checking whethor all its off-diagonal entries aro nonpositive. By
Theorem 1, Y(t) is infinitely divisiblo if and ony if (DVD)-! is an M-matrix.
Tho next two examples illustrato this method.

Example (a) : Let p =3 and suppose V' has the following sign pattern

+ o+ -
+ o+ o+
-+ %

Then it is casy to sco that there does not oxist a signature matrix D such
that DVD 3 0, and we conclude that y/(f) is not infinitely divisible. Note
that in this example only the sign pattern of V was used to arrive at o con-
clusion.  Also, there was no neced to invert a matrix. In general if V has
the property that vy, vy aro tho only negativo entries of ¥ for somo i, 4, tho
rest being positive, then wo can concludo that () is not infinitely divisible,

Ezample (b) : Let p = 4 and supposo

3 —2 2 —1
[ —4 2

V=
5 -2
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Then if D=diag (1, —1, 1, —1) it can be verificd that DVD > 0. Furthermors

28 -6 —8 -1
1 36 —24 —4

(DYDY = I a3 T
10

which is an Af-matrix and we concludo that y(¢) is infinitely divisible.

e finally remark that if I = V-1 has a row with no zcro entires then
condition (iii) of Theorem 1 is very easily verified. This can be scen ag follows.
Supposo the first row of IV has no zeros.  Let E be the signaturo matrix with
with its i-th diagonal entry equal to 1 if and only if wy < 0. Then note
that (iii) Theorem 1 is satisied if and only if-EWE is an 3[-matrix, and thus
the verification takes only one step.
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