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SUMMARY. In this papor tho suthor oblains in soversl cass uocsssary ad sufliciont conditions
fur shnultancous reduction of eeverst hormitian forms to diagonal forms by a single non.singular lincar
i A dsativn of & semi-simplo matrix with real cigen valuce is obisined, It is also

shiown that sovoral semisimplo mstricos conunuto pairwiso if and ony if they can bo expressed as polynomialy
i & common semi-simplo matrix.

1. IsTrODUCTION

Simultancous roduction of two hermitian forms ono of which is positive definito
to dingonal forms by means of a nonsingular lincar transformation is woll-known
(Sco Rao, 1965). In an interesting paper Mitra and Rao (1908) considered the problem
of simullanous reduction of a pair of hermitian forms. Thoy obtained in ssveral
classificd cascs neat necessary and sufficient conditions for simultancous reduction
of o pair of hermitian forms to dingonal forms by means of cogredient and contra-
gredient transformations, They also gave a necessary and suflicient condition for
soveral hermitian forms to bo reduced simultancously to diagonal forms by a single
unitary transformation.

In this paper we obtain in soveral cases necessary and suflicient conditions for
simultancous reduction of several hermitinn forms to diagonal forms by a single non-
singular linear transformnation. Theso are obtained in Sections 3 and 4. Tu Section 2,
wo give a cl isation of pl with reul cigen values and show that
govoral somisimplo matrices commuto pairwiso if and only if thoy can be oxpressed
as polynominls in a common scmisimplo matrix.

Wo follow tho same notations as in Rao and Mitea (1971).

2. SOME PRELININARY THEOREMS
In this seetion wo provo two theoroms in lincar algebra which aro ulso of
independont interest.
Theorem 1: Lel Ay Ay ..., dp be semisimple malrices of the sume onler.
Then Ay, Ay, ooy Ay commule pairwise if and only if they cun be expressed as polynomials
in a common semisimple matiz.

Proof :  Proof of ‘i’ part is trivial. To prove tho ‘ouly if* purt wo proceed
follows.
Sinco Ay, i = 1, 2, ..., & aro semisimplo matrices it follows that (Sco Theoren
9.5 of Derlis, 1952)
Adj=ay E||+...+(l“'E‘,‘. i=12..,&
whero

(i) By is idempotent vi, j
. . @1)
(i) Eyby =0 ilj£5vi
I
(d
and i) ¥ Ey =ty
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Fustlior, sinco A, ..., A commuto pairwiso it follows that (ngain eco Theorom 9.5
of Porlis, 1052)

EyLim = EmEy v i 5, 1m. . (22)
Dofino B =‘|- E. “ e Eul Eu‘ oo By

where the I ... Iy complox numbers ¢; , ., 5 aro all distinet.
oy '
Firat obsorve that
(E“‘Eu'... E,,t)(b'”l... E".) =0 if §; 3£ j; for somo 1.

This cloarly follows from (2.1) and (2.2). Again from (2.1) and (2.2) il follows that

By - (Ey ... By )=E;; ... E,
(Eu‘ Ey) ('*ul ) = By oo By
d Y E,Ey ...Ey =1
an ety u, Puy N
Now, an appeal to Theorem 9.5 of Perlis (1952) yields that B is semisimple.
Furthor obscrve tlmb z Du

Eﬂk = I and also sum of all such similar
b e

products by ing for plo the principal idempotent of A is the identity matrix,
Lot p(-) bo a polynomial function with pl flicients. From (2.1) and
(2.2) it follows that

B)= I Ey By ... E,
p( ) 1 ..-'l.p(c'xv‘p ----‘t) “l l. “t

1
Now thero exist polynomials pm,m =1, 2, ..., & such that

p,,,(c,l' 1o, ,.) =0 for all m, iy, iy, ..., ig.

{Lagrange’s mothod can bo used for constructing such polynomials.]
Heunco
Pw{B) = 1 E, ‘kﬂm(ﬁ“..._ 4 )Eu‘ Ektt

(3 B E,,t)('::_ o i)

=4 for m=1)2, ..,k
This completes the proof of Theorem 1.
Corollary :  If A,, Ay, ..., Ag are semisimple malrices which commute pairwicc
then there exists a nonsingular malriz T such that T:l.T" s diagonal fori = 1,2, ..., k.
Wo now obtain a ol isation of somisimple matrices with roal eigon values,
In later scotions we como across conditions mvolvmg somisimplo matrices with real
oigon values and thus this thoorom may not be quito out of placo hore. We prove

Thoorem 2 : A is semisimple with real eigen values if and only if there exisla o
positive definite malriz M such that MAM- = A°,
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Proof :

Proof of “if* part : Let Mbo a positivo dufinito matrix such that MAM-'= A"
Sinco M is positivo dofinite M = BB* whero B is o nonsingular matrix. Thus

BB ABB- = A® == B* AN = B
==p B*AB"! is hermitinn ==) B*AB-? Is semisimplo with real cigen valucs.

This completes tho proof of ‘if* part.

Proof of ‘only if’ part : 1f 4 is semisimple with real eigen values then thero
exixts a nonsingulur matrix I8 such that BAB-' = D where D is o real diagoml
matrix. Honco BAB-'= D = D* = B~ A°B°. This in turn implics that B*BAB-
B*-' = A°. Cleatly B’} is positivo definite. Thia completes the proof of ‘only
if* part.

The following intoresting result of Mitra (1008) follows immodiately as an
idempotent matrix is indeed a semisimple matrix with real eigen values.

Corollnry (Mitra, 1068): If A ia an idempoent matriz, then there exists a positive
definite matrix M such that MAM- = A°,

We stato below a theorem given in Mitra and Rao (1968}, for complotencss,

Theorem 3: Let A, Ay, ..., by be hermiliun malrices of the same order. Then
there cxists a unitary madriz T such that TA,T® is diagonal for i = 1,2, ..., & if and
only if Ay, ..., dp commute pairwise.

3. SDMULTANEOUS REDUCTION WHEN ONE OF THE MATRICES 1S NONSINGULAR
Wo prove
Theorem $: Let A,, A, ..., Ay be hermitian matrices of the sume order and
et A, be nonsingular. Then there exisle a nonsingular matriz T such that TA, T® is
is diagonal, i = 1, L if and only if
(a) AAT is semisimple with real eiyen values for $ =2 1, ..., k
ard (b)) At Ay = At for all i and j.
Proof:  Proof of ‘only if* part s trivial. To prove tho ‘if’ part we proveed
as follows.
Vg dditdy = AP0 = A, A A7 L, ArdD commuto pairwiso,
Hence (a) and (b}, in view of Theorom 1 and tho corollary efter Theorem 1,
imply that therc exists a nonsingular matrix Msuch that foreach &, MAATPM~ = I,

whero D; is a diagonal matrix with real clomonts. Now, vi, MAAPM = Dje
Vi, MAM® = DIMAM® = D; and MAM® commnte for all i.

Also observo that Dy, ..., Dy, Leing diagonal matrices, commuto pairwise.

Heuco by Thoorom 3, thero oxists a unitary matrix L such thut LMA,ML®
and L D/L® aro dingonnl for all i,

Thus,
LMAM'L = LD L LMAML s dingonsl for i=1,2,.., 4

419



$ANKHYA : THE INDIAN JOURNAL OF STATISTICS : Semizs A

Put T = L M and obscrve that T is nonsingular and TA,T* is diagonal for
all 4.
This complotes tho proof of Theorem 4.

Coroltary :  Let Ay, Ay, ...t Ax be hermitian matrices of the same order and let
A, be positive definite. Then there exisls @ nonsingular matrix T such that TA;T* is
diagonal for all § if and only if AT Ay = LAP A, for all ¥, §

Proof : Corollary follows trivially from Thoorom 4 onco it is observed that
A A7 is semisimplo with real eigen values (being similar to ;) if A; is hermitian and
A, is positivo definite.

We now state a theorem analogous to the corresponding to simul-
tancous reduction of a pair of hermitian matrices by contragredient transformations
(Seo Mitra and Rao, 1908). Tho proof of this thcorem follows on similar lines to that
of Theorem 4 and is omitted.

Theorem 8 :  Let Ay, Ay, ..., oli be hermitian matrices of the same order and
let A, be nonsingular. Then there exists a nonsingular matriz T such that TA,T* and
(T*)-2A,T-! are diagonal for each § > 2, if and only if

(8) A, is semisimplo with real eigen values for § =2, ..., k; and

(b) Al dy = Ay Ag fors, j,=2, ..., k.

4. SIMULTANEQOUS REDUCTION OF SEVERAL ARBITRARY NEBRMITIAN FORMS

We prove

Theorem 6: Let A,, Ay, ..., Ax be hermitian malrices of order n X n such that
AMA)C ALY for i =2, ..., k. Then there exisls a nonsingular matriz T such that
TAT® is diagonal for all § if and only if

(0} Ay s semizimple with real eigen values for all 4,
and (b)) A ATA; = A AT, for all 4, §
where A[ is some g-inverse of A,.

Proof :

Proof of “if part: (a) and (b), in view of Thoorem 1 and the corollary ufter
Theorem 1, imply that there oxists a nonsingular matrix M such that MAA7M-t
= D, where Dy is a real diagonal matrix.

) C Ay and MAATMY = Dy == MAM® = DMAM®
=) D,. ..., Dy and MAM°® commute pairwise (since Dy, ..., 'y are diagounl they
commute puirwiso).

Tho rest of the proof of i’ part follows on the samo lines as that of Theorom 4.

Proof of ‘only if' part : Let R{A;} =r and without loss of genorality lot
A,

0
TAT = (0 ) whore 4, i# a nonsingulur diagonul matrix of order rxr.
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Puttition T* = (T} : T3) whero T is of order nxr. Obscrvo that A, Ty=0
which in turn implica that 4, T3 =0 for i = 2, ..., k. (This is ro because gAs) C
1))
a;

0
Heneco TAT* = ( ) where A is & diagonal matrix of order rxr.
00

4y

]
Clearly, A7 =T° ( ) T is a g-inverso of A,.
[

a0 AP 0
A A7 =T -7 ( T
00 0 0
(A,A;l o)
=T 7
0 o

which is cloarly semisimple with real eigen valuca.
Tt is casy to check that did,=A; = A;A7A; for all 4, j.
Note : Theorem 4 can bo deduced from Thoorem 6.
Wo stato bolow a fow interesting corollaries which are easy to prove.

Now,

2
Corollary 1: Let A, Ay, ..., Ay be hermitian matrices such that A =X A, is
=1

nonnegative definite and gQA) C AAA) for = 1,2, .., k. Then there exists a non-
singular matriz T such that TA(T® is diagonal for i = 1,2, ..., & if and only if A, A=A,
= MA-Aq for all i, j where A~ is any g-inverse of A.

Corollary 2: Let A, Ay, ..., Ay be nn.d. (nonnegative definite) malrices of the
same order. Then there exists a nonsingwlar matiz T such thal TAT* is diagonal for
each i if and only if AiA=Ay = A A=A for all 4, juwhere A =(€:| A¢ and A is any
g-inverse of A.

Wo now give a sufficiont condition for hermitian matrices Ay, Ay, ..., Ax to bo
reduced simultancously diagonal forma by a nonsingular lincar transformation. Yo
prose Theorem 7: Ld A, A, ..., Ay be hermitian matrices of the same order.
Then there exisls a nonsingular matriz T such that TAT* is diagonal if

(@) R(NA) = RNAN') = I NA)
f=1

x
where A =3 A, and N* = A7,
=1

(b

T A5 is semisimple with real eigen values

where Ty = A= AN (NAN*Y"NA; and A7 is some g-inverse of A,.

LAT Ly =Ty AiT; fors,j=1,...4

NANY(NAN®)~ is semisimple with real eigen values

NAN' (N ANYNAN® = NANWNANY)NAN® fors,jm= 2,0k
421
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Proof : First obacrve IIN* =0 for i =1,2,...,, k. Henen Ty = JeA; and
Tqdf = Tedf, whero Jp is some matrix and Aj, is & refloxivo hermitian g-inversp
of Ay, fori=1, ko Tet Ay = CDC* whero €° C = I, and D is a nonsingular
dingonal matrix with real dingonal clemeits. Let Aj, = FAJ™® whero 1"V = 1,
and A is a nonxingular dingonal matrix. Thon J1j, = ZD-'Z" whero Z = Y(C*Y)-1,
Clearly C°Z = I,. Now consider

2'~GN
s=(79%)
N

where G ZAN(NANY-,
Observe that (Z°—~GNYL = 2T, i=1,2,..., k.

Fy 0
Thus SAS =

0 NAN®

whero By=Z'T(Zfori=2 ..,k

b o
and $4,8' = ( .
0 0

Further for cach 4, E;D-" is semisimple with real eigen values as Ty A7 is semisimple
with real eigen values. Also FA;Ty = TA[ T for all 4, j = ED-E; = E;D-'E, for
all i,j. Hence by Theorem 4 it follows that there exists a nonsingular matrix L such
that LEL" is dingonal for ¢ = 2, ..., ¥ and L P L® is diagonal. Further (a), {d) and
() together with Theorem 6 imply that thero exists a nonsingular matrix M such that
M N ANM® s diagonal for i = 2, ..., k.

Lo
Iet T= ( ) S. Then clearly TA,T* is diagona) fori = 1, 2, ..., k.
A

Further T is nonsingular as L, M and S are nonsingular.

This complotes the proof of Theorom 7.

The author records with great pleasuro his indebtedness to Professor Sujit
Kumar Mitra under whoso supervision the paper is preparod.
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