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Approximate Coding of Digital Contours
SAMBHUNATH BISWAS AnD SANKAR K. PAL

Abstract —Two methods for the coding of the discrete contour of binan
images are proposed. A sef of key pixels {guiding pixels) on the contour i
defined for this purpose. The decoding schemes upprovimate the coniour
through the key pixels using quadrotic Bezier spproximation technique.
The amount of deviation of the decoded image rom the original image has
been examined through the objective measures of percentage error and
shape compactness. The decoded images are found to be faithful reprmduc-
tions of 1he original image. A set of clesning operations ix also iniroduced
as an intermediate step before final reproduciion. The bit requirements
and the compression ratias are also found to be improved significantly a
compared to the conlow yun length coding and discrete line segment
coding techniques.

1. INTRODUCTION

Image coding is a technique that represents an image. or the
information coutained in it, with fewer bits. Its objective is to
compress the data for reducing its transmission and storage costs
while preserving its information.

The extent to which information is to be preserved depends on
the problem in hand. For example, data compression applications
are molivated by the need to reduce storage requirements where
it is important to employ encoding techniques that allow perfect
reconstruction (ie., no loss of information) of the images from
their coded form. Ia image transmission applications, ¢.g.. trans-
mission of space probe pictures for human interpretation. intesest
lies in achieving maximum reduction in the quantity of data
transmitted subject to the constraint that a reasonable amount of
ﬁdchly be preserved. Here the m:un emphasis is gwm on rcdnc-
ing the amount of data d. and the g ¢
need not be error-free as long as the resulting images are aceept-
able (depending on some crileria) for machine or visual analvsis.
Similar is the case for feature extraclion problems where the most
important consideration is to reduce the data while preserving
just the information necessary to allow a machine to discriminate
different items (regions) of interest in an image.

Various techniques, such as spatial domain methods. transform
coding, hybrid coding, interframe coding. etc.. where both exact
(error-free) and approximate {faithful replica) coding algonthms
for binary and gray-tone images have been formulated. are avail-
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ahle in |1]-]3). Approximate coding of gray-lone contour for
extraction of its primitive (lines and arcs of different degrees of
survature) using fuzzy sets, is described by Pal er ol {4]. [S)

Bezier approximation lechnique (6), |7), which uses Bernsicin
polynomials as the blending function. provides a successful way
1 approximate an arc (not having any inflexion point) from a set
of a1 least three control points. The approximation scheme is
wmple and usefu) for its axis-independence property. It is also
tound 1o be computationally efficient.

The present work describes (wo algorithms for approximale
.oding of binary images based on Lhe Bezier approximation
wehnique. First, a contour is decomposed into a set of arcs and
line scgments. For this. a set of key pixels is defined on the
contour. In the first method vestices of Bezier characteristic
triangles corresponding 10 an arc are coded. The second method,
»n the other hand, replaces a point by an intercept, lh\u further
reducing the bit The in-
valves Bresenham's algonlhm |8] in addition o Bezier's method.
During the regeneralion process, key pixels are considered to be
the guiding pixels. and their locations are, therefore. in no way
Jisiurbed. To preserve them and 1o maintain Lhe connectivily
property. some intermediate opﬂauons (e.g. delction and shift-
ng of und pixels g d by Bezier and
nserlion of new pixels) are introduced to adum a more faithful
reproduction.

The clfectiveness of he algorithms is compared with two
cxishing algorithms based on contour run-length coding (CRLC)
(9) and discrete line segment coding (DLSC) [10). The compres-
sion ratios of the proposed methods are found to be significantly
improved withoul much affecting the quality when a se1 of
images is considered as input. The dilference in area between the
inpul and output versions, keeping the location of the key pixels
the same, and the compactness are also computed to provide a
measure of crror of the lechniques.

11, BEZIER APPROXIMATION TECHMIQUE

Bernstein Polvnamiab

The B ion of degrec m to an

arbitrary function F: [0, l]—~ R is defined as
B[/ = ): Li/m)gl1)
where the weighting functions ¢,,, are, for lixed 1. the discrete
binomial probability deasity functions for a fixed p y
el =(T)r-0"" im0lem (1)
where
m m!
(i)-(m—i
The Lable ch of the B 1 al,

are the extent 1o which they mimic the pnnupal kalunes of the
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the aforementioned points is the veclor-valued Bernstein polyno-
mial and is given by

(A0 io,,(l)x, (32)
=0
2= £ onln ()

(-t

where ¢,,,(1) are the binomial prohability density function of (1).
In the vector form, (3) becomes

A1)

mu[m,, G

so that

m
P(1)= L 8.i00n. (9
1=ty
The points vy, 1,
control points.
From (4) it is scen that
P(0) =1, and P(1) =1,

Thus the range of 1 sigaificantly extends from 0 (o 1. The
derivative of P(r) i

-2, are known as the guiding points of the

P(1)=—m(1-1)" g+ "‘ZI[’”(N’ -
=l

-(m=dr(l-n"" ')u rmmly,
Now P'(0)=m(r, = t,) and P(ly=mic, - v, ). Thus the
Taylor series expansion near xero 1
P(1) = P(0) +1P'(0) + higher order terms of ¢
ag{l-m)+ -
and an expansion near one is
P(1) = P(1)=(1-1)P(1) + hgher order terms of (1-¢)
ap (I=m{l-1)} +m{l-t)e, |

It is now clear that as ¢ — 0. the Bezier polvnomial lies on the
line joining v, and «,. and for ¢ —1 on the line joining ¢,,., and
v,,. This means that these lines are tangents 10 the curve at v, and

0,

Also, since £ ,4,.,(1) =1, tht Baier curve lies inside the
convex hull of the control points. For cubic Bezier curves, m=3.
The control polygon then consists of four control vertices
ty. by, ty. 0y, and the corresponding Bezier curve is

PU) = (1= 1)ty + (=1 1y + 37 = s + 0, (5)

Though the cubic Bezier curve 18 widely used in computer
graphics [11]. we have used here its quadratic version to speed up
the procedure.

pnmluve function f and the fact Lhal the B
tion is always at least as smooth as the primitive function /
where “smooth” refers 10 the oumbers of undulations, the total
variation, elc.
Bezier Curves
This class of curves was first proposed by Bezier [6), (7). The
parametric form of the curves is
X=P(1) (20)
Y="P.(1). {2b)
Let (xy u)e (X1 9y)*** (Xa0 %) be (m +1) ordered poinis in
a plane. The Bezier curve associated with the polygon through

For a quadratic Bezier curve, m =2 and the control potygon
always consists of threc points. The Bernsicia polynomials in this
case are

b= (1=0) 1240
¢ =21-thr=2-2F
=t
In the polynomial form the Bezier curve is
P(1) = (0 + 0y =20, )+ 120, - 20) +

This is a d-d I ial and can be
faster than in Horncn pm«s (1318

()
d much
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The underlying concept of the Bresenham algorithm for gener-
Aung the points for a nrught line segment restricted to an oclan,
given its two end points, lies in checking the of thel

actual line 1o the grid location. Let (x;. y,} and (X3 1) be the
two points through which a discrete straight line segment is
required. For this, the intercept of the line segment with the line
at x=x, +1,x 42+, x, are considered. If the intercepl with
the line at x = x, +1 is closer 1o the line at y =y, +1, then the
poinl (x,;+1, y,+1) better approximates the line segment in
question than the poini {x, +1, y). This means il the intercept is
greater than or equal to hall the distance between (x, +1, v) and
(x;+1, y +1), then the point (x, +1. v +1) is selected for ap-

pro:umnuon otherwise, the point (x; + 1, p) is selected. Next, the
intereept of Lhe lLine segment with the line at x=x,+2 is
considered, and the same logic is applied for the selection of
poiats.

Now insiead of hinding the intercepl, an error term e is used
for the selection purpose. Initially, e=~~-1/2, and the initial
poinl (x,, y,) is selected. The slope of the line, A y/Ax, is added
to e, and the sign of the current value of e=e+Ay/Ax is
tested. If it is pegative, then the point is selecied along the
horizontal line, i.e.. x is incremented by one and y remains the
same. The error term is then updaled by adding the slope (o it.
However, if the error term is positive (or {wo) Lhen the point is
selected along the vertical line, i.c., both x and y are incremented
by one. The error term is updated by decreasing it by one.

For inleger caleulation, ¢ is initalized lo

#w2Ay—Ax because 24y — Ax = 2eAx = (say).
The details of the algorithm for the first octanl are given in the
flow chart as shown in Fig. 1.

1L

A. Key Pixeh

In (he analytic plane the contour of an object exhibits sharp
maxima and minima, and these poinis can be detected almost
accurately without much difficulty. However, when the contour is

KEY PixeLs AND CONTOUR APFROXIMATION

"

Fig. 2 Posnible behavior of f,(x) when ft) i comstant. {a) Conanlering
focal maxima/minima of f,{x). () Considenng global maximum, min-
mum of f,[x). 8 denotes the pasition of key pixel.

digjtized in a two-dimensional array space of M X N points or
pels or pixels, the sharpness in Ibe curvature of the contour i
destroyed duc to the information loss inherent in the process of
digitization. The error is known as the digitization error. Comse-
quently. it becomes rather difficult and complicated 1o estimate
the points of maxima and misima An approximate solution
this problem is to define a set of pixels. we call key pixels, which
are close 10 the points of maxima and minima.

For example, consider a function f(x) in the discrete plane.
When f(x) is constant in an interval |, &.]. the cormsponding
analytic function f,(x) may exhibit local maxima and minima
(or a global maximum or minimum) anywhere within the interval
s shown in Figs. 2(a) and (b).

I we get pixels cither directly connected or outward-cormer
connected to the end pixels of the interval [, X ;] such that both
the values of f(x) at these pixels are cither greater or smaller
than its value in the interval, then we assume a maximum of
minimum point 1o exist al the midpoint of the interval, ie. at
x={k +ky)/2il (K, +k,) is even and at x = (&, + k. » 1)/2if
(k) + k,) is odd. Let us consider this point or pixel in the discrete
plane to be a key pixel. Anather example far the existence of 3
key pixel is depicted in Fig, 3 for which f(x) is not constant over
an inlerval.

B. Definition

A lunction f(x), constant in [k,,k,], in the discrete plane
is said to have a key pixel P at x=c (where c= (& + k)2
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Fig 4. Types of GE (a) Arc with inflcxion point. {b) Arc. (e) Straight linc.

Fig. 5. Bezicr characteristic Inangles for arc AEC.

or (k; +ky +1)/2 corresponding to even and odd values of
(k, + ky)) provided 8.8, € (0,1} existsuch that in both the
wntervals [(k, — 8,), k] and [ky.(k; + &;)]

either f(c) > f(x)
or f(c) <f(x).

When &, =k, =c, the definition is applicable for Fig 3 where
b=By=1.

Note bere that the foregoing definition comresponds to Figs. 2
and 3 where key pixels lic on a horizontal sequence of pixels for
the interval [k, k,] of x. Similarly, key pixels can also be defined
for a vertical sequence of pixels for the interval [k,. k,| of y.

C. Contour Approximation

Let k. k;.++,k, be P key pixels on a contour. The segment
(the geometrical entity, GE) between two key pixels can then be
classified as either an arc or a straight line. If the distance of each
pixel from the line joining the two key pixels is less than a
prespecified value, say, 4, then the segment is considered 10 be a
straight line (Fig. 4(c)); otherwise, it is an arc. The arc may again
he of two types, with all the pixels either lying on both sides (Fig.
¥a)) or lying on the same side (Fig. 4(b)) of the line joining the
key pixels. Let us denote the GE in Fig, 4(c) by L (linc) and that
in Fig. 4(b) by CC (curve). It is, therefore, seen that the GE in
Fig. 4a) is nothing but a combination of two CC's meeting af 8
point Q (point of inflexion). Therelore, the key pixels on the
contour of & two-tone picture can be used 1o decompose the
contour into two types of GE's, namely, arcs and lines.

Let us now consider Fig. 3, where the curve CC in Fig, 4(b) is
first of all enclosed within a right tniangle ABC where AC (the
line joining k, and k ,,) is the hypotenuse and AB and BC are
the horizontal and vertical lines, respectively. It is proved in
Appendix 1 that the are CC will always be confined within a right
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triangle ABC. A linc DF is then drawn which is parallel to the
hypotenuse AC and passes through the pixel E of maximum
displacement with respect to AC. Thus the subtriangles ADE
and CFE so comtrucled may be taken as the charactenstic
triangles to approximate the curve CC by the quadratic Bezier
pproximati hini p ation of the inf ion of
Bezier charactenstic triangles with the help of key pixels forms
the basis of the underlying concept of the proposed coding
schemes.

IV. CoDING SCHEMES

Two methods for coding are propased. In Method 1, only two
points (namely. £ and C) are stored to preserve the characteris-
tic triangles corresponding to an arc when its starting joint 4 is
known beforchand. The points D or F need not be siored
because they can avtomatically be obtained (rum the aloremen:
tioned points. For eaample, D 1z 1he point of intersection of the
horizontal line through A and the line through £ and parallel 10
AC. Note that the end point of a GGE is the staring point of its
following GE.

In Method 2. a further reduction in bil requirement is made by
considering only one point along with a length, insiead of storing
wo points [or representing an arc. For example. point € along
with the length AD is stored here instead of the points € and E
(as in Method 1). Since the fength 4D is stored insiead of the
point E. it is also desirable 10 store the sense of the arc (whether
it lies on the lef or right side of the line AC). This enables one 1o
draw the lise DF, and its midpoiat is then considered for £
during regeneration provedure

Regarding a straight Line. il is obvious that only one point
needs 10 be stored when the starting poial is known. The algo-
rithm for key pixel extraction is shown in Appendix II.

A. Bit Requirement for Method |

Let there be p differcnt contours in 2 bisary image of size
M X N where M =2~ and N = 2". The contours may be of two
types: cither closed or open. If n, and », are respectively. the
number of key pixels (including the cnd pixels for open coatour)
and the points of inflexion on 4 contour, theo the number of arcs
and straight lines (segments) is {n, = a,_— 1). Of them. let a, be
the number of straighi-linc sepmenis. For a closed contour the
initial key pixel is the same as the fnal key pixcl

The codeword s of a GE 15 variable in length. s coasists of two
subwords s, and s,. 5, always represents an identity (arc or line)
of the GE. while 5, denolcs its dewripuon. When the GE is an
arc, s, gives the vertices of (he vhasacteristic triangle (for exam-
ple. A. E.C in Fig. 5). For a straight-linc segment, s, indicates
the end points of the line scgment. [1 is cbvious that the current
end point is always the stasting point of the succeeding GE. The
bit paltern representing a conlour is, therelore, of the namre
given in Fig, 6.

Types of contours (open ot closed) can be represented by a
single bit. In the worst case, all the GE's may be straight-line
segmenis, and the pumber of kev pixels may be « MN. Thus it
ficeds (m + n) bits to represent the total number of GE's in &
contour. The identity of a GE (arc or line) can be represented by
4 single bit.

Given a starting point of the contour, we need two paints for
describing an arc and one point for a straight tine. Each paint
can be represented by (m + n) bils.
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Therefore, for describing an open contour consisting of {(n, +
n,=1)—n,) arcs and n, lines, we need

T=(m+n)+2Am+n)-((n,+n,=1)=n)+(m+n)n,
bits where the first term corresponds 1o the starling point. For a
closed contour the amount of bits required is 7, =T, —(m + n)
since the last key pixel (end point) cormponds to the starling
point.

From Fig. 6 it is, therefore, scen that T, (or 7) gives the bit
requirement for s,s (including ) only. The total requirement,
considering the remaining entities of Fig. 6, will be

B y=a+f+y+8
where

@ requirement corresponding to 1 =1,
B requirement corresponding to r, = (m + n),
y requircoent corresponding to s;5 = (n, + n, -1),

and §=T, or T.

B. Bit Requirement for Method 2

An arc is coded here by a point and an intercept (along A8 or
BC as in Fig, 5) instead of two points as in the case of Mcthod 1.
The intercept can be coded by either m or n bits. Now to
reconstruct the arc during the regencration procedure we need
the information regarding its sense, i.e., whether it lies on the left
or right side of the line joining two key pixels. This requires one
bit. The values of a, B, and y are same as in Method 1.

Let there be 4 horizontal intercepts in (n, +n, —1-n,) = (8,
say) arcs. The number of bit reductions as compared to Method 1
is then

T=2(m+n)8~[(m+n)8+(8—h)n+hm+48)
=(m+n)8~(0-h)n—hm-§
=m(8—h)+hn—8.

For a square image, M = N,
T=0(m-1).

Therefore, the compression ralio (as defined by the total number
of pixels in the image/number of bils required to represent the
image) for Melhod 2 is greater than that of Method 1.

V. DEcopING

The coded binary string oulput corresponding to Methods 1
and 2, is shown in Fig. 7(a) and (b). (m + n) indicates the word
length for the number of GE's, whereas (m)+(n) denotes the
coordjnale of a point.

Decoding of the string of Fig. 7(a) is based on the following
nofations. First, the bil (/) indicates the type of contour (i.c.,
1, = 0 lor open and 1 for closed). The next sequence /5 of (m + n)
bits represents the number of GE's present in the contour. The
first m bits of the sequence /y denote the value of the ordinate,
whereas the remaining # bits give the value of the abscissa of the
starting point. Similarly, the coordinate of the first key pixel is
given by the sequence /,. Bit I tells whether the GE between the
points represented by /y and /, is an arc or a straight linc. /y = 0
for a line and 1 for an are. If there is an arc, then the followi

L ty ts
........... Gt ) vy VY —
SRat
a)
4 [£3 £} fa L
() e e, BT R 9
{oen) irs o () (=) v iz
[ 4 Ay s, b
[S3] et LAY e
(=) + \n)
[ [ L, h
............. (L ey ————
R
tby

Fig. 7. Coded binary siring output of {2) Mcthod 1. {b) Method 2.

.
2oy Pylae)

1Rl )

m

Fig. X, Detection of Bener characteristic tnangles for Method 1

sequence /, then denoles the sense of the arc and /. the value of
the intercepts (AD as in Fig. 5). /=0 implies the absence of
both /, and /,.

VI. REGENERATION TECHNIQUE

During the decoding procedure. if the GE between two key
puels is found lo be a straight hnc then it is generated by the
d in Section (1. If the GE s an

sequence I, is considered to indicate the point £ (as in Fig. 5)
Otherwise, the sequence /, will be abseat.

As so0n as an arc or l.inc is reconstructed, the preceding key
pixel point becomes the new starling point. The point designated

by the {ollowing 1, then the new key pixel
for further reconstruction.

The p for decodi i until the number of
GE's, as rep. d by the 3 is Aller thal,

4 new conlour is :lar(ed with the frsl bil as iy,
Far Method 2 (Fig. 7(b)), Lbe sequences /- /; are the same as
in Method 1. If /=1 (ie., showing the presence of an arc), the

as
arc, the Bezier characteristic lnanglcs are, finst of all, constructad
to generate its quadralic approximation.

In Mcthod 2, since the intercept along the honzontal or
verlical line is considered for further data reduction. we aed 1o
find the coordinales of the end point of the intercept 1o extruct
the vertices of the Bezier characteristic triangles, The coordinate
detection of the end point of the intercept is given in the
following.

Consider (x,. ) and (x,. 3} t0 be the initial and final points
of an arc as shown in Fig. 8. Let us now imagine a set of
mutually perpendicular reference axes placed at the point (2, 4 >
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TABLE [
DIFFERENCE TABLE FOR RECURSIVE COMPUTATION OF PoINTS
FOR BEZER CURVE

1 ¥ Ay Aly
0 e aq’ +bg 20q?
q ag’ +bq4c 3aq’ + b9 209’

1 dagl+2g+c Sag’ +bq 20’
) 9aq* +3bg+c Tag? + bq

44 16ug’ +4bg+ ¢

Also, let h be the value of the intercept and (X7,Y") be the
cardinate of the end point of (he intercepl

Since an arc may lie either in the left {clockwise) or in the right
(unticlockwise) side of the line joining (x;, ) and (xy, p), X’
and ¥* may have the values

X'=x Xmx+h
sither or

Y=y +h Ymy
corresponding to the two possible senses of the arc in quadran( 1
where xy > x) and > .

Similarly, for the other quadrants, where x, < x, and y, >y,
tyuadrant 11), x, <x, and p <y (quadrant ITi), and x,>x,
and y, <y (quadrant IV), we have

X=xi—h Xmx
or
Y=y Y=y+h
X'=x X=x —h
. or
Vey-h Y=
Xmx+h XY=y
or
Y=y Y=n-h

vorresponding 1o the two possible senses.

Having determined the point (X", V"), the pext lask is to
construct Lhe line passing Lhrough ( X", Y*) and parallel 1o P, P, so
that it meets Lhe line P, P, at some poinl P,. The midpoint of this
line, together with the pair of points (X', Y, (X,.Y,)) and
(( X;. ), P.), then i the Bezier ch istic triangles
for the arc.

A. Recursive Computation Algorithm

An algorithm for compuling the values of the second-order
Bezier approximalion curve using the forward difference scheme
in described next. Let

yoal+bi+e

he a polynomial representation of (6), where the constant param-
tlers a, b, and ¢ are delermined by the vertices of Lhe Bezier
characteristic (riangle.

Suppose a number of points (values of y) on the arc are 10 be
cvaluated for paced value of the independent variable 1. The
usual Newton's method of evaluating the polynomial results in
multiplications and does ol make use of the previously com-
puted values to compule new values.

Assume that the parameter ¢ ranges from 0 to 1. Let the
incremental value be 4. Then the corresponding y values will be
<. ag* + bq + ¢, dag? +2bg+ ¢, 9aq +3bg +¢,--- . Let us now
form the difference table as shown in Table L.

Observe thal

&y, =2ag?
and

y,,,+1y,”+y/-2¢q‘. forall /0.

108
» 2
p ¢ b P e b
e d ek
{2 ®)

d a4 e
c k > k
L] b
2 2
[} ™

Fig 10, Shifting of pixch. (a) Contour before shuliing (b) Contour alier
shofiing,

‘This leads (o the recurrence formula jy = 2y, = J, + 2aq" that
involves just three additions to get the pext value from two
preceding values al hand. Thus onc does not need to store alt the
poists on the curve.
Vil
After coding a single-pixcl-widlh contour inpul, the regevera-
tion algorithm as described before is used to decode and it results
in its approximated version (output). During regencration, oaly
the outer conlour is traced using Freeman's chain code (clockwise
sense). assuring the positions of the key pixels on il In other
words, key pixels arc considered to be the guiding pixels (being
important for preserving the input shape) during reproduction.
Nole that due (o the approximation scheme, sometimes the
following undesirable situations may anse:

IMPLEMENTATION STRATEGIES

(1) the regenerated contour may not have single-pixel width;
(2) the key pixe! may become an interior pixel of the contour.

To overcome Lhese situations, we trace the conlouss from the
ordered regenerated data set, considering the following opers-
tions,

A. Deletion of Pixels

During the contour tracing. i a pixel on the contour finds
more than onc neighbor in ils cight-oeighborhood domain, then
the exterior pixel on the contour is kept while deleting the rest
(pixels on the interior contour). However, if there is a key pixel
{alling in such neighborhood. the key pixel is then retained as the
contour pixel and the cest are deleted. This enables us 16 keep the
key pixe) always on the contour. thus improviog approximation
of the input. Fig. 9(a) and (b} depicts the situation. Considering
“c" to be the current pixel and “p” the previous pixel, the
contour (clockwise) is “a " for the xitsation as shown in Fig. ¥a),
but if the sitvation is as in Fig %b). the next pixel on the contour
is then & (the key pixel).

B. Shifting of Pixels

Suppose a GE is gencrated, and a key pixel is reached. Now
during the gencration of a following GE, its first data point may
put the preceding key pixel o0 the interior contour. For example,
consider Fig. 10{a). Here ubk 1 o pant of the GE already
generaled. Now generating the next GE ked -+ - the first move
from k 10 ¢ makes the Ay pixel (k) lie on an interior contour.

In such cases the data point ¢ is shified as shown in Fig. 10(b)
This preserves cannecledness of Lhe pixel ¢ with both the GE3
and also ensures single-pixc] width of the contour.

C. Undesirable Loop

Sometimes in the vicinity of key pivels an undesirsble
(conlour wilh a single pixel hole) may appear duc 10 the
mated generation prooedure. For example, consider Fig, 11. Hes
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TABLE I
BT REQUIREMENT
8, Ipereenly 8,5 ipercenny
Bit Requirement (Relative to CRLCY (Relative 1o DLSCy
Figure CRLC DLSC Method 1 Mecthod 2 Method | Mecthod 2 Methed | Methed 2
Buuterfly % 53 41 3% 18387 nmnn 12208 (R
Chromasome 1178 603 452 m 259.95 RIEEY 133,40 162N
Numera) "8" 2088 1169 474 386 419.87 3413 24662 084

GE's ak\k,k, are lready gencrated. The next move from &y to
b creales an undesirable loop having a single-pixel hole.

To overcome this situation, the pixel b is shifted along with an
insertion of & new pixel ¢ (as shown in Fig 11(b)). Since the
shifting of b alone loses the connectivity property between k,
and the subsequent pixels, it necessilales insertion of a new pixel
whose location is governed by the concept of a minimum con-
nected path.

VIIL.  REsuLTs AND Discusston

Figs. 12(a). 13(a), and 14(a) show the digital contours of three
different figures, namely, a buuerfly, a chromosome and the
oumeral B, which were considered as input to the proposed
coding schemes. The key pixels and the points of inflexion as
detecled on the input pattems are marked by “3" and “X."

image contour is represented by the
pixcls marked “§" and “O” along with *3,” denoting its key

pixcls. The output for Methads 1 and 2 corresponding to the
butierfly and chromosome images are shown in Figs. 12(b) and
(c) and 13(b) and {c). respectively. The output venion far Mthod
1 corresponding lo the aumerat & contour is marked by 537 and
~@" in Fig. 14(a), superimposing on its input. This superimposed
diagram facilitates examination of the visual proxinin between
the input and output versions. Nate in this connection that the
positions ol key pixels in both (he input and culput reman
unaliered. Fig. 14(b) illustrates the outpul corresponding to
e

For coding the input patierns, the number of GE for the
butterfly, chromosome, and numcral § was found to be 27. 19,
and 16, respectively. Out of thexe figures the number of ans was
9. 16, and 16. The contour of numcral & as expevted. has a
minimum number of GE'x and has no siright line.

As a typical illustration. the effectiveren of the cleaning
operations (Scction VI performed on the geacraled ponts is
demonstraied only for the butter(ly image. Fig. 12(d) shows such
an inlermediale state for Method 1 before producing its final
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ins3
TABLE I
EAROR IN RECENERATION
Compactoess
Perceni Brror Oniginal
in Arca Figure Generated Figure
Figure Method | Method 2 Method 1| Mcthod 2
Buuterfly 863 1007 0024635 0025393 0015551
Chromosome 68 6.28 0.016061 0016672 0.016359
Numeral “8° 292 349 0014728 0014589 0014260
g 8 4 k) ?
[
6 7 8
Fig 16, Directional codes with respevi to
A

g 15, Arcwilh ifs associated right triangle.

decoded output, Here, @ denotes a pixel deleted and X corre-
sponds to the position where & pixel is inserted 10 keep connectiv-
IlV

To study e cfficiency of the coding schemes, the bit require-
ments for different input images and theic relative compression
ratios are compared with those in the CRLC and DLSC methods.
1 is shown in Table 11 that in both the methods of the proposed
techniques the bil requirements are significantly lower. Tt is
ohvious that the numeral 8 image, consisting of a few Jarge arcs,
provides only a higher compression ratio. The butterfly image, on
the other hand, has the largest number of GE's and thus provides
the lowest compression ratio.

As the coding schemes are approximale, the regenerated image
deviates from its original version. To observe the deviation of
regeneraled image quality through an objective measure, we have
cakulated the error in the area and the shape compaciness. For
the calculation of the area and the perimeler of the contour, we
have used the technique proposed by Kulpa [12). Since the key
pixels always are on Lhe contour and the generated arcs are
heiween them and restricted by the respeclive Bezier characteris-
tc triangles, the maximum error for an arc is the area of its pair
of Bezicr characteristic triangles. Also, for the previous constraint
the shape compaciness ean provide a good measure of the distor-
non introduced into the decoded images. Table III shows both
the percentage error and the compaciness of fj igures associated
with the methods. Jt is thus seen thal the decoded image in each
cuse S a faithful reproduction of its input version. Here 100, the
butterfly/numeral 8 contours having Iugcsl/smaﬂ:sl number of
GE's mcurmd the highest /Towest percent of error m their regen-
cration, Furth since the uses the
qu:ldﬂnc Bezier approximalion lechnique, the decoded image
display is very fast,

Finally, nole that the algorithm needs only two points/one
puint 1o slore an arc/straight line. The sensitivily of the algo-
rithm in the presence of noise depends only on the number of
GE's changed. Again, an increase in GE maey not always result in
an increase in the overall bit requitement. Suppose a total num-
ber of GE's consisting of len arcs and 12 lines is changed to five
arcy and 20 lines due to the addition of noise on Lhe input. Here
the number of GE's is increased by three, bul the overall bit
requirement is decreased.

APPENDIX [
Propasition 1: In the discrete plane all the pixels on an arc
between (wo key pixels remain always on or inside a right
Iriangle with the line joining the key pixcls as the hypotenuse.

The other two sides of the right nangle are the horizontal and
the vertical lines through the key pixels.

Proof: When the key pixel is on the horizonwal linc at v =c,
it follows [rom the definition of key pixel that

either f(¢) > /(x)
or f(c) < f(x)

in both the intervals [(k, - 8), X|] and [K:.(k:+8:)]. where
f{x) is constant in [ K}, K;] and 8,,8, € {

Thus 1) the pixels at K, and K, are euhnroomer connccted or
direct d or its ination to the neighb pixcls
outside the interval (K, K,): or 2) when K, = K, = (. the key
pixel will have at least oac corner connection to ils neighboring
pixels. Similar arguments hold when the key pixel lies on a
vertical line.

Let ANB be the arc with 4 and B being two successive key
pixels as shown in Fig. 15. Now a pixel on the arc can go outide
the line AC or BC if and only il a sequence of collinear pixely
exists such that its end pixels arc cither comer connected or
direci connected or a combination thereof, or a pixel exists which
has al least onc comer connection with its neighbonng pixel.
Both of these conditions lead 10 the existence of another key
pixel outside the line AC or BC. This is a contradiction.

ApPENDIX I
Algorithm for Exiraction of Key Pixels: The lollowing hold:
(P}, are the contour points in the binary image
and
{(x.2)}., sare their position coordinates.

Since for a closed contour there is a possibility of misxing the
first key pixel. we need to examine a few more points after the
starting point is reached to enable us (o get the same back

Step ] Set i+~1, count 1, Find the initial direction code
between P, and P, according to Fig, 16. Let it be d,
Step 2 Increment :~—|+l il I=n, go to slep 7. otherwise,
find the directional code between P, and P . Letitbe
dy.
1 4, = dy. g0 1o siep 2; otherwise, if d; div 2= 0 and
dy div2=0orif |d, —dy|=3or 5. then retumn (<. v}
Increment i+ i+1; il i=n, ;o lo step 7: otherwise,
lind the direction code between P, and A, ;. Letit be

Step 3
Step 4
H’ dy=d,, then count +-count +1 and go to siep &

otherwise, if |d)=dy|=0 or 1, then st counte-1,
dy +dy and go 10 step 2; else do step &

Step 3



1066

Step 6 If count div 2=0, then relum (X,.couni/11 Yicoun/2 )i
otherwise, et (X, count d 2+ H-count dv 2 o
Step 7 Stop.
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