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Abstract. The notion of estimability-consistency in fsctorial experimenis is intro-
duced and its equivalence wilth the concept of regularity has been proved. A con-
nexion b partial estimability i and partial regularity has also been
indicated

1. Introduction and preliminaries.

The notion of efficiency-consistency in factorial designs, as introduced by
Lewis and Dean (1985), has received considerable atiention in recent years.
Lewis and Dean (1985) established that orthogonal factorial structure implies
efficiency-consistency while Mukerjee and Dean (1986) proved Lhe converse
and derived some further results. Some additional resulls were obtained by
Gupta (1986). This paper considers an analogous concept, namely, that of
efficiency-consistency and proves its equivalence with the concept of regularity
(Mukerjee (1979), Chauhan and Dean (1986)) in factorial designs. The result
may be of interest from a practical viewpoint in the sense that it provides a
simple and intuitively appealing interpretation for the somewhat abstract phe-
nomenon of regularity.

Throughout the paper, the fixed effects intrablock model with independent
homoscedastic errors and no block-treatment interaction is assumed. Consider
a possibly disconnected m, x rn; x...x m, factorial block design, d, whose n-
digit treatment labels represent the treatment combinations. Neither the block
sizes nor the replication numbers in d are assumed to be equal. Let T be the
set of non-null binary vectors z = 21z3 ...z, (z; =0 orl;i=1,... ,n)and
a* denote the interaction (by ‘interaction’ we mean either a main effect or an
interaction) among those factors for which z; = 1,i = 1,... ,n. Let A be the
intrablock matrix of d and V* be the estimable space corresponding to a*. The
row space of any matrix B will be denoted by R(B).

Definition 1.1: (Mukerjee, 1979) An n-factor design, d, is regular provided
R(A) = @&V =, where @ denotes direct sum over z € T'.

While a connected design is always regular, the same cannot be said about
disconnected designs. As seen in Mukerjee (1979), in irregular disconnected
designs estimable contrasts belonging to intcractions do not span the space of
all estimable contrasts and, therefore, such designs are wasteful in the sense that
they achieve estimability of unimpontant contrasts (that is, contrasts belonging
1o none of the interactions) at the cost of the important ones. Thus the concept
of regularity plays a crucial role in dealing with disconnected factorial designs.
For further discussion on the practical rclevance of regularity with examples,
sce Mukerjee (1979).
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2. Estimability-consistency.

‘The notations in this section are essentially along the line of Dean and Lewis
(1983) and Lewis and Dean (1985). Letv = m,m; ...m, and 7 be the v x 1
vector of factorial treatment effects in d arranged lexicographically. For i =
1,...,mlet]l bethem; x 1 vector(1,1,...8, 1), I; be the m; x m; idenlity
matrix and J; = 1;1/;. For z € T, define

W=Wrewye®..eW, S*=8SI'es’®...08%, @1
where ® denotes Kronecker product and fors = 1,... ,n,

VV.-"=I‘—m"lJ.-ifz.--=1 S.-"=I.'if.’t.'=l
=m'J; ifz=0]" =1, if ;=0

Note that the rows of W= span the space of all contrasts, not necessarily es-

timable, belonging to a* in d.

For z € T, let d, be the design obtained from d by deleting the ith digit
from treatment labels for all i such that z; = 0,1 = 1,... ,n Letv, = Im}®
and let 7 denote the vector of v, factorial treatment effects in d,. Note that
the rows of W=S* span the space of all contrasts belonging to a* in d,. For
each z € T, one can define a correspondence between the contrasts belonging
to a” in d and d, such that for ¢ # O the contrast 'W =1 belonging 10 a* in d
corresponds 1o the contrast ¢ W=S* . belonging 10 a* in d, and conversely.

Lemma 2.1. Let W=z be a contrast belonging to o* ind. Then the es-
timability of  W*z ind implies the estimability of the comresponding contrast
dW=8~1, ind,.

The proof of Lemma 2.1 is not hard and hence omitted here. Examples, how-
ever, show that the converse of Lemma 2.1 is not generally true. Thusletdbea
disconnected 2 design in two blocks {000,001,010,100 },{110,101,011,111}.
Then the contrast representing the main effect of the first factor is not estimable
in d although the corresponding contrast is easily seen Lo be estimable in djoo.
A factorial design where the converse of Lemma 2.1 also holds will be called
estimability-consistent. More formally, we have the following definition:

Definition 2.1: An n-factor design, d, is estimability-consistent provided for
each z € T, every contrast belonging to a* in d is estimable in d if and only if
the corresponding contrast belonging to a® in d, is estimable in d.

We are now in a position o state the main result of this paper which has been
proved in the next section.
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Theorem 2.1. An n-factor design, d, is estimability-consistent if and only if
it is regular.

Clearly, the notion of estimability-consistency is much simpler than that of
regularity. Hence Theorem 2.1 gives a simple interpretation for the rather in-
volved concept of regularity in terms of estimability-consistency .

3. Proof of Theorem 2.1.

Lemma 3.1. An n-factor design, d, is regular if and only if
R(AW?*) C R(A), Vz €T, 3.1)

as usual A being the intrablock matrix of the design.

Proof. Only if: Suppose d is regular. For each z € T, since V* C R(W?),
there exists a matrix L, such that V* = R(L,W?*). Also V* C R(A).so that

R(L,W*) C R(A), VxeT. (3.2)

Since the design is regular, by Definition 1.1, there exist matrices H,(x € T)
suchthat A= 3" H.L,W=. Observing that W*WV = W*ifz = y,= 0 if
z ¥ y, it follows that AW= = H.L.W?. Hence R(AW?=) C R(L,W~) and
by (3.2), the ‘only if’ part of the lemma follows.

If: Let (3.1) hold. Then obviously,
R(AW®) C R(W*) N R(A) = V*, 3.3)

by the definition of V*. Let I be the v x v identity matrix and J be the v x v
matrix with all elements unity. Since EZET W=*=]—v1J,and AJ =0,
one obtains 4 = 3°_ . AW?Z, which, logether with (3.3) implies that R(A4) C
@&V =, where as before & denotes direct sum over z € T. But from Mukerjee
(1979), for every design R(A) D @V *. Therefore, R(A) = @V * and the ‘if*
part of the lemma follows.
Lemma 3.2. Ann-factordesign,d, is regularifandonly ifR(AZ2*) C R(A),
¥z € T, where Z= = 87 S*,
Proof: This follows from Lemma 3.1, observing that for each z, Z* is a lin-
ear combination of J and WV for y € T and that for each z, W~ is a linear
combination of J and ZY fory € T.
Proof of Theorem 2.1. Sufficiency: Let the design be regular. Then by Lemma
32,

R(AZ*) C R(A), VzeT. (3.4)
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To show that d is estimability-consistent consider the subdesign d, for any
z € T. In view of Lemma 2.1, it will be enough to show that the ¢stimability of
the contrast ¢W*S%z_ (¢ # Q) belonging to a” in d, implies the estimability
of the corresponding contrast ¢ W=z in d. Since the intrablock matrix of d, is
given by S*AS7, the estimability of ZW=*8~ 7, in d, implies that

E:wxsz’ = !leAS:’I

for some vector u. Postmultiplying both sides by S* and noting that by (2.1),
W28¥8* = (v/v.)W?=, onc obtains dW?* = (v, /v)y’ S*AZ*. Hence
cW=* € R(AZ*). Therefore by (3.4), d W=z is estimable in d and the suf-
ficiency is proven.
Necessity: This will be proved by induction along the line of Mukerjee and
Dean (1986). Let the design be estimability-consistenL For u = 1,... n,
define T, = {z: z € T. z conains exactly u unit digits}.

Take any z € T. From (2.1), it is then casy o see that Z* = ¢, W* + p,J,
where ¢, and p, are non-zero constants. Since AJ = 0, one gets

AZ* = g, AW™, (3.5
Postmultiplying both sides by S* and noting that
228" = (v/v,) 8%, (3.6)

it follows that (v/v,) AS® = g, AW?*S7. Since g 7 0 and A is non-ncgative
definite, this implies that R(LAW?*SY) = R(AST) = R(S*AS¥). Hence
recalling that the design is estimability-consisient and that SAS* is the intra-
block matrix of d,, one obtains R( AW?*) C R(A) sothatby (3.5), RCAZ*) C
R(A), this being true forall z € T3.

To apply the method of induction, suppose R(AZ*) C R(A),Vz € T\
UTU...UT, (1 < g < n) and consider £ € Ty.1. Defining T(z) = {y:y €

T.y#z, yi < zi, s = 1,...,n}, it may be seen from (2.1) that
Z== WS+ Y fyZY+ kul,
v€T(3)

where f;(# 0), f, (v € T(z)). k: are constants. Hence analogously o (3.5),

AZT = fLAW*+ 3 fAZY. 3.7
veT(x)

Clearly, T(z) € Ti UT> U ... U T, and hence by induction hypothesis,
R(AZY) C R(A).Vy € T'(z). Hence there exist matrices G, such that

fyAZY = GyA, Vy€ET(z). (38
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Postmultiplying both sides of (3.7) by S* and using (3.6), (3.8), [ AWESE o
(v/vs) AS® =T ereny GvAS® = {(v/v:)] — ¥ er(s Gy}AS®. Since
f= # O, the above yields R(AW=S™) C R(AST). Bul A is non-negative
definite and hence of the form A = K K’ for some matrix X .

Consequently, R(AS*) = R(S*AS~) and it follows that

R(AW?=S*) C R(S*AS%).

Hence recalling that the design is estimability-consistent, it follows that
R(AW?*) C R(A), which, together with (3.7), (3.8), implies that R(AZ~)C
R(A), this being true for all z € Ty ;. Thus by induction, R(AZ*) C R(A),
vz € T, and by Lemma 3.2 the design is regular.

4. Partial estimability-consistency .

Mukerjee and Dean (1986) proved certain equivalence theorems connecting
partial efficiency-consistency and partial orthogonal factorial structure . The
analogues of some of their results can be proved in the present context.
Definition 4.1: An n-factor design, d, is partially estimability-consistent of or-
der ¢ provided for every z € T) U T2 U...U T, each contrast belonging to a*
in d is estimable in d if and only if the corresponding contrast belonging to a*
in d, is estimable in d,.

The following may be proved along the line of Theorem 2.1.

Theorem 4.1. An n-factor design, d, is partially estimability-consistent of
ordert (< n) if and only if it is regular of ardert.

In the above, the definition of regularity of order ¢ is as in Mukerjee (1980)
where some discussion on the implications of such regularity is also available.
It is hard to carry out the equivalence relations as in Theorem 2.1 and Theorem
4.1 any further. For example, one may define partial estimability-consistency
and partial regularity with respect to individual interactions (along the line of
Chauhan and Dean (1986) who considered orthogonal factorial structure with
respect to individual interactions), but it is believed that they will no more be
equivalent.

Acknowledgement.
The authors are thankful to a referee for highly constructive suggestions.

215



References

. CK. Chauhan and A.M. Dean, Orthogonality of factorial effects, Ann,
Statist. 14 (1986), 743-752.

2. AM. Dcan and S.M. Lewis, Upper bounds for average efficiency factors

of two-factor interactions, J. Roy. Statist. Soc. B45 (1983), 252-257.

S.C. Gupta, Efficiency-consistency in designs, Commun. Statist. — Theor.

Meth. 15 (1986), 1315-1318.

4. S.M. Lewis and A.M. Dean, A note on efficiency-consistent designs, J. Roy.
Statist. Soc. B47 (1985), 261-262.

5. R. Mukerjee, Inter-effect orthogonality in factorial experiments, Calcutta
Statist. Assoc. Bull 28 (1979), 83-108.

6. R. Mukerjee , Further results on the analysis of factorial experimenis ,
Calcutta Statist. Assoc. Bull. 29 (1980), 1-26.

7. R. Mukerjee and A.M. Dean, On the equivalence of efficiency-consistency

and orthogonal factorial structure, Utilitas Math. 30 (1986), 145-151.

—

W

Stat-Math Division

Indian Statistical Institute
203 Barrackpore Trunk Road
Calcutta 700 035

INDIA

Department of Statistics
University of Kalyani

West Bengal

INDIA

216



	211
	212
	213
	214
	215
	216

